









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Weak Local Linear Discretizations for Stochastic Diﬀerential Equations with jumps F.Carbonell∗ and J.C.Jimenez



August 31, 2007



Abstract Weak Local Linear (WLL) Approximations have been playing a prominent role in the construction of eﬀective inference methods and numerical integrators for Stochastic Diﬀerential Equations (SDEs). In this short communication, two WLL Approximations for SDEs with jumps are introduced as a generalization of previous one. Their respective order of convergence is obtained as well.
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Introduction



In a number of problems in mathematical physics, biology, economics, finance and other fields the estimation of functionals of jump diﬀusion processes plays a prominent role [4],[15],[23]. In particular, the jump diﬀusion processes defined through stochastic diﬀerential equations (SDEs) have become an important mathematical tool for describing the dynamics of several phenomena, i.e., the dynamic of assets prices in the market, the firing of neurons, etc. Since exact representation for functionals of these processes is only possible for few cases, approximate representations are required. Diﬀerent types of such weak approximations have already been proposed in [13], [19], [11], [2], [6], which are essentially based on Ito-Taylor expansions of the jump diﬀusion process. It has been also well studied the weak convergence properties of the approximations based on these expansions as well as their numerical instability for a number of nonlinear SDEs [14], [3]. The main proposal of this paper is to investigate another kind of weak approximations for SDEs with jumps: the weak Local Linear Approximations. In the framework of ordinary SDEs (with no jumps), that kind of weak approximations have been recently proposed as a stable alternative to the above mentioned conventional approximations based on Ito-Taylor expansion [16, 21, 14, 3] and they have been the key in the derivation of eﬀective inference methods for SDEs [20, 21, 22] and for continuous-discrete space state models [17], [8], [9]. Therefore, the present study is well motivated. Specifically, in this note, the weak Local Linear Approximations for SDEs are extended to the more general case of equations with jumps, and their rate of weak convergence is studied. ∗
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Weak Local Linear Approximations



Let (Ω, F, P ) be the underlying complete probability space and {Ft , t ≥ t0 } be an increasing right continuous family of complete sub σ-algebras of F. Consider a d-dimensional jump diﬀusion process x defined by the following stochastic diﬀerential equation



dx(t) = f (t, x(t))dt + G(t)dw(t) +



p P



i=1



x(t0 ) = x0 ,



hi (t, x(t))dqi (t), t ∈ [t0 , T ]



(1)



where w is a m-dimensional Ft -adapted standard Wiener process and each qi , i = 1, ..., p could be either, a Ft -adapted Poisson counting process ni with intensity μi , or a Ft -adapted compensated Poisson processes {ni (t) − μi t : t ≥ t0 }. Here, f , hi : R × Rd → Rd and G : R → Rd ×Rm are functions satisfying the conditions that ensure the existence and uniqueness of a solution for (1). It is also assumed that w and qj are all independent with zero probability of simultaneous jumps. Let (t)δ = {t0 ≤ t1 ≤ ... ≤ tn < ... < ∞} be a time partition defined as a sequence of Ftn -measurable stopping times tn , n = 0, 1, .., that satisfy sup(δ n ) ≤ δ < 1, w.p.1, n



where δ n = tn+1 − tn , and define nt := max{n = 0, 1, 2, ..., : tn ≤ t} < ∞.



2.1



Weak Local Linear Discretization for SDEs



Let us consider the d-dimensional diﬀusion process z defined by the stochastic diﬀerential equation dz(t) = f (t, z(t))dt + G(t)dw(t) for t ∈ [a, b]



(2)



z(a) = z0



where f is a diﬀerentiable function, w,G are defined as in (1), and t0 ≤ a ≤ b ≤ T . Definition 1 ([3]) For a given time discretization (t)δ , the order β(= 1, 2) weak Local Linear Discretization of the diﬀusion process z is defined by the recurrent relation ytn+1 = ytn + φβ (tn , ytn ; tn+1 − tn ) + η(tn , ytn ; tn+1 − tn ),



(3)



where yt0 = z0 , Rδ ∂f (t,y) φβ (t, y; δ) = e ∂y (δ−s) (f (t, y) + bβ (t, y)s)ds, bβ (t, y) = for all (t, y) ∈



R × Rd



⎧ ⎪ ⎨ ⎪ ⎩



0



∂f (t,y) ∂t , ∂f (t,y) ∂t



+



1 2



d P



2



⎫ β=1 ⎪ ⎬



(G(t)G| (t))k,l ∂∂yfk(t,y) , β=2 ∂yl



k,l=1



(4)



⎪ ⎭



,



and δ > 0; and η(t, y; δ) is a zero mean Gaussian process with variance matrix ∂f (t,y) | Rδ ∂f (t,y) Σ(t, y; δ) = e ∂y (δ−s) G(t + s)G| (t + s)e( ∂y ) (δ−s) ds.



0



2



(5)



On the basis of that discretization various weak numerical integrators and inference methods for SDEs have been proposed (see [3] and [7] for an updated review), which diﬀer with respect to the way of computing the integrals (4) and (5). Definition 2 ([3]) For a given time discretization (t)δ , the stochastic process yβδ = {yβδ (t), t ∈ [t0 , T ]} is called the order β(= 1, 2) weak Local Linear Approximation of the diﬀusion process z if yβδ (t) = ytnt + φβ (tnt , ytnt ; t − tnt ) + η(tnt , ytnt ; t − tnt ),



(6)



where {ytn }, n = 0, 1, ..., is the weak LL Discretization (3). Note that, the LL Approximation (6) is a continuous time stochastic process that coincides with the LL Discretization (3) at each discretization time tn ∈ (t)δ . In addition, it is convenient to remark that the weak LL Approximation (6) coincides with the weak solution of the piecewise stochastic diﬀerential equation dy(t) = pβ (t, y(t); tn , y(tn ))ds + G(t)dw(t), t ∈ [tn , tn+1 ], n = 0, 1, ..., nT − 1,



(7)



y(tn ) = ytn ,



where the function pβ is defined as pβ (s, v; r, u) = f (r, u) +



∂f (r, u) (v − u) + bβ (r, u)(s − r), for all v, u ∈ Rd , s, r ∈ R, s > r, ∂u



(8)



which for β = 1 and β = 2 is just the first order Taylor and Itô Taylor expansion of f , respectively [3].



2.2



Weak Local Linear Discretizations for SDEs with jumps



Consider the sequence of jump times {σ}μi = {σ i,n : n = 0, 1, 2, ...} associated to qi , which is defined as an increasing sequence of random variables such that σ i,n+1 − σ i,n is exponentially distributed with parameter μi , for all n and i. Without loss of generality, it is assumed that {σ}μi ⊂ (t)δ , for all i = 1, .., p. In addition, let us assume that only the first r Poisson processes qi are compensated. It is well known [18] that the solution of (1) is given by x(t) = x(t−) +



p P



i=1



hi (t, x(t−))∆nit ,



where ∆nit is the increment of the process ni at the time instant t, and x(t−) denotes the solution of the SDE (2) with r P f (t, z(t)) = f (t, z(t)) − hi (t, z(t))μi t, (9) i=1



and initial condition z(σ i,n ) = x(σ i,n ), for all t between two consecutive jump times σ i,n and σ j,m . The above leads to the following two definitions.



Definition 3 For a given time discretization (t)δ , the order β(= 1, 2) weak Local Linear Discretization of the jump diﬀusion process x is defined recursively by ytn+1 = ytn+1 − + where



p P



i=1



hi (tn+1 , ytn+1 − )∆nitn+1 ,



ytn+1 − = ytn + φβ (tn , ytn ; tn+1 − tn ) + η(tn , ytn ; tn+1 − tn ) denotes the weak LL Discretization of (2) with f defined as in (9). 3



(10)



Definition 4 For a given time discretization (t)δ , the stochastic process yβδ = {yβδ (t), t ∈ [t0 , T ]} is called the order β(= 1, 2) weak Local Linear Approximation of the jump diﬀusion process x if yβδ (t) = yβδ (t−) + where



p P



i=1



hi (t, yβδ (t−))∆nit ,



(11)



yβδ (t−) = ytnt + φβ (tnt , ytnt ; t − tnt ) + η(tnt , ytnt ; t − tnt ) denotes the weak LL Approximation of (2) with f defined as in (9)
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Convergence of Weak Local Linear Approximations



Let M be the set of multi-indexes α = (j1 , ...jl(α) ), ji ∈ {0, 1, .., m}, i = 1, ..., l(α), where l(α) denotes the length of the multi-index α. Denote by −α and α− the multi-indexes in M that are obtained by deleting the first and the last component of α, respectively. The multi-index of length zero shall be denoted by ν. Let Γβ ⊂ M, β = 1, 2, be the hierarchical set Γβ = {α ∈ M : l(α) ≤ β} and B(Γβ ) be the remainder set of Γβ , B(Γβ ) = {α ∈ M : l(α) = β + 1} . Denote by Hν , H(0) and H(1) the sets of adapted right continuous process h = {h(t), t ≥ 0} with left hand limits that satisfy Rt Rt |h(t)| < ∞, |h(s)| ds < ∞ and |h(s)|2 ds < ∞ w.p.1, 0



0



respectively. In addition define H(j) = H(1) for j = 2, ..., m, m ≥ 2. Then, for α = (j1 , ...jl(α) ), l(α) ≥ 2, define recursively the set Hα as the totality of adapted right continuous process h with left hand limits such that {Iα− [h(.)]ρ,t , t ≥ 0} ∈ Hjl(α) , where for h ∈ Hα the multiple Itô integral Iα [h(.)]ρ,τ is defined recursively by ⎫ ⎧ l(α) = 0 ⎬ ⎨ h(τ ), Rτ jl(α) Iα [h(.)]ρ,τ := . ⎩ Iα− [h(.)]ρ,s dWs , l(α) ≥ 1 ⎭ ρ



Let



L0 =



m d d P P ∂2 ∂ 1 P k ∂ k,i l,i + f + G G ∂t k=1 ∂xk 2 k,l=1 i=1 ∂xk ∂xl



be the diﬀusion operator of the SDE (2), and define Lj =



d P



Gk,j



k=1



∂ , j = 1, ..., m. ∂xk



Then, for the hierarchical set Γβ and any two stopping times ρ, τ satisfying 0 ≤ ρ ≤ τ ≤ T , the expression x(τ ) = x(τ −) + with x(τ −) = x(ρ) +



P



p P



i=1



hi (τ , x(τ −))∆nit ,



Iα [λα (ρ, x(ρ))]ρ,τ +



α∈Γβ /{ν}



P



α∈B(Γβ )
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Iα [λα (·, x(·))]ρ,τ ,



(12)



provides the weak Itô-Taylor expansion of the jump diﬀusion process x solution of the SDE (1), where ½ ¾ jl(α) = 0 Lj1 ...Ljl(α)−1 f , λα = (13) Lj1 ...Ljl(α)−1 Gjl(α) , jl(α) 6= 0 denotes the Itô coeﬃcient function for each α. Further, denote by CPl (Rd , R) the space of l time continuously diﬀerentiable functions g : Rd → R for which g and all its partial derivatives up to order l have polynomial growth. For l = 1, 2, ..., define Pl = {p ∈ {1, ..., d}l }, and for each p = (p1 , ..., pl ) ∈Pl define the function Fp : Rd → R as Fp (x) =



l Q



xpi .



i=1



The following lemma provides general conditions to assure that a discrete time approximation uδ converges weakly to x. Lemma 5 (Theorem 10.7.1 in [1]) Let uδ be a time discrete approximation of the process x solution of (1) corresponding to a time discretization (t)δ , and asume that



2(β+1)



for any g ∈ CP



E(|x0 |i ) < ∞, for i = 1, 2, .., ¯ ¯ ¯ δ ¯ β E(g(x )) − E(g(u )) ¯ 0 0 ¯ ≤ C0 δ .



(Rd , R). Suppose that



2(β+1)



f k , Gk,j , hkl ∈ CP



([t0 , T ] × Rd , R),



(14)



for all k = 1, ..., d, j = 1, ..., m, and l = 1, ..., p; and the Ito coeficient functions λα satisfy linear growth bounds for all α ∈ Γβ . In addition, suppose that for each q = 1, 2, ..., there exits constants K < ∞ and r ∈ N+ , which do not depend on δ, such that ¯ ¯2r ¯ ¯2q ¯ ¯ ¯ ¯ (15) E( max ¯uδtn − ¯ ÁFt0 ) ≤ K(1 + ¯uδ0 ¯ ), 0≤n≤nT



¯ ¯2q ¯ ¯2r ¯ ¯ ¯ ¯ E(¯uδtn+1 − − uδtn ¯ ÁFtn ) ≤ K(1 + max ¯uδtk ¯ )(tn+1 − tn )q , 0≤k≤n



(16)



and ¯ ¯ ¯ ¯ ¯ ¯2r P ¯ ¯ ¯ ¯ Iα [λα (tn , uδtn )]tn ,tn+1 )ÁFtn )¯ ≤ K(1 + max ¯uδtk ¯ )(tn+1 − tn )δ β , ¯E(Fp (uδtn+1 − − uδtn ) − Fp ( ¯ ¯ 0≤k≤n α∈Γβ /{ν} (17) for all n = 0, 1, ..., nT − 1, l = 1, ..., 2β + 1, p ∈ Pl , and tn , tn+1 (t)δ . Then, ¯ ¯ ¯ ¯ ¯E(g(xT )) − E(g(uδT ))¯ ≤ Cg δ β ,



for some positive constant Cg .



The main result of this section is stated in the next theorem. It establishes the weak convergence of the weak LL Approximation (11) to the jump difussion process x. Its proof shall be based on demostrating that the LL Approximation yβδ satisfies the conditions of Lemma 5. 5



Theorem 6 Suppose that E(|x0 |j ) < ∞, for j = 1, 2, .., ¯ ¯ ¯ ¯ δ ¯E(g(x0 )) − E(g(yβ (t0 )))¯ ≤ C0 δ β , 2(β+1)



for some C0 > 0 and all g ∈ CP constant such that



e be a positive (Rd , R). Assume also that condition (14) holds and let K



e + |x|), |f (t, x)| + |G(t)| ≤ K(1 ¯ ¯ ¯ ¯ ¯ ¯ 2 ¯ ∂f (t, x) ¯ ¯ ∂f (t, x) ¯ ¯ ∂ f (t, x) ¯ ¯ ¯ e ¯ ¯ ¯ ¯ ¯ ∂t ¯ + ¯ ∂x ¯ + ¯ ∂x2 ¯ ≤ K, e + |x|), i = 1, ..., p |hi (t, x)| ≤ K(1



(18)



for all t ∈ [t0 , T ] and x ∈Rd . Then there exits a positive constant Cg such that the LL Approximation yβδ satisfies ¯ ¯ ¯ ¯ ¯E(g(x(T ))) − E(g(yβδ (T )))¯ ≤ Cg δ β .



In order to proof the theorem above, the following two lemmas will be needed. The first one, presents known results on weak LL approximations for ordinary SDEs; while the second one extents these results to the weak LL approximations for SDEs with jumps.



Lemma 7 (Lemmas 6 and 7 in [3]) Let yβδ be the weak LL Approximation (6) to the solution of ordinary SDE (2). Then, under the assumptions of Theorem 6, ¯2q ¯ ¯2q ¯ ¯ ¯ ¯ ¯ E( sup ¯yβδ (t)¯ ÁFa ) ≤ K1 (1 + ¯yβδ (a)¯ ), a≤t≤b



where K1 is a positive constant, for each q = 1, 2, ..., Moreover, if P P zδβ (t) = ytnt + Iα [Λα (tnt , ytnt ; tnt , ytnt )]tnt ,t + α∈Γβ /{ν}



α∈B(Γβ )



Iα [Λα (., y.; tnt , ytnt )]tnt ,t ,



(19)



denotes the Ito-Taylor expansion of the solution of (7) with Ito coeﬃcient function ¾ ½ j L 1 ...Ljl(α)−1 pβ (s, v; r, u), jl(α) = 0 , Λα (s, v; r, u) = jl(α) 6= 0 Lj1 ...Ljl(α)−1 Gjl(α) , then yβδ ≡ zδβ , and Iα [Λα (tnt , ytnt ; tnt , ytnt )]tnt ,t = Iα [λα (tnt , ytnt )]tnt ,t ,



(20)



hold for all α ∈ Γβ /{ν} and t ∈ [a, b], where λα is the Ito coeﬃcient function defined in (13). Lemma 8 Let yβδ be the weak LL Approximation (11) to the solution of SDE with jumps (1), and let zδβ = {zδβ (t), t ∈ [t0 , T ]} be the stochastic process defined as zδβ (t)



=



zδβ (t−) +



p X i=1



6



hi (t, zδβ (t−))∆nit ,



where zδβ (t−) denotes the Ito-Taylor expansion (19). Then, under the assumptions of Theorem 6, ¯2q ¯ ¯ ¯ E( sup ¯yβδ (t)¯ ÁFt0 ) ≤ K2 (1 + |y0 |2q ),



(21)



t0 ≤t≤T



and



yβδ ≡ zδβ



(22)



hold, where K2 is a positive constant. Proof. Let NT =



p X i=1



ni (T ) be the total number of jumps up to time T , and let {t}NT = {tj : j = 0, .., NT }



be a sequence of time instants such that {t}NT ⊂ (τ )δ , tj ∈ {τ 0 ∪ {σ}μ1 ∪ .. ∪ {σ}μp } and tj < tj+1 , for all j = 0, .., NT − 1. Let further Zs = {ni (tj ) : tj ≤ s , tj ∈ {t}NT and i = 1, .., p} for s ≥ t0 . By defining ¯2q ¯ ¯ ¯ ej = E( sup ¯yβδ (s)¯ /Ft0 ; Ztj ) t0 ≤s≤tj



with tj ∈ {t}NT , we have that



where ∆ej+1 = E(



sup



tj 


ej+1 ≤ ej + ∆ej+1 , ¯2q ¯ ¯ δ ¯ ¯yβ (s)¯ /Ft0 ; Ztj+1 ). Here, E(./Ft0 ; Ztj ) denotes the conditional expectation



with respect to Ft0 and Ztj . From (11) and (18) it is obtained that ∆ej+1 ≤ (p + 1)2q−1 [ E(



sup



tj 


+



p X i=1



E(



sup



tj 


¯2q ¯ ¯ ¯ δ ¯yβ (s−)¯ /Ft0 ; Ztj+1 )



¯ ¯2q ¯ ¯ ¯hi (s, yβδ (s−))∆nis ¯ /Ft0 ; Ztj+1 )]



e 2q ) E( ≤ (p + 1)2q−1 [(1 + 22q−1 pK



sup



tj ≤s≤tj+1



¯2q ¯ ¯ ¯ δ e 2q ]. ¯yβ (s−)¯ /Ft0 ; Ztj+1 ) + 22q−1 pK



By definition, for all s ∈ [ tj , tj+1 ], yβδ (s−) is the LL Approximation to the solution of a ordinary SDE (with no jumps). Therefore, by using Lemma 7 in that time interval follows that E(



sup



tj ≤s≤tj+1



¯2q ¯ ¯ ¯ δ y (s−) ¯ /Ft0 ; Ztj+1 ) = E(E( ¯ β



sup



tj ≤s≤tj+1



¯2q ¯ ¯ ¯ δ y (s−) ¯ /Ftj )/Ft0 ; Ztj+1 ) ¯ β



¯ ¯2q ¯ ¯ ≤ K1 (1 + E(¯yβδ (tj )¯ /Ft0 ; Ztj+1 )) ¯2q ¯ ¯ ¯ ≤ K1 (1 + E( sup ¯yβδ (tj )¯ /Ft0 ; Ztj )). t0 ≤s≤tj



Thus,



∆ej+1 ≤ C1 ej + C2 ,



e 2q ) K1 and C2 = C1 + 22q−1 pK e 2q . In this way where C1 = (p + 1)2q−1 (1 + 22q−1 pK ej+1 ≤ (1 + C1 )ej + C2 ,



7



which implies that C2 ((1 + C1 )j − 1) C1 C2 ) ≤ (1 + C1 )j+1 (e0 + C1 C2 ≤ (1 + C1 )j+1 (1 + e0 ). C1



ej+1 ≤ (1 + C1 )j+1 e0 +



By using the above inequality and taking j = NT it is obtained that ¯2q ¯ ¯2q ¯ C2 ¯ ¯ ¯ ¯ E( sup ¯yβδ (s)¯ /Ft0 ; ZtNT ) ≤ (1 + C1 )1+NT (1 + ¯yβδ (t0 )¯ ). C1 t0 ≤s≤T



By taking into account that



NT



E(κ



NT ln(κ)



) = E(e



(κ−1) (T −t0 )



)=e



p X



μi



,



i=1



for any constant κ > 1, it follows that ¯2q ¯2q ¯ ¯ ¯ ¯ ¯ ¯ E( sup ¯yβδ (s)¯ /Ft0 ) = E(E( sup ¯yβδ (s)¯ /Ft0 ; ZtNT )/Ft0 ) t0 ≤s≤T



t0 ≤s≤T



≤



C1 (T −t0 )



C2 (1 + C1 )e C1



p X i=1



μi



¯ ¯2q ¯ ¯ (1 + ¯yβδ (t0 )¯ ),



which completes the proof of (21). Finally, identities (22) is straightforwardly obtained from the definition of the process zδβ and its corresponding identity in Lemma 7. Proof of Theorem 6. Identity (21) directly implies that E( max |ytn − |2q ÁFt0 ) ≤ K2 (1 + |y0 |2r ), 0≤n≤nT



which is justly the condition (15) of Lemma 5. From identity (22), it is easy to check that the weak LL approximation yβδ (t−) is solution of the equation (7), for all t ∈ [tn , tn+1 ]. Thus, the straighforward application of Theorem 4.5.4 in [10] to that equation yields to ¯2q ¯ E(¯ytn+1 − − ytn ¯ ÁFtn ) ≤ K1 (1 + max |ytk |2r )(tn+1 − tn )q , 0≤k≤n



with K1 > 0, for all tn , tn+1 ∈ (t)δ ; i.e., the condition (16) in Lemma 5. On the other hand, since identity (22) holds, the directly application of Lemma 5.11.7 in [10] to the Ito-Taylor expansion (19) yields to ¯ ¯ ¯ ¯ P ¯ ¯ Iα [Λα (tn , ytn ; tn , ytn )]tn ,tn+1 )ÁFtn )¯ ≤ K(1 + |ytn |2r )(tn+1 − tn )δ β , ¯E(Fp (ytn+1 − − ytn ) − Fp ( ¯ ¯ α∈Γβ /{ν}



for all tn , tn+1 ∈ (t)δ and p ∈ Pl , with K > 0 and r ∈ {1, 2, ...}. Moreover, since identity (20) also holds, then ¯ ¯ ¯ ¯ P ¯ ¯ Iα [λα (tn , ytn )]tn ,tn+1 )ÁFtn )¯ ≤ K(1 + |ytn |2r )(tn+1 − tn )δ β ¯E(Fp (ytn+1 − − ytn ) − Fp ( ¯ ¯ α∈Γβ /{ν} ≤ K(1 + max |ytk |2r )(tn+1 − tn )δ β , 0≤k≤n
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which is just the condition (17). Finally, the proof concludes by applying Lemma 5 to the weak LL approximation yβδ . From a practical point of view, Theorem 6 states the global order of weak convergence of the numerical integrators that could be obtained by approximating the integrals (4) and (5) involved in the LL discretization (10), provided that these approximations have the same order of convergence. In this way, this result is also valuable to study the statistical properties of the inference methods for SDEs that could be derivated from the numerical integrators mentioned above.
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