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Abstract Studies on how “the social mind” works reveal that cognitive agents engaged in joint actions actively estimate and influence another’s cognitive variables, and form shared representations with them. (How) do shared representations enhance coordination? In this paper we provide a probabilistic model of joint action that emphasizes how shared representations help solving interaction problems. We focus on two aspects of the model. First, we discuss how shared representations permit to coordinate at the level of cognitive variables (beliefs, intentions and actions), and determine a coherent unfolding of execution and predictive processes in the brains of two agents. Second, we discuss the importance of signaling actions as part of a strategy for sharing representations and the active guidance of another’s actions towards the achievement of a joint goal. Furthermore, we present data from a human-computer experiment (the Tower Game) in which two agents (human and computer) have to build together a tower made of colored blocks, but only the human knows the constellation of the tower to be built (e.g., redblue-red-blue-. . . ). We report evidence that humans use signaling strategies that take another’s uncertainty into consideration, and that in turn our model is able to use humans’ actions as cues to “align” its representations and to select complementary actions. The research leading to these results has received funding from the European Community’s Seventh Framework Programme (FP7/2007-2013) under grant agreements 231453 (HUMANOBS) and 270108 (Goal-Leaders). G. Pezzulo Istituto di Linguistica Computazionale “Antonio Zampolli”, CNR. Via Giuseppe Moruzzi, 1, 56124 Pisa, Italy, and Istituto di Scienze e Tecnologie della Cognizione, CNR, Via S. Martino della Battaglia, 44, 00185 Roma, Italy E-mail: [email protected] H. Dindo Computer Science Engineering, University of Palermo, Viale delle Scienze, Ed. 6, 90128, Palermo, Italy E-mail: [email protected]
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1 Introduction In joint action, two or more agents coordinate their actions in space and time to bring about a common goal (Sebanz et al, 2006). Many joint action tasks, such as for instance guiding a canoe or moving a table together, require the coordination of actions executed by distinct individuals, which therefore have to solve difficult interaction problems. These problems can be described at two different levels: (1) at the higher level, agents have to understand actions executed by other agents and their associated goals, and select goals and actions complementary to those of other agents, or at least which do not conflict with them; (2) at the lower level, agents have to coordinate their actions in real time, and this requires a more precise estimation of their timing and trajectories than needed at the higher level.



1.1 High level problems of joint action In social scenarios it is usually disadvantageous to perform an action without first considering the behavior of the other agent(s). Humans (and other animals adapted to social scenarios) are equipped with mechanisms for predicting and recognizing actions executed by others, inferring their underlying intentions, and planning actions that are complementary to them. An important constituent of the social mind of humans and monkeys is a neural mechanism for motor resonance, or the mapping observed actions into one’s own motor repertoire: the mirror system (Rizzolatti and Craighero, 2004). This mechanism is part of a wide brain network that gives access to the cognitive variables (e.g., action goals and prior intentions) of another individual and permits to reconstruct the generative process that it uses to select the observed movements (Kilner et al, 2007). In this vein, it has been suggested that the same internal models (inverse and forward) that control the execution of intentional actions are used in action perception, too, affording better recognition and imitation of their underlying goal (Jeannerod, 2001, 2006; Wolpert et al, 2003). These mechanisms of “motor simulation” could act in concert with other cognitive processes such as those regulating social attention, as well as with more demanding and deliberate ones, such as those that provide a “theory of mind” or take past interactive episodes and social conventions into account, which taken together provide sophisticated social cognitive abilities to humans and monkeys (Frith and Frith, 2006; Gergely and Csibra, 2003; Lange et al, 2008; Tomasello et al, 2005). Recognizing what another agent is doing and why (i.e., its distal intention) is extremely useful in social scenarios, both cooperative and competitive. During cooperative joint action, it is of crucial importance to select suitable complementary actions, or at least actions that do not interfere with the successful execution of the task. This permits, for instance, an efficient division of work and coordination. In a series of experiments, Newman-Norlund et al (2007, 2008) report that the mirror system is highly active during prepara-
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tion of complementary and not only imitative actions; this suggest that the brain can encode actions executed by others in an interaction-oriented way, and more broadly that action-perception mappings could be quite flexible and task-dependent. Another relevant issue in joint action is the recognition (and even prediction) of affordances offered by (or as an effect of) another’s actions. It is well known that objects observation elicits motor programs that are adequate to interact with them, such as grasping actions during the observation of graspable objects (Tucker and Ellis, 2004). In social scenarios, the mere presence of other agents modify the environmental affordances; for instance, a heavy object can be perceived as light in presence of other individuals. More importantly for our analysis, actions executed by others can determine novel affordances for the observer; for instance, an agent can bring a distant object within the reach of another agent, so that it becomes graspable for it. During interaction, observer agents strive to recognize and predict the affordances offered by performer agents so as to pick up the interactive opportunities; at the same time, performer agents intentionally plan and produce affordances that observer agents can exploit. This interactive creation and use of affordances is typical of teamwork (Bacharach, 2006). For instance, in a football team, the movements, feints and passes of the players create or destroy affordances (corridors, opportunities to kick) for the other players of the same and the other team. Players can also signal affordances that they intend to create to the other players: for instance, a striker can run in a certain direction so as to signal where he expects to receive the ball. Goal monitoring is another essential aspect of coordination (Botvinick et al, 2001). Indeed, controlling the desired action unfolding is essential for being able to take corrective actions in due time. In joint tasks, such as for instance lifting together a table, it is often useful to monitor joint outcomes, such as for instance whether or not the table is horizontal, so as to take corrective actions. As we will discuss in sec. 5.2 in certain circumstances (e.g., in the table lifting example) monitoring the joint goal is sufficient for coordination and so prediction of another’s actions is not necessary.



1.2 Low level problems of joint action Besides the coordination at the coarse-grained level of intentions and task goals, low level problems of joint action concern the specification and coordination of the timing and the other details of execution of the actions to be performed. In the previous example of the football team, passes and crosses have to be realized with the appropriate timing, the right amount of force and the right trajectory. Since all these parameters are relative to another agent (e.g., the striker who is supposed to receive the cross), this is a dynamic problem, which can sometimes be solved with automatic synchronization mechanisms but, in most non-routine cases, requires an accurate prediction of the
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actions of others, their timing, and the details of their execution (Desmurget and Grafton, 2000; Pezzulo, 2008; Wolpert and Flanagan, 2001). The heavy demands of real-time execution could have favored automaticity and ruled out deliberate mechanisms; however, the brain mechanisms that solve low level problems could partially overlap with the ones that solve high level problems. For instance, motor simulation can have a dual role in facilitating action understanding, which is essential to plan complementary actions, and at the same time afford prediction of the timing of actions, the trajectory of movements, and in general better perceptual processing (Grush, 2004; Wilson and Knoblich, 2005), all of which are useful for real-time coordination. In this vein, a recent “joint tapping” study by Konvalinka et al (2010) suggests that action prediction mechanisms and fast adaptation greatly facilitate coordination. Note that, depending on the task demands, different characteristics of another’s actions can be simulated, including their goals, timing and overt movements (Georgiou et al, 2007; Sebanz and Knoblich, 2009).



1.3 Hierarchical organization of action It emerges from our discussion that actions of an agent engaged in joint activities are governed by a continuous process of (joint) goal pursuing and adaptation to (1) the environment with its contextual constraints, and (2) the physical and interpersonal constraints offered by the actions of the co-actor and its abilities. The interplay of deliberate processes, which act on longer time scales, and faster processes of adaptation to the environment and the others, points to hierarchical models of action organization, with motor elements that belong to multiple levels of hierarchy (and give rise to processes that have different duration in time). Fig. 1 sketches the structure of a hierarchical model, which distinguishes (1) the level of goals and intentions (It , It+1 , . . . It+n ), or the outcomes to achieve (e.g., realizing a tower made of three red blocks); (2) the level of actions and action sequences (At , At+1 , . . . At+n ) that realize them (e.g., picking and piling a red block); and (3) the level of motor primitives (M Pt , M Pt+1 , . . . M Pt+n ), which further specify the motor programs and actuators (e.g., a power grasp of this red cube with right hand); t denotes time steps. Furthermore, the hierarchical model includes beliefs (B) (such as “ what task am I performing”) as influencing the choice of intentions and actions (see Botvinick, 2008; Hamilton and Grafton, 2007; Pacherie, 2008; Pezzulo and Castelfranchi, 2009; Wolpert et al, 2003 for related proposals). Within such architecture, action understanding can be related to the estimation of the (most likely) current action another agent is performing, while deeper forms of mindreading can be associated to the inference of its intentions and beliefs. According to motor theories of cognition, the same architecture used for action planning and execution can be reused for understanding actions performed by others, and their underlying intentions. According to alternative,
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Fig. 1 Hierarchical organization of action. The dotted edge represents the action-perception loop.



non-motor theories, this is done using knowledge and brain structures not directly implied in the control of one’s own actions. In addition to these high-level problems, the low level details of action specification, prediction and adaptation are solved on-line once a motor primitive is selected. However, as suggested by the bottom-up edges, low-level processes can influence the choice of cognitive variables, too; this is for instance the case when a given course of actions is selected due to the presence of a certain affordance in the environment, or when an agent imitates another agent. It has been suggested that these bottom-up effects play an important role in social cognition (Frith and Frith, 2008); for instance, they can lead to goal contagion (Aarts et al, 2004).



2 The interactive strategy: how shared representations and signaling actions help solving interaction problems Even if we assume the aforementioned hierarchical organization of action, it is currently unknown how the brain solves high- and low-level problems of joint action in real-time, given that their complexity is high even in simple scenarios (Baker et al, 2009; Yoshida et al, 2008). In analogy with the idea of situated cognition that not all decision-making is into the mind of the solvers, but rather solvers use interactive dynamics with the external environment to facilitate their tasks (Kirsh, 1999), we propose that co-actors do not solve interaction problems in isolation, but rather with the others (as well as with the environment). This happens in many, intertwined ways. First, two co-actors engaged in a joint activity help one another to select actions because the actions of the former offer affordances to the latter. As the presence of an affordance in the environment causes action priming (Tucker and Ellis, 2004), social perception, and the understanding of another’s actions, can elicit motor preparation of one’s own behavioral responses (e.g., complementary actions) before the other agent’s action is completed (see Hoffman and Breazeal, 2007 on anticipatory action selection). Second, co-actors can help one another to predict and recognize actions by making them easier to predict and disambiguate, for instance by simplifying their kinematics, and
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Fig. 2 The case of two interacting agents. The label SR denotes that (part of) the cognitive representations (beliefs, intentions and actions) can be shared between two agents. See main text for explanation.



more in general by remaining predictable. Third, they can perform signaling (or communicative) actions (see e.g., Vesper et al, 2010; Van der Wel et al, 2010) that are aimed at changing another’s cognitive variables. Fourth, coactors align their cognitive variables (beliefs, intentions and actions) and form shared representations (SR) (Knoblich and Sebanz, 2008); in turn, this “externalization” and sharing of representations affords coordination at the level of action selection, prediction and goal monitoring (Pezzulo G., submitted). In this article we focus mainly on the latter process: the sharing of representations (but as we will see it has cascade effects on the others, and particularly on signaling). As illustrated in fig. 2, we argue that what is shared during an interaction are the same representations for action (beliefs, intentions and actions) as used in individualistic action selection, performance and monitoring. For this model to work, it is not necessary that co-actors maintain separated representations for their own and another’s actions, additional “we-representations”, or meta-representations of what is shared (although this could be the case in certain circumstances, see sec. 5.2). Rather, we call “shared” the subset of action representations that become aligned during interaction, being the co-actors aware, or not. From a computational viewpoint, shared representations help solving interaction problems in that they afford an interactive strategy for coordination that makes action selection and understanding easier. Put in simple terms, each agent involved in the joint action can: 1. Use motor simulation to infer what the other agent is doing (i.e., its actions) and why (up in the hierarchy of actions and intentions); 2. Infer which belief (and thus the associated sequence of intentions and actions) is the most likely one given the observed action, and ‘align’ it’s own belief; 3. Predict what is likely to happen next by using it’s own (chain of) intention and action representations, and in doing so, recognize affordances made possible (now or in the future) by the ongoing actions of the other agent; 4. Select complimentary (or successive) action by simply inferring what comes next in one’s own intention and action representations (e.g., if I recognize
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that you are executing a certain action, I can start executing the next one in the sequence leading to the common goal); 5. Signal its action selection to other agents either through explicit additional actions (e.g., pointing), or through alteration of the action’s normal execution (e.g., exaggeration or simplification); this, in turn, facilitates the processes described in points 1 and 2, and helps preventing another agent doing a wrong action; 6. While executing, lower level details are solved by other mechanisms of coordination and synchronization of action (e.g automatic entrainment, feedback, and motor simulation); in turn, as these mechanisms influence the choice of motor primitives, they have a bottom-up effect on the choice of cognitive variables; 7. When the confidence on the alignment of the joint goal is high - or when the details regarding the execution of the other agent are not essential parts of this process can be skipped; for instance, in many circumstances co-actors can simply monitor the joint goal and use motor simulation only if an error is detected (see sec. 5.2). Not only this strategy capitalizes on shared representations, which permit to use the same cognitive variables to guide action planning, goal monitoring, and prediction of the actions executed by others, but at the same time it produces a continuous (re)alignment of representations, as an agent’s actions provide also (implicitly or deliberately) a confirmation or disconfirmation of the other agent’s hypotheses. To understand how this is possible, we discuss how representations become shared and how signaling actions can be used to guide this process.



2.1 Formation of shared representations, and the role of signaling actions Shared representations can be formed automatically or intentionally (Knoblich and Sebanz, 2008). The dotted edge in fig. 2 represents automatic alignments of behavior and “motor contagion”, which depend on the common coding of perception and action (Prinz, 1990, 1997), as well as the constraints of situatedness and physical coupling (e.g., the fact that affordances produced by one agent influence the another agent). We have argued elsewhere (Pezzulo G., submitted) that these processes might facilitate the sharing of representations through bottom-up dynamics in the action hierarchy (see also Frith and Frith, 2008; Garrod and Pickering, 2004, 2009). However, here we focus on intentional strategies for forming shared representations, which are more relevant for our model; in particular, we discuss signaling (or communicative) actions that aim at influencing another’s cognitive variables so as to align them to one’s own (as represented by curved edges in fig. 2)1 . 1 The term signaling is more common in the animal literature, in which it is recognized that animal signaling strategies are evolved so as to change the behavior of another organ-
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Signaling actions can be performed in many ways, such as for instance by using conventionalized means (e.g., communicating verbally one’s own intentions, conventional gesture such as pointing at objects) or by non conventionalized means (e.g., putting an object in a certain position, or pushing an object in a certain direction so as an indication to another agent on what to do). However, we are not suggesting that agents should always signal, or share all representations. Rather, because signaling actions that are aimed at sharing representations (can) have a cost, an agent should perform a signaling action only if the cost of not doing so (in terms of success in the joint task) would be higher, and choose what to signal such that the cost of not selecting it is the highest2 . As a side-effect, not all representations become shared, but only those that optimize joint task performance. To understand the difference between costly and non costly signaling strategies, consider the case of two agents moving together a table. Since the two agents are physically coupled, pushing the table in a certain direction is both part of the praxic plan (reaching the position where the table has to be put), and a signal for the other agent (signaling to the other agent where to go). This scenario has been studied experimentally by Van der Wel et al (2010), who have demonstrated that this form of haptic signaling can be exploited for coordination. (Note that, for the specific task of moving a table together, haptic signaling is more informative than, say, linguistic communication.) In this task, because the signaling action is the same as the best action that achieves the praxic goal (e.g., pushing the table left or right), it has no costs (or a minor cost, if we assume that modifying the kinematics of movement so as to make it more predictable has a cost). Consider now the case of two workers stacking colored blocks together, forming a “tower”. The two workers act in concert such that one of them (the Helper) picks up a block and passes it to the Builder; then, they lift and place it together on top of the tower (the blocks are heavy and should be lifted together). However, only the Builder knows how the blocks have to be stacked (e.g., red blocks first, blue blocks later). In this case, in addition to stacking the blocks, the Builder has to ensure that the Helper picks up blocks having the right color. To so so, the Builder can either wait for the Helper’s choice (which can be wrong), or point at the right block. However, in order to ism in such a way that the (evolved) response of the received is beneficial for the sender (Maynard-Smith and Harper, 2003). This entails that signaling in the animal domain is not necessarily a deliberate choice, but can depend on an automatic mechanism. Stigmergy is another important animal mechanism for coordination, in which a trace left in an environment is a stimulus that can be used by the same or another agent to continue a task; it can be considered a self-organizing process rather than the product of explicit planning (Camazine et al, 2001). The term communication is broader and more common in the linguistic literature (although of course there are communication strategies that are not linguistic, such as for instance the use of gesture); here the emphasis is on deliberated strategies to pursue communicative intentions through speech acts such as promising something, informing somebody about something, or committing to something (Austin, 1962; Grice, 1975). 2 More generally, optimally interacting agents should adopt a non-myopic strategy in which the costs are calculated all over the interaction, not just for the next action. This would easily lead to non-computable strategies, though.
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point the Builder has to slow down it’s own work. In this sense, the signaling action (pointing) is costly because it is not part of the motor plan for building the tower, and comes at the expense of speed, so there is a trade-off between reducing uncertainty of the Helper and lowering speed of the task. It is worth noting that, in addition to achieving a short-term effect (i.e., selecting an appropriate next block), signaling has also the long-term effect of informing the Helper of what the tower should look like (e.g., red blocks first, blue blocks later). In other words, not only signaling actions change the Helper’s next action, but also the Helper’s belief state about the task to be achieved. When the Helper has inferred what the tower should look like (i.e., representations of Builder and Helper are well aligned), it is no more necessary that the Builder guides its actions moment by moment. This means that the choice of signaling or not signaling depends on the Builder’s confidence that the Helper will do the right thing. Furthermore, from a computational perspective, the cost of signaling is measured against the long-term (positive) effects of sharing representations, not only its short-term effects.



2.2 Resume of the interactive strategy It emerges from our analysis that the use of shared representations and signaling actions changes the nature of the (high level) interaction problem from the understanding and coordination with another’s actions to the active guidance of its beliefs, expectations and decisions. An agent can solve the problems of “what should I do next?” and “what will you do next?” by first inferring “what tower are we building?” (or, more in general, “what interactive game are we playing?”) and then using this information to solve the former problems. (Formally the same generative process SR → At+1 is used for choosing what to do next and predicting what the other agent will do next.) Co-actors can help one another in solving the inference “what tower are we building?” by using signaling actions that disambiguate between the available alternatives (i.e., actions that raise the likelihood of the right hypothesis). In turn, then, signaling actions facilitate alignment of representations of the two agents (and act in concert with automatic alignments that we have discussed before). Note that in our tower building example the Helper has to align it’s representations to the Builder’s; as we will discuss in sec. 5.2, in other cases what is shared can be a compromise of what two or more agents intend to do. After a general discussion of the interactive strategy, in the next Section we introduce an architecture for joint action more formally.



3 A probabilistic model of joint action Social interaction in real world scenarios is an inherently stochastic process: perception and execution of motor acts are corrupted by noise and subject to failure, while planning of one’s own acts is subordinated to the recognition of
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others’ intentions and beliefs which are not directly observable. Furthermore, processes involved are tightly coupled (e.g. recognizing your goal-directed actions helps me updating my belief of the shared task being executed and predicting and anticipating your next steps). For these reasons, the process of social interaction is recognized to be extremely challenging from the computational point of view. We adopt the formalism of probabilistic graphical models embedding the idea of two levels of processing: at the lowest level the same circuitry used to execute my own actions are used to infer and predict the actions performed by my interaction partner via motor simulation, while at the highest level the two agents share action representations relative to the goals and tasks to be performed. The prior assumptions and beliefs about the joint task bias the action recognition process (e.g. in the previous example of tower building, if I believe that our joint task is to construct a red tower I expect to observe you grasping a red block), while the specific motor acts confirms or disconfirms our current beliefs (e.g., if I see you grasping a blue block, I revise my hypothesis). It is worth noting that two processes operate on different time scales: while the lowest level operates in real-time, providing an updated recognition of others’ actions, the highest level is involved with less frequent transitions and it depends on the successful outcome of the lower levels. In the next sections we will present our computational model focusing separately on the high- and low-level processes represented as Dynamic Bayesian Networks (DBNs). DBNs are Bayesian networks representing temporal probability models in which directed arrows depict assumptions of conditional (in)dependence between variables Murphy (2002). The general DBN model is defined by a set of N random variables Y = {Y (1) , Y (2) , ..., Y (N ) } and a pair {BN p , BN t } where BN p represents the prior P (Y1 ) and BN t is a twoslice temporal Bayesian network which defines P (Yt |Yt−1 ) =



N Y



P (Yti |P a(Yti ))



(1)



i=1



where Yti is the i-th node at time t and P a(Yti ) are the parents of Yti in the graph (being in the same or previous time-slice). Usually, the variables are divided into hidden state variables, X , and observations, Z 3 . From the computational point of view, the task of an inference process is to estimate the posterior joint distribution of hidden state variables at time t, given the set of observed variables so far4 . By marginalizing the posterior distribution it is possible to answer questions about particular variables in the network (e.g. what is the probability that a particular motor act has been executed at time t?). Detailed description of the general inference task in DBNs is provided in the Appendix A. Next two sections provide an overview of our DBNs for lowand high-level processes. 3 4



By convention the observed variables are represented as shaded nodes in the network. This process is also known as filtering.
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3.1 Low-level model The low-level model implements a motor simulation process that guides perceptual processing and provides action recognition capabilities. In motor simulation, it is the reenactement of one’s own internal models, both inverse and forward, used for interaction that provides an understanding of what others are doing. Figure 3a shows our graphical model for action recognition which embeds the idea of motor simulation by including a probabilistic representation of forward and inverse models activation. In our representation, the process of action understanding is influenced by the following factors expressed as stochastic variables in the model (fig. 3b): 1. M P : index of the agent’s own repertoire of goal-directed motor primitives; each motor primitive directly influences the activation of related forward and inverse models; 2. u: continuous control variable (e.g. forces, velocities, ...); 3. x: state (e.g. the position of the demonstrator’s end-effector in an allocentric reference frame); 4. z: observation, a perceptual measurement related to the state (e.g. the perceived position of the demonstrator’s end-effector on the retina). Figure 3c shows the conditional distributions which arise in the model. The semantics of the stochastic variables, and the concrete instatiation of the conditional distributions depends on the experimental setting, and we will provide an example in the section 4. Since all the above variables except the observations are hidden, the goal of the general inference process is to estimate the posterior distribution over hidden variables at time t given the observations so far. However, for the process of action recognition we are interested in estimating the distribution over goal-directed motor primitives, p(M Pt |z1:t ), which can be obtained by marginalizing the complete posterior. As a side note, these processes cannot be performed analytically, and approximated inference algorithms must be used instead. We have used particle filters, a sequential Monte Carlo algorithm used to represent the required posterior density function by a set of random samples (Doucet et al, 2000). A detailed description of the particle filter approach, as well as related experimental results, is provided in (Dindo et al, 2011). The following equations describe the observation and transition models together with the a priori distribution over the set of hidden variables, and provide a complete description of our probabilistic model: p(Zt |Xt ) = p(zt |xt )



(2)



p(Xt |Xt−1 ) = p(ut |xt−1 , M Pt ) · p(xt |xt−1 , ut , M Pt )



(3)



p(X0 ) = p(x0 ) · p(M P0 )



(4)
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M Pt ut xt zt



goal-directed motor primitive discrete ∈ {1, . . . , NM P } control continuous state continuous observation continuous (b) Stochastic variables



p(ut |xt−1 , M Pt ) inverse model p(xt |xt−1 , ut , M Pt ) forward model p(zt |xt ) observation model (prediction error) (c) Probability distributions (a) Low-level graphical model Fig. 3 Graphical model (DBN) for action understanding based on coupled forward-inverse models



The transition model in equation 3 above embeds the idea of coupled forward-inverse internal models for action understanding. Inferences performed in the model can easily be understood by traversing the network in fig. 3 in topological order (i.e. by following the direction of links between nodes in the DBN). Initially, the probability p(X0 ) sets the joint distribution over demonstrator’s states, x0 , and associated motor primitives, M P0 . The algorithm then recursively computes the posterior distribution p(Xt |Z1:t ) (cf. the detailed description of the inference algorithm in Appendix A). The first step computes the distribution of control variables given the inverse model p(ut |xt−1 , M Pt ), and for each control comand it computes the predicted demonstrator’s state by using the associated forward model p(xt |xt−1 , ut , M Pt ). The evidence provided by the perceptual process, zt , is responsible of “correcting” the obtained posterior distribution by integrating the observation model p(zt |xt ). Intuitively, those parts of the hidden state in accordance with the current observation will be favoured and will thus exhibit peaks in the posterior distribution. Since those states have been produced by a goal-directed motor primitive, by marginalizing the final posterior distribution we obtain the required discrete distribution over motor primitives, p(M Pt |z1:t ). If there exists a motor primitive having the probability above a fixed threshold it is selected as the winning primitive and the algorithm finishes; otherwise, the filtering process is reiterated by using the full posterior distribution as the prior for the next step. 3.2 High-level model As we have seen, the low-level network implements a motor simulation process guided by prior intentions. This process is strongly influenced by the choice of the prior distribution for available goal-directed motor primitives: the more likely is a particular motor primitive (and hence the associated coupled forward-inverse model), the more reliable and fast is its recognition. In a joint task this distribution should be estimated by a higher-order process con-
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nected with the more abstract task representation. Some motor acts, viewed as paired forward-inverse models, are more probable at a point in time during the execution of a particular joint task. Therefore, the high-level portion of our computational model biases the action recognition process. However, the interplay between the low- and high-level portions of our network is not unidirectional: the recognition of others’ motor acts helps also monitoring the joint act itself by revising hypotheses on the distal goal of the task in a similar vein as done in the low-level network. Here, recognized motor primitives act as observations for an abstract probabilistic representation of joint tasks and finess agents’ current belief. In addition, the high-level model provides a parsimonious way to encode shared representations as explained below. In our computational model, a joint action is influenced by three main factors: intentions, contextual information (representing the observable state of the world and its affordances) and possible actions each actor can perform given the context and intentions. The temporal evolution of these factors can be represented once again by using the formalism of probabilistic graphical models (DBN). However, each joint task (e.g., each constellation of blocks, such as red-blue-red-. . . or blue-blue-red-. . . ) requires a different motor plan, and its representation should be probabilistic to account for possible failures in the execution. For this reason, the high level portion of our computational model includes several DBNs each one representing a possible evolution of the joint task over time (figure 4(a)). Each DBN corresponds to a belief, which intuitively encodes knowledge of “what game are we playing”. The stochastic variables and conditional distributions of the high-level DBN are described in figure 4(b-c). As an example, the actors (i.e. human participant and the system) have to jointly build one out of two several types of towers (λ1 , λ2 , . . . λn ) given a set of available red and blue blocks. Each high-level network (figure 4(a)) represents a particular type of tower and can be seen as implicitly encoding the beliefs each actor has regarding the execution of the task. For instance, the tower can be made of blocks having the same color (e.g. red or blue), or of two interleaved colors (e.g. red-blue-red-blue-. . . ). The prior probability, p(λ) reflects the knowledge of which tower is more probable. The variable It models the intention to pick and place a block of a particular color onto the tower, while the contextual variable Ct could model the availability of red and blue blocks. The action variable At represents the action of manipulating a particular object in the world, and it directly influences the activation of motor primitives (M Pt ) used to efficiently execute the action. Motor primitives represent the observed variable and they are estimated by the low-level portion of our network at every step (see 3.1). Utility variables Ut can be used to model action costs (e.g., signaling actions can be more costly than standard praxic actions). Once an action is executed, the network models the transition to the next intention and next context through the corresponding transition probabilities.
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(a) High-level graphical model



intention discrete ∈ {1, . . . , NI } context discrete ∈ {1, . . . , NC } goal-directed action discrete ∈ {1, . . . , NA } utility binary ∈ {0, 1} goal-directed motor primitive discrete ∈ {0, . . . , NM P } belief (type of tower) discrete ∈ {1, . . . , Nλ } (b) Stochastic variables



p(It |It−1 ) intentional dynamics p(Ct |Ct−1 , At−1 ) contextual dynamics p(At |It ) action induction p(Ut |At ) utility function p(M Pt |At ) motor primitive induction (c) Probability distributions



Fig. 4 High-level battery of Dynamic Bayesian Networks (DBN) for joint-action. Every network in the battery is a probabilistic representation of the shared task.



We assume that the same set of models is shared across the two joint actors. However, their probabilistic parameters (prior, transition and observation probabilities) can be different according to individual actor’s knowledge and expertise. The goal of the actors is to align their beliefs. From the probabilistic standpoint the machinery involved differs if the actor has to perform an action or if it has to recognize the action performed by another actor and update its belief. However, both computational problems have at its core the process of estimating the likelihood of each model given the observations. If we denote the prior probability of a model as P (λ), the goal is to compute the probability of the model given the set of observations so far (e.g. the likelihood): P (λi |M P1:t )5 . The most plausible model is the one that maximizes the posterior probability of the model: argmaxλi P (λi |M P1:t )P (λi ), ∀i ∈ {1, . . . , Nλ }



(5)



The likelihood is used in both action recognition and selection. In action recognition, it is used to initialize the process of motor simulation; in action selection, it is used to choose the best action to perform so that it does not lower the current likelihood. The presence of shared representations permits to describe the process in an unconventional way. Specifically, both agents use the same high-level network, in which observed and executed intentions and actions are treated on a pair, independent on who executes them. Note that the same formulation can be used to model tasks in which two agents act synchronously, such as for instance when they lift together a block, and turn-based tasks, in which one agent acts at times t, t+2, t+4, . . . and another agent acts at times t + 1, t + 3, t + 5, . . .. The first part of the inference is the same for action observation and action selection: at each turn agents compute the likelihood of all the available models 5 Likelihood computation in this network can be performed exactly by the forwardbackward algorithm or approximately by the abovementioned particle filters.
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given all the observations so far (rather recognized or performed motor primitives, M P ), and the belief with the highest likelihood is treated as the goal state. Action observation is then implemented as a filtering process; first, the intention It+1 belonging to the current belief is predicted, which is then used to bias the recognition of M P by accordingly setting the prior probabilities needed to trigger the low-level network activation. For instance, if the system believes that the task is to build a tower made of six red blocks, it predicts that the next intention (It+1 ) will be to place a red block, and then it uses this information to bias the perception of actions executed by the other agent (i.e., the estimation of M Pt+1 ). In turn, the lower level affects high-level goal selection, as prediction errors drive belief revision (this is typical of hierarchical generative models Friston, 2008; Rao and Ballard, 1999): the recognized action is treated as an observation for the high-level network, and it is used by the observing agent to revise its current belief and eventually to align its shared representation to that of the other actor by computing the current likelihood (cf. equation 5). Action selection is different from action observation in that MP cannot be observed (in fact, it has to be produced). Still, the process is conceptually the same: first, the intention It+1 belonging to the belief with the highest likelihood is predicted; then, the most probable M P is selected for execution. For instance, if the system believes that the task is to build a tower made of six red blocks, it first predicts the most probable next intention (It+1 ) compatible with this belief (i.e., the intention to place a red block), then it generates an associated action (i.e., taking a specific red block), and finally an associated MP (i.e., the motor process for grasping the selected block)6 .



4 A case study: the Tower Game (TG) For testing the validity of both the interaction strategy and our computational model we have designed an experimental scenario, named “Tower Game” (TG), which is conceptually similar to the tower building setup introduced earlier; see fig. 5. Two agents (Builder and Helper) collaborate to build a tower made of colored (red and blue) blocks. In our experiment, human participants play the role of Builders and the computational model acts as the Helper. Only the Builder knows the final configuration of the tower to be built, represented as the “goal” in fig. 5. Each game is composed of many trials, one for each block to be (jointly) placed on top of the tower. To place a new block, both Builder and Helper have to select the same color (red or blue), but for the trial to be valid the Helper has to act first. Participants (playing the role of Builders) are instructed that (1) each block has to be put as quickly as possible 6 This is compliant with the ideomotor view (James, 1890; Prinz, 1997) that actions are selected based on goal representations through bidirectional action ↔ ef f ect links, where the action → ef f ect direction is equivalent to forward modeling and serves as an effect predictor, and the ef f ect → action direction is equivalent to inverse modeling and serves as a goal-directed action selection mechanism.



16



Giovanni Pezzulo, Haris Dindo



and their response time (not the Helper’s) will be considered; (2) they have to move their hand at constant speed and an action cannot be interrupted once the movement has started; (3) Helpers are able to see Builders’ hand movements during the task (i.e., the trajectory they follow for pressing the red or blue button). As shown in fig. 5, both the Builder and the Helper can press one of two buttons (red or blue), but the setup the Builder uses (and which can be seen by Helpers) is done in such a way to permit signaling and non-signaling actions. Figure 6 is a sample picture of the Builder’s panel (which is also seen by the Helper). Builders have to start with their (right) hand in the initial position, and reach either red or blue squares (buttons) while at the same time avoiding the two obstacles. As highlighted by the dotted edges in fig. 5, a Builder who wants to press the blue button can either follows the straight trajectory or turn to the left. Crucially, by turning left the Builder makes its action (“pressing blue”) unambiguous from the very beginning, so that the Helper can complete its part of the task easily. At the same time, the Builder pays significant costs in terms of longer execution time, uncomfortable trajectory and final hand posture (a motor cost)7 . On the contrary, by going straight the Builder can complete the trial more rapidly and has no motor costs, but at the same time its action cannot be readily recognized until the end of the movement as the trajectories for pressing the two buttons share the same initial path. By going straight the Builder makes the task harder for the Helper with the risk that the wrong button is pressed (recall that the Helper has to press first in order to complete the trial). In this experimental setup, choosing the former trajectory (turn-left) can be considered as a costly signaling action. The Tower Game permits to investigate humans’ signaling strategies. In keeping with the idea that costly signaling actions should (only) be performed for aligning task representations, we expect that humans perform more signaling actions when their informativeness is higher (when informativeness is measured as their ability to change belief of the Helper). At the same time, the Tower Game permits to validate our model and the interplay of high- and low-level processes. At the lower level, motor simulation is used to guide perceptual processing and to anticipate the Builder’s goal. In turn, high-level processes of action planning and belief revision are used to decide what to do and to set the priors of the low-level model.



4.1 Methods 4.1.1 Builder Eight human participants (right-handed, aged 18-25, recruited through mailing lists at the University of Palermo) participated in the Tower Game study playing the role of Builders (with the computational model playing the role of 7 Right and left trajectories were balanced for their (un)comfort, and the position of red and blue buttons was balanced across participants.
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Fig. 5 Experimental setup: the “Tower Game”. See the main text for further explanations.



Fig. 6 Picture of the Builder’s hand and the panel used to press red or blue buttons; Also shown are possible trajectories corresponding to the straight and turning motor primitives; Kinematics of the movement is collected by a motion capture device and fed to the low-level network at the rate of 25Hz; see (Dindo et al, 2011) for details.



Helper). Each subject performed seven tower-building games, each consisting in building together one of the six (randomly chosen) tower constellations shown in fig. 7, corresponding to distinct high-level DBNs in our model (cf. section 3.2). Participants were shown the goal tower at the beginning of each trial; the instructions they received are mentioned above. In particular, for each trial they had to decide to signal (by going right or left), or not to signal (by going straight between the obstacles).
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4.1.2 Helper The computational model presented in sec. 3 plays the role of Helper. For each trial, the role of Helper is that of pressing the right button before the Builder completes its action; therefore this task is essentially anticipatory. To perform its task, the Helper can rely on its previous belief on what is the goal tower, and on the perceptual information since it is allowed to see the Builder’s actions. In our implementation, Helper’s perception-action processes are regulated as follows: (1) Prior information and observations are integrated so as to form a motor simulation process. Specifically, the lower level model performs a motor simulation for action recognition, based on the priors set by the higher level model; (2) Prediction errors are used to revise the current belief (of what is the task) and to guide action selection. Specifically, the higher level model revises its belief based on the observed action, and selects the next (complementary) action, which is then actuated by the lower level network. Below we further detail these two processes. Action recognition Action recognition is performed by the Helper at every trial in order to confirm or disconfirm its beliefs regarding the joint task to be played (and to select a complementary action). As explained in section 3.1, the goal of perceptual processing is to recognize the goal-directed motor primitive (described by its index M Pt ) being performed by the Builder. In this experimental setup (see fig. 6) the low-level portion of the network, used by the Helper to understand actions performed by the Builder, is able to recognize six distinct motor primitives of the Builder, corresponding to the fact that it can reach each brick (red or blue) using the go-straight, turn-left and turn-right primitives. The prior probabilities during action recognition are set according to the current likelihood and the conditional probabilities specified in the high-level network (e.g. if the current belief is to build the tower made of red bricks, and the red button is left to the Builder, then the intention will be that of picking a red brick, the contextual variable Ct will exclude the turn-right motor primitives, and only the go-straight (i.e. nonsignaling) and turn-left (i.e. signaling) primitives relative to the red brick will have a high prior probability to be observed). The state x of the demonstrator is given by the 2D position of the endeffector (hand) relative to a fixed reference frame, and the observation z is provided by the noisy measurement of the position by the motion capture device. Each intentional action is represented as a coupled forward-inverse model whose index is described through the stochastic discrete variable M Pt . Inverse models, p(ut |xt−1 , M Pt ), are implemented as potential fields producing the control velocity vector, ut . In this formulation, each target position acts essentially as an attractor for the end-effector. Turn-left and turn-right primitives are influenced by the presence of obstacles which produce a repulsive potential fields, and in this case the velocity vector is given as the linear combination of the attractive and repulsive fields. In either case, velocities
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produced by internal models are corrupted by a Gaussian noise with fixed variance, σi . Forward models are based on a simple kinematics velocity model, p(xt |xt−1 , ut , M Pt ) = N (xt−1 + ∆t · ut , σf ), which, given the current state and the velocity, predicts the next state (2D position) of the demonstrator. Predicted positions are therefore corrupted by a Gaussian noise with the fixed variance, σf . Without the loss of generality we assume that each inverse model is coupled with the identical forward model. Finally, the observation model is given by a simple model of the motion capture device, p(zt |xt ) = N (xt , σo ), and it provids the prediction error used to drive the recognition process (the prediction error is similar to the concept of “responsibilities” described in Wolpert et al, 2003). Action selection In this set-up, the Helper executes its most likely motor primitive (given by the current likelihood of the best belief) as soon as it recognizes the action performed by the Builder; Helper’s actions are considered to be instantaneous. After each observation, the Helper updates the likelihood of its beliefs (see eq. 5), then it selects an intention that is compatible with such belief; for instance, if the belief is “building a tower made of red blocks”, it chooses the intention to pick up a red block. As a consequence, it selects a specific action that fulfills the intention (e.g., picking up a specific red block) and finally the motor primitive which implements the actual motor act (press red button). Indeed, information on what to build is implicitly encoded in one of the beliefs λi and the task consists in “aligning” the beliefs of the two agents so that they afford a successful completion of the task. Note that this formulation highlights a characteristic of our model: joint action is conceptualized as a task optimization problem that is performed simultaneously by two (or more) agents. From a machine learning viewpoint, the goal is to figure out which model provides the best explanation for the joint task by computing the likelihood for each belief, P (λi |M P1:t ), and then choosing the belief λi with the highest likelihood. Chosen belief implicitly encodes the sequence of intentions It , It+1 , It+n that achieve the goal. Thus, it is irrelevant if the associated actions are executed by one agent or the other. In turn, as we have discussed, alignment of representations is functional to the motor simulation process as well, and it is once again supported by the likelihood calculation.



4.2 Results and discussion A total of 252 trials of the Tower Game were analyzed. For each trial we collected: (1) Goal tower (out of six possibilities); (2) Motor primitive performed by the Builder; (3) Time to complete the trial by the Builder; (3) Motor primitive recognized by the Helper; (4) Prior probabilities of MPs set by the Helper’s high-level model during the observation of the trial; (5) Helper recognition time; (6) Likelihood for each of six possible beliefs (towers). Out of
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Fig. 7 The six goal states that we used in the tower game (Helper and Builder are informed about this). Each tower is represented as a distinct DBN in our high-level model.



(a) Probability of non-signaling against the correct task likelihood



actions



(b) Probability of non-signaling action against the difference in the correct task likelihood in successive trials



Fig. 8 Analysis of the signaling strategy in humans; (a) probability of performing a non signaling action given the likelihood of the correct belief; (b) probability of performing a non signaling action given the difference of likelihoods in two successive trials



252 trials, 57 (22.6%) were excluded from analyses, either because the Helper understood a wrong action, or it pressed the button after the Builder has completed its action. 4.2.1 Signaling strategy of the Builder A first aim of the Tower Game experiment is studying how human participants choose whether or not to signal when signaling actions are costly. As we have discussed, the signaling strategy is fundamental for the correct execution of the joint task and the alignment of the shared representations. By signaling, the Builder makes its action easily recognizable by the Helper and minimizes the probability of erroneous interpretation, at the cost of a slower task completion. Our hypothesis is that signaling should be avoided only when the Builder has reasons to believe that the current alignment of beliefs is correct8 . Our hypothesis is that, to do so, the Builder has to actively take into consideration the Helper’s likelihood. 8



More formally, Builders should select a signaling action (only) when its cost (modeled by the variable U ) is lower than the losses associated with (expected) Helper’s errors (as a consequence of the fact that it has a false belief: an inference that can be done with the likelihood computation method described above). Another formulation of the same problem is comparing the value of information (Howard, 1966) resulting from the signaling action, and the costs of executing it. Note that not executing a signaling action is a signal, too, and typically means that the interaction can proceed without modifications.
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(a) Trial 1



(b) Trial 2



(c) Trial 3



(d) Trial 4



(e) Trial 5



(f) Trial 6



Fig. 9 Evolution of the belief likelihood during a tower game from the collected dataset (the goal is to build tower #6). Each action performed by the Builder is labelled either with S (signaling) or NS (non signaling) depending on the type of the motor primitive performed.



To test this hypothesis, we have collected all the trials where the Builder performed a non-signaling action together with the likelihood of the correct belief (e.g. the tower being built which is known to the Builder). Figure 8a plots the histogram of non-signaling actions against the correct task likelihood9 . As shown in the figure, the Builder does not select signaling actions when the Helper’s likelihood is high, demonstrating a parsimonious use of signaling strategies (which, in our set-up, have a cost). In addition, we have tested if signaling is avoided when a non-signaling action does not affect the current task likelihood. Figure 8b plots the distribution of the difference in two successive likelihoods when non signaling actions are performed. Results indicate that the probability of choosing non-signaling actions is higher when the difference between likelihoods in two successive trials is close to zero. Overall, these results suggest that, during the selection of signaling or nonsignaling actions, Builders take into consideration the Helper’s likelihood and how much their (signaling) actions will change it. A more intuitive illustration of what happens during a tower game is provided in figure 9. Here, signaling actions are required at multiple trials, but particularly at trial 4, in order to avoid that the Helper performs a wrong action. 4.2.2 Validity of our model and efficacy of motor simulation A second aim of the Tower Game experiment is assessing the validity of our model for joint action. A first assessment can be done by considering that the computational model is able to chose the correct action before the human completes its own in 195 out of 252 trials (22.6% of errors). As human 9 An estimate of the conditional distribution P (non − signaling|likelihood); the probability of the signaling actions is simply 1 − P (non − signaling|likelihood).
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participants acted in real-time and had no incentives in slowing down their actions (rather, they were instructed to complete the task as fast as possible), this is a first (although qualitative) indication of the suitability of this approach for human-robot interactions. A second important aspect to evaluate is our hierarchical approach, and whether or not low- and high-level process work in concert during joint action. As we have discussed, action recognition leads to belief revision in such a way that the likelihood of the hypotheses is always compatible with the observed actions (see figure 9). This process spontaneously emerges from our Bayesian computational model, and it is the core of belief alignement between the actors. More interesting for our computational analysis is studying how motor primitive priors, set by the high-level network, affect the motor simulation process performed by the low-level network, and in particular the time needed for recognizing the action (due to the predictive nature of this game fast recognition is essential). Showing that high-level processes facilitate low-level ones permits to assess validity of our hierarchical approach, and that indeed highand low-level process operate in concert. To study whether or not a correct belief of the higher network (and a corresponding correct prior for the low-level process) affects the recognition time by the Helper, for every motor primitive executed by the Builder we plotted the action recognition time (as performed by the low-level network) against the prior probabilities set for the recognition (as provided by the high-level network). Figure 10 shows that time needed to correctly recognize an action is inversely proportional to the prior probability of observing that particular motor act. Indeed, there is a strong linear relation between them (the result of the linear regression is superimposed to the data in fig. 10), indicating that our high-level model indeed helps the recognition process by setting the correct prior. Thus, the alignement of shared representations is also beneficial to the correct action recognition as it implies selecting the task with the highest likelihood which in turn leads to setting correct (i.e. high) prior probabilities for the motor simulation process. As a side note, efficient motor simulation permits the real-time execution of a task which could have important implications in practical implementations of joint action (as, for instance, in human-robot interaction). We take this to be an evidence that our hierarchical approach has advantages with respect to “flat” models in which no priors are used. Overall, we argue that an interplay of high- and low-level process is highly beneficial in joint action, as faster recognition saves time for planning complementary actions (which we have set to be instantaneous in this experiment, but in principle could take an arbitrary long time).



5 Conclusions Although it is widely assumed that the mind of humans and other social animals includes adaptations to social life and cooperation, the kind of cognitive
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Fig. 10 Effects on the correct prior on the recognition time of actions during motor simulation



processing required in cooperation, coordination, and joint action is debated. One interesting hypothesis, which is compatible with game theory, is that before deciding what to do, each agent infers the mental states of the other agent, with bounded recursion (Yoshida et al, 2008). Alternatively, as we propose, interaction problems can be solved by first aligning representations (i.e., inferring “what game are we playing?” and choosing the hypothesis with higher likelihood) and then using this information in a generative scheme for both (i) deciding what to do next, and (ii) predicting what the other agent will do next. In this ‘interactive strategy’, solution of high level problems helps solving low level problems, as the high level model provides priors for the action observation process. In turn, low level processes of motor simulation are used to understand the observed action, and plausibly also to decide what (signaling) action to select to achieve communicative goals. These two strategies have different requirements. The former requires recursive mindreading and the representation of one’s own and the other agent’s part of the task. The latter requires that co-actors form shared representations and help one another solving interaction problems (e.g., understanding what action is being performed). We don’t see these proposals as mutually exclusive. Rather, they might act in concert or be selected based on the demands of the joint task; for instance, in joint tasks that require real-time coordination (such as the Tower Game) recursive mindreading could prove to be infeasible, but it could be used in other kinds of joint actions in which time constraints are less strict. Our analysis suggests that agents engaged in joint actions do not solve their problems individually, but “distribute” some of them externally; in this sense, the agent-environment dynamics (Kirsh, 1999) and the agent-agent dynamics are part of the problem solving strategy. Indeed, our graphical model formulation emphasizes that the two agents are coupled at the level of cognitive variables as well as at the physical level of interaction. At a formal level, a joint action can be described as a distributed problem-solving task. In this perspective, in addition to pursuing its individualistic tasks, an agent should also consider the goals and actions of the co-actor, share its representations, and perform signaling actions. In other words, selection of actions aimed at sharing representations (e.g., signaling actions such as showing blocks) rather than praxic actions (such as placing the block quicker) is part of an efficient strat-
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egy for solving cooperative problems. Signaling actions that have (short-term) costs could seem unreasonable from an individualistic perspective; however, they can be advantageous if considered as part of a coordination strategy aimed at simplifying interaction problems, and thus optimizing long-term success of interaction. Similar arguments on the importance of common ground formation and communicative strategies have been proposed in the context of dialogue and linguistic exchanges (Clark, 1996). Theories of common ground formation propose similar arguments as those that we made regarding shared representations, in that common ground is a facilitator of interactions. However, these theories typically assume that both agent know what is shared, which is not essential in our model. Despite so, theories of common ground can be considered as complementary to our proposal, as they emphasize interactive dynamics and the coordination of co-actors at the level of cognitive processing, not only of overt behavior. Furthermore, these theories have provided illuminating analyses of important elements for coordination (e.g., referential mechanisms in language, shared attention) that should be incorporated in any model that aims to scale up to the complexity of human interactions. Some researchers have designed artificial tasks for studying how communicative dynamics emerge and become conventionalized (Galantucci, 2005), or how a common context influences linguistic exchanges (Clark and Krych, 2004). In the Tower Game communication is non linguistic and the aim is assessing humans’ signaling strategies when signaling actions have a cost (in terms of task performance and uncomfortable postures). Our results indicate that humans signal more when this is informative, suggesting that they take into consideration the impact of their actions on the Helper’s cognitive processes in their decision of when and what to signal. It is still unclear what neurocognitive mechanisms are used in this process. It has been proposed that a communicator solves the problem of what action to use to convey it’s communicative intention by predicting the intention that the addressee would attribute to this action (Levinson, 2006). An intriguing possibility is that this is done by reusing one’s own planning system (in the same way motor primitives are reused for understanding perceived actions). Some support for this view comes from a recent study conducted by Noordzij et al (2009). The authors designed a tacit communication game (TCG), in which two players, a sender and a receiver, have to communicate by moving tokens on a game board without relying on prior conventions. Similar to the Tower Game, only one of the co-actors knows the goal. Noordzij et al (2009) report the involvement of the right posterior superior temporal sulcus (pSTS) in both planning and recognition of communicative action, concluding that the communicator reuses it’s own recognition system for planning purposes. As this area is not active during the on-line execution of communicative actions, this evidence points to a conceptual form of prediction, or a prediction of what intention an addressee would attribute to the observed action, which is disjoint from simulation mechanisms based on the communicator’s sensorimotor system. However, it should be noted that in the task described in (Noordzij
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et al, 2009) the temporal dimension of action is not relevant. Rather, in our experiment on-line action prediction is necessary because the Helper has to act before the Builder. For this reason, we speculate that conceptual prediction and motor simulation could act in concert.



5.1 Relations with previous work From a computational viewpoint, our model of action recognition implements the idea of competition between coupled inverse and forward models (Demiris and Khadhouri, 2005; Wolpert et al, 2003), but uses approximate Bayesian inference for solving the problem. A different proposal is that of Baker et al (2009), in which action understanding is realized through “inverse planning” methods, and for this reason is more closely related to the idea of teleological reasoning (Csibra and Gergely, 2007) than to the idea of motor simulation that we have put forward. Our model of joint action is related to the probabilistic model of Cuijpers et al (2006) and the neural fields model of Bicho et al (2011) in that it includes a hierarchy of representations, but it also emphasizes the formation of shared representations and their role in guiding inferential processes. Finally, our analysis is related to other initiatives that investigated the neurocognitive mechanisms that make joint action so easy. For instance, Vesper et al (2010) argue that people adopt coordination smoothers, such as exaggeration of movements and selection of actions with low variability, in order to facilitate action prediction and understanding, and (Garrod and Pickering, 2004) focus on interactive alignment dynamics that occur during dialogue. All these theories highlight important (and complementary) aspects of interaction dynamics, which we have tried to address from a more computationally-oriented viewpoint.



5.2 What is shared during interactions? Our model and analysis can help answering the question of what is shared during an interaction. Sharing representations in our task can be described as the alignment of (a belief about) what is the task at hand, and the associated intention and action representations. Representations become aligned during interaction as actions are perceived that provide evidence on what is the joint task; in that respect, signaling actions are especially efficacious because they are selected for helping another agent to disambiguate among different plausible alternatives. Although we did not stress this aspect in our experiment, automatic processes of mutual emulation and contagion can play a significant role as well (Pezzulo G., submitted). Note however that the example we have used in the article, the Tower Game, is just one of many kinds of joint actions. Joint actions range from guiding together a canoe to planning together what house to buy. Different types of joint actions have different characteristics and constraints, plausibly involve
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different cognitive processes, and require different shared representations. For instance, because in the Tower Game the two agents have different knowledge, the sharing process should converge to the knowledge of the Builder, but in other cases what is shared can be a “compromise”. More broadly, the knowledge, attitudes, skills, and powers of the actors (e.g., only one knows the goal; the two are friends or enemies; a master-slave relationship; one is more skilled than the other) play a crucial role in joint action and in the determination of what should be shared. However, note that our theory prescribes that not all representations should be shared, at least when sharing has a cost. There is an additional element that determines what is shared: whether the agents are supposed to perform the same action, complementary actions, or a combined action that neither can execute by itself. Because in the Tower Game the two agents have to perform the same actions, they can share both intentions and actions. Consider now a different task: moving together a table. In this case, one agent has to pull and another agent has to push. In this case, it is more plausible that the intentional level is shared, not the action level. Furthermore, monitoring the joint outcome (i.e., the movements of the table), is more useful than predicting the movements of the other agent; at least until an error is detected and it is necessary to take corrective actions10 . Yet another example that points to the sharing of the intentional level is that of actions that cannot be executed by only one agent, and for this reason cannot be (strictly) considered as part of one’s own individual repertoire of representations. Overall, then, the neurocognitive mechanisms behind joint action, which include action prediction, goal monitoring and other mechanisms, have to be considered a flexible resource that adapt to task requirements and give rise to different organization of action representations in the two agents. In the same spirit, it has been proposed that collaborative plans could require sharing the same plan, or having two plans that are the same at the intentional level, but different (and, crucially, compatible) at the level of actions (Bratman, 1992; Grosz, 1996). This implies that collaborative plans are successful only if they unfold as part of a joint activity, not in isolation. In addition to that, it is worth noting that not all elements of a plan need to be explicitly represented, but some of them could emerge spontaneously through an interplay of shared representations and environmental constraints. For instance, division of labor could emerge from a combination of shared representations (we know what to do together) and environmental affordances (I am closer to red blocks, you to blue blocks), without representing explicitly who does what; see (Pezzulo G., submitted) for a discussion.



10 A hypothesis that can be made, and which is compatible with hierarchical processing in the brain (e.g., Friston, 2008) is that during joint performance the processes in play change as an effect of the confidence in the predictions. When prediction errors at the highest level is low, this tends to suppress processes at the lower levels (because these are redundant). Prediction errors at higher levels make lower-level processes more relevant. In sum, monitoring can be done at the highest level that produces low prediction error.
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5.3 Are minds essentially socially-oriented?



Finally, our analysis could have implications from an evolutionary perspective. We have proposed that during joint action people do not only pursue individualistic goals, but interactive goals as well, and act in the service of the other agent(s) as part of their individual action selection strategy. Similar arguments have been proposed as related to teamwork (Bacharach, 2006) or collective intentionality (Searle, 1990). It is worth noting, however, that our model is not concerned with the issue of whether or not to act jointly it is necessary to feel to be part of a team, or using “collective” constructs such as we-intentions, nor it considers motivational factors such as commitments to act jointly that are important aspects of earlier theories of joint action (Bratman, 1992). Despite the use of individualistic representations and not “collective” constructs, our study brings computational arguments in favor of the vision of an essentially socially-oriented cognition. Research in cognitive neuroscience has revealed that cognitive agents take another’s actions and goals into consideration; while this is useful during interaction for the sake of better predicting and coordinating with them, this is also true in non-collaborative scenarios (Sebanz et al, 2006), indicating that interactive mechanisms of social awareness and alignment could be part of the basic equipment of human’s socially-oriented minds (Frith and Frith, 2006). Our analysis suggests that the evolutionary pressure for alignment of behavior and representations, the co-representation of one’s own and another actions and more in general for “social minds” could originate from the optimization of interaction success (as well as from the benefits of imitation, that we do not address here) rather than, say, the favoring of altruistic behavior per se (although of course this could be an additional evolutionary pressure). Note however that “social cognitive” mechanisms for sharing representations, signaling and communicating have both advantages and disadvantages. On the positive side, they produce useful information for the other agent, and help sharing representations, and this in turn makes the following interaction smoother and facilitates another’s predictions and (action, intention) understanding. On the negative side, an agent that reveals its intentions takes the risk of being deceived by another agent; and indeed an important part of human activities consists in influencing another’s cognitive variables, with effects that range from the choice of the next action to the formation of societies and hierarchies (Conte and Castelfranchi, 1995). This means that the same dynamics that make us efficacious social actors also make us dependent on others, for the good or the bad.
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A Inference in DBNs Given a DBN we can always split its nodes into a set of hidden variables at time t, Xt , and a set of observed variables at the same time step, Zt . In order to solve the inference task in DBNs, we want to recursively estimate the posterior distribution p(Xt |Z1:t ) from the corresponding posterior one step earlier, p(Xt−1 |Z1:t−1 )(Murphy, 2002). The first step involves the application of the Bayes rule on the target posterior: p(Xt |Z1:t ) = ηp(Zt |Xt , Z1:t−1 ) · p(Xt |Z1:t−1 )



(6)



The usual assumption of state completeness (i.e. Markov assumption) allows us to simplify the equation above. If we knew Xt and were interested in predicting the evolution of Zt , no past states or observations would provide us any additional information. Thus, Xt is sufficient to explain the observed variables Zt so the above equation can be simplified in: p(Xt |Z1:t ) = ηp(Zt |Xt ) · p(Xt |Z1:t−1 ) We can now expand the probability distribution p(Xt |Z1:t−1 ): Z p(Xt |Z1:t−1 ) = p(Xt |Xt−1 , Z1:t−1 ) · p(Xt−1 |Z1:t−1 )dXt−1



(7)



(8)



Once again we exploit the Markov assumption: given Xt−1 past actions and observations do not provide any additional information regarding Xt . The above equation can therefore be further simplified in: Z (9) p(Xt |Z1:t ) = ηp(Zt |Xt ) · p(Xt |Xt−1 ) · p(Xt−1 |Z1:t−1 )dXt−1 The last equation provides a general formulation of the inference task. However, in most practical applications no closed form solution exists and approximate methods should be used instead. One such method is know as particle filtering belonging to the family of sequential Monte Carlo algorithms used to represent the required posterior density function by a set of random samples (or particles) with associated weights, and to compute estimates based on these samples and weights (Doucet et al, 2000).
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