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Abstract Much recent research has been devoted to learning algorithms for deep architectures such as Deep Belief Networks and stacks of auto-encoder variants, with impressive results obtained in several areas, mostly on vision and language datasets. The best results obtained on supervised learning tasks involve an unsupervised learning component, usually in an unsupervised pre-training phase. Even though these new algorithms have enabled training deep models, many questions remain as to the nature of this difficult learning problem. The main question investigated here is the following: why does unsupervised pre-training work and why does it work so well? Answering these questions is important if learning in deep architectures is to be further improved. We propose several explanatory hypotheses and test them through extensive simulations. We empirically show the influence of pre-training with respect to architecture depth, model capacity, and number of training examples. The experiments confirm and clarify the advantage of unsupervised pre-training. The results suggest that unsupervised pre-training guides the learning towards basins of attraction of minima that are better in terms of the underlying data distribution; the evidence from these results supports a regularization explanation for the effect of pre-training. Keywords: Deep architectures, unsupervised pre-training, deep belief networks, stacked denoising auto-encoders, neural networks, non-convex optimization.



1. Introduction Deep learning methods aim at learning feature hierarchies with features from higher levels of the hierarchy formed by the composition of lower level features. They include learning methods for a wide array of deep architectures, including neural networks with many hidden layers (Vincent et al., 2008) and graphical models with many levels of hidden variables (Hinton et al., 2006), among others (Zhu et al., 2009; Weston et al., 2008). Theoretical results (Yao, 1985; H˚ astad, 1986; H˚ astad and Goldmann, 1991; Bengio et al., 2006), reviewed ∗. Part of this work was done while Dumitru Erhan was at Google Research c
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and discussed by Bengio and LeCun (2007), suggest that in order to learn the kind of complicated functions that can represent high-level abstractions (e.g. in vision, language, and other AI-level tasks), one may need deep architectures. The recent surge in experimental work in the field seems to support this notion, accumulating evidence that in challenging AI-related tasks – such as computer vision (Bengio et al., 2007; Ranzato et al., 2007; Larochelle et al., 2007; Ranzato et al., 2008; Lee et al., 2009; Mobahi et al., 2009; Osindero and Hinton, 2008), natural language processing (NLP) (Collobert and Weston, 2008; Weston et al., 2008), robotics (Hadsell et al., 2008), or information retrieval (Salakhutdinov and Hinton, 2007; Salakhutdinov et al., 2007) – deep learning methods significantly out-perform comparable but shallow competitors, and often match or beat the state-of-the-art. These recent demonstrations of the potential of deep learning algorithms were achieved despite the serious challenge of training models with many layers of adaptive parameters. In virtually all instances of deep learning, the objective function is a highly non-convex function of the parameters, with the potential for many distinct local minima in the model parameter space. The principal difficulty is that not all of these minima provide equivalent generalization errors and, we suggest, that for deep architectures, the standard training schemes tend to place the parameters in regions of the parameters space that generalize poorly – as was frequently observed empirically but rarely reported (Bengio and LeCun, 2007). The breakthrough to effective training strategies for deep architectures came in 2006 with the algorithms for training deep belief networks (DBN) (Hinton et al., 2006) and stacked auto-encoders (Ranzato et al., 2007; Bengio et al., 2007), which are all based on a similar approach: greedy layer-wise unsupervised pre-training followed by supervised fine-tuning. Each layer is pre-trained with an unsupervised learning algorithm, learning a nonlinear transformation of its input (the output of the previous layer) that captures the main variations in its input. This unsupervised pre-training sets the stage for a final training phase where the deep architecture is fine-tuned with respect to a supervised training criterion with a gradient-based optimization. While the improvement in performance of trained deep models offered by the pre-training strategy is impressive, little is understood about the mechanisms underlying this success. The objective of this paper is to explore, through extensive experimentation, how unsupervised pre-training works to render learning deep architectures more effective and why they appear to work so much better than traditional neural network training methods. There are a few reasonable hypotheses why pre-training might work. One possibility that pre-training acts as a kind of network pre-conditioner, putting the parameter values in the appropriate range for further supervised training. Another possibility, suggested by Bengio et al. (2007), is that pre-training initializes the model to a point in parameter space that somehow renders the optimization process more effective, in the sense of achieving a lower minimum of the empirical cost function. Here, we argue that our experiments support a view of pre-training as an unusual form of regularization: minimizing variance and introducing bias towards configurations of the parameter space that are useful for unsupervised learning. This perspective places pretraining well within the family of recently developed semi-supervised methods. The pretraining approach is, however, unique among semi-supervised training strategies in that it acts by defining a particular initialization point for standard supervised training rather than 2
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either modifying the supervised objective function (Barron, 1991) or explicitly imposing constraints on the parameters throughout training (Lasserre et al., 2006). This type of initialization-as-regularization strategy has precedence in the neural networks literature, in the shape of the early stopping idea (Sj¨oberg and Ljung, 1995; Amari et al., 1997). We suggest that, in the highly non-convex situation of training a deep architecture, defining a particular initialization point implicitly imposes constraints on the parameters in that it specifies which minimum (of a very large number of possible minima) of the cost function is sought. In this way, it may be possible to think of the pre-training as being related to the approach of Lasserre et al. (2006). Another important and distinct property of the pre-training strategy is that in the standard situation of training using stochastic gradient descent, the beneficial generalization effects due to pre-training do not appear to diminish as the number of labeled examples grows very large. We argue that this is a consequence of the combination of the non-convexity (multi-modality) of the objective function and the dependency of the stochastic gradient descent method on example ordering. We found that early changes in the parameters (when they are still small) have a greater impact on the final region (basin of attraction of the descent procedure) in which the learner ends up. In particular, unsupervised pre-training sets the parameter in a region from which better basins of attraction can be reached, both from the standpoint of the training criterion (especially for large datasets) and in terms of generalization. Hence, although pre-training is a regularizer, it can have a positive effect on the training objective when the number of training examples is large. As previously stated, this paper is concerned with an experimental assessment of the various competing hypotheses regarding the role of pre-training in the recent success of deep learning methods. To this end, we present a series of experiments design to pit these hypotheses (mostly the regularization hypothesis and the optimization hypothesis stated in previous papers, along with the hypothesis summarized above) against one another in an attempt to resolve at least some of the mystery surrounding the effectiveness of unsupervised pre-training. In the first set of experiments (in Section 6), we establish the effect of pre-training on improving the generalization error of trained deep architectures. In this section we also exploit dimensionality reduction techniques to illustrate how pre-training affects the location of minima in parameter space. In the second set of experiments (in Section 7), we directly compare the two alternative hypotheses (pre-trainind as a pre-conditioner; and pre-training as an optimization scheme) against the hypothesis that pre-training is a regularization strategy. In the final set of experiments, (in Section 8), we explore the role of pre-training in the online learning setting, where the number of available training examples grows very large. In these experiments, we test key aspects of our hypothesis relating to the topology of the cost function and the role of pre-training in manipulating the region of parameter space from which supervised training is initiated. However, before delving into the experiments, we begin with a more in-depth view of the challenges in training deep architectures and how we believe pre-training works to overcome these challenges. 3
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2. The Challenges of Deep Learning In this section, we present a perspective on why standard training of deep models through gradient backpropagation appears to be so difficult. First, it is important to establish what we mean in stating that training is difficult. What complicates matters is that different levels in the hierarchy may be more or less difficult to train. For example the training criterion is generally convex in the parameters of the top layer, and training one-hidden layer neural networks is generally very successfull (in spite of the potential for local minima), hence the higher layers (near the output) are easy to optimize, given the lower layers. However, given the higher layers as fixed, we conjecture that training the lower layers is a difficult optimization problem, and trying to optimize both simultaneously may be even more difficult. Furthermore, because with enough capacity the top two layers can easily overfit the training set, training error does not necessarily reveal the difficulty in optimization the lower layers. This is where unsupervised pre-training seems to make a big difference, by setting parameters of the lower layers in a region from which good solutions (in terms of generalization error) can be found. We believe the central challenge in training deep architectures is dealing with the strong dependencies that exist during training between the parameters across layers. One way to conceive the difficulty of the problem is that we must simultaneously: 1. adapt the lower layers in order to provide adequate input to the final (end of training) setting of the upper layers 2. adapt the upper layers to make good use of the final (end of training) setting of the lower layers. The second problem is easy on its own (ie, when the final setting of the other layers is known). It is not clear how difficult is the first one, and we conjecture that a particular difficulty arises when both sets of layers must be learned jointly, as the gradient of the objective function is limited to a local measure given the current setting of other parameters. As shown in our experiments here, the standard training schemes tend to place the parameters in regions of the parameters space that generalize poorly. A separate but related issue appears if we focus our consideration of traditional training methods for deep architectures on stochastic gradient descent. A sequence of examples along with an online gradient descent procedure defines a trajectory in parameter space, which converges in some sense (the error does not improve anymore, maybe because we are near a local minimum). The hypothesis is that small perturbations of that trajectory (either by initialization or by changes in which examples are seen when) have more effect early on. Early in the process of following the stochastic gradient, changes in the weights tend to increase their magnitude and the amount of non-linearity of the network. As this happens, the set of regions accessible by stochastic gradient descent on samples of the training distribution becomes smaller. This is consistent with the idea that there are basins of attraction of the dynamics of learning, and that early on small perturbations allow to switch from one basin to a nearby one, whereas later on (typically with larger parameter values), it is unlikely to “escape” from such a basin of attraction. Hence the early examples can have a larger influence and, in practice, trap the model parameters in particular regions of parameter space that correspond to the specific and arbitrary ordering of the training 4
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examples1 . An important consequence of this phenomenon, is that even in the presence of a very large (effectively infinite) amount of supervised data, stochastic gradient descent is subject to a degree of overfitting to the training data presented early in the training process. In that sense, pre-training is a regularizer which interacts intimately with the optimization process, and when the number of training examples becomes large, its positive effect is seen not only on generalization error but also on training error.



3. Pre-training Acts as a Regularizer As stated in the introduction, we believe that greedy layer-wise pre-training overcomes the challenges of deep learning by introducing a useful prior to the supervised fine-tuning training procedure. We claim that the regularization effect is a consequence of the pretraining procedure establishing an initialization point of the fine-tuning procedure inside a region of parameter space in which the parameters are henceforth restricted. The parameters are restricted to a relatively small volume of parameter space that is delineated by the boundary of the local basin of attraction of the supervised fine-tuning cost function. The pre-training procedure increases the magnitude of the weights and in standard deep models, with a sigmoidal nonlinearity, this has the effect of rendering both the function more nonlinear and the cost function locally more complicated with more topological features such as peaks, troughs and plateaus. The existence of these topological features renders the parameter space locally more difficult to travel significant distances via a gradient descent procedure. This is the core of the restrictive property imposed by the pre-training procedure and hence the basis of its regularizing properties. But unsupervised pre-training does not restrict to any such region: it restricts in a way that can bring useful information from the input distribution P (X). To simply state that pre-training is a regularization strategy somewhat undermines the significance of its effectiveness. Not all regularizers are created equal and, in comparison to standard regularization schemes such as L1 and L2 parameter penalization, pre-training is dramatically effective. We believe the credit for its success can be attributed to the unsupervised training criteria optimized during pre-training. During each phase of the greedy unsupervised training strategy, the currently trained layer learns to represent, by way of one of a variety of cost functions (that usually correspond roughly to a reconstruction error), the dominant factors of variation extant in the data. This has the effect of leveraging knowledge of X to form, at each layer, a representation of X that consists of statistically reliable features of X that can then be used to predict the output (usually a class label) Y . This perspective places pre-training well within the family of learning strategies collectively know as semi-supervised methods. As with other recent work demonstrating the effectiveness of semi-supervised methods in regularizing model parameters, we claim that the effectiveness of the pre-training strategy is limited to extent that learning P (X) is helpful in learning P (Y |X). Here, we find transformations of X that are predictive of the main factors of variation in P (X), and when the prior is effective these transformations of X are also predictive of Y . In the context of deep learning, the greedy unsupervised strategy may also have a special function. To 1. This process seems similar to the “critical period” phenomena observed in neuroscience and psychology (Bornstein, 1987)
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some degree it resolves the problem of simultaneously learning the parameters at all layers (mentioned in Section 2) by introducing a proxy criterion that allows the significant factors of variation, present in the data, to be communicated throughout the model. As a result, during early stages of learning, the upper layers (those that typically learn quickly) have access to a more robust representation of the input and are less likely to key in on spurious aspect of the data in fitting the target function. To clarify this line of reasoning, we can formalize the effect of pre-training in inducing a prior distribution over the parameters. Let us assume that parameters are forced to be chosen in a bounded region S ⊂ Rd . Let S be split in regions {Rk } that are the basins of attraction of descent procedures in the training error (note that {Rk } depends on the training set, but the dependency decreases as the number of examples increases). We have R ∪k Rk = S and Ri ∩ Rj = ∅ for i 6= j. Let vk = 1θ∈Rk dθ be the volume associated with region Rk (where θ are our model’s parameters). Let rk be the probability that a purely random initialization (according to our initialization procedure, which factorizes across parameters) lands in Rk , and let P πk be thePprobability that pre-training (following a random initialization) lands in Rk , i.e. k rk = k πk = 1. We can now take into account the initialization procedure as a regularization term: regularizer = − log P (θ).



(1)



For pre-trained models, the prior is Ppre−training (θ) =



X



1θ∈Rk πk /vk .



(2)



k



For the models without pre-training, the prior is X Pno−pre−training (θ) = 1θ∈Rk rk /vk .



(3)



k



One can verify that Ppre−training (θ ∈ Rk ) = πk and Pno−pre−training (θ ∈ Rk ) = rk . When πk is tiny, the penalty is high when θ ∈ Rk , with pre-training. The derivative of this regularizer is zero almost everywhere because we have chosen a uniform prior inside each region Rk . Hence, to take the regularizer into account, and having a generative model for Ppre−training (θ) (the pre-training procedure), it is reasonable to sample an initial θ from it (knowing that from this point on the penalty will not increase during the iterative minimization of the training criterion), and this is exactly how the pre-trained models are obtained in our experiments.



4. Previous Relevant Work We start with an overview of the literature on semi-supervised learning (SSL), since the SSL framework is essentially the one in which we operate as well. 4.1 Related Semi-Supervised Methods It has been recognized for some time that generative models are less prone to overfitting than discriminant ones (Ng and Jordan, 2001). Consider input variable X and target variable Y . 6
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Whereas a discriminant model focuses on P (Y |X), a generative model focuses on P (X, Y ) (often parametrized as P (X|Y )P (Y )), i.e., it also cares about getting P (X) right, which can reduce the freedom of fitting the data when the ultimate goal is only to predict Y given X. Exploiting information about P (X) to improve generalization of a classifier has been the driving idea behind semi-supervised learning (Chapelle et al., 2006). For example, one can use unsupervised learning to map X into a representation (also called embedding) such that two examples x1 and x2 that belong to the same cluster (or are reachable through a short path going through neighboring examples in the training set) end up having nearby embeddings. One can then use supervised learning (e.g. a linear classifier) in that new space and achieve better generalization in many cases (Belkin and Niyogi, 2002; Chapelle et al., 2003). A long-standing variant of this approach is the application of Principal Components Analysis as a preprocessing step before applying a classifier (on the projected data). In these models the data is first transformed in a new representation using unsupervised learning, and a supervised classifier is stacked on top, learning to map the data in this new representations into class predictions. Instead of having separate unsupervised and supervised components in the model, one can consider models in which P (X) (or P (X, Y )) and P (Y |X) share parameters (or whose parameters are connected in some way), and one can trade-off the supervised criterion − log P (Y |X) with the unsupervised or generative one (− log P (X) or − log P (X, Y )). It can then be seen that the generative criterion corresponds to a particular form of prior (Lasserre et al., 2006), namely that the structure of P (X) is connected to the structure of P (Y |X) in a way that is captured by the shared parametrization. By controlling how much of the generative criterion is included in the total criterion, one can find a better trade-off than with a purely generative or a purely discriminative training criterion (Lasserre et al., 2006; Larochelle and Bengio, 2008). In the context of deep architectures, a very interesting application of these ideas involves combining an unsupervised embedding criterion at each layer (or only one intermediate layer) with a traditional supervised criterion (Weston et al., 2008). This has been shown to be a powerful semi-supervised learning strategy, and is an alternative to the kind of algorithms described and evaluated in this paper, which also combine unsupervised learning with supervised learning. 4.2 Early Stopping as a Form of Regularization We stated that pre-training as initialization can be seen as restricting the optimization procedure to a relatively small volume of parameter space that corresponds to a local basin of attraction of the supervised cost function. Early stopping can be seen as having a similar effect, by constraining the optimization procedure to a region of the parameter space that is close to the initial configuration of parameters. Early stopping is considered a form of regularization. With τ the number of training iterations and η the learning rate used in the update procedure, τ η can be seen as the reciprocal of a regularization parameter. Indeed, restricting either quantity restricts the area of parameter space reachable from the starting point. In the case of the optimization 7
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of a simple linear model (initialized at the origin) using a quadratic error function and simple gradient descent, early stopping will have a similar effect to traditional Thus, in both pre-training and early stopping, the parameters2 are constrained (either implicitly or explicitly) to be close their initial values and both can then be seen as regularizers. A more formal treatment of early stopping as regularization is given by Sj¨oberg and Ljung (1995) and Amari et al. (1997). There is no equivalent treatment of pre-training, but this paper sheds some light on the effects of such initialization in the case of deep architectures.



5. Experimental Setup and Methodology In this section, we describe the setting in which we test the hypothesis introduced in Section 3 and previously proposed hypotheses. This includes a description of the deep architectures used, the datasets and the details necessary to reproduce our results. 5.1 Models All of the successful methods (Hinton et al., 2006; Hinton and Salakhutdinov, 2006; Bengio et al., 2007; Vincent et al., 2008; Weston et al., 2008; Lee et al., 2008) in the literature for training deep architectures have something in common: they rely on an unsupervised learning algorithm that provides a training signal at the level of a single layer. Most work in two main phases. In a first phase, unsupervised pre-training, all layers are initialized using this layer-wise unsupervised learning signal. In a second phase, fine-tuning, a global training criterion (a prediction error, using labels in the case of a supervised task) is minimized. In the algorithms initially proposed (Hinton et al., 2006; Bengio et al., 2007), the unsupervised pre-training is done in a greedy layer-wise fashion: at stage k, the k-th layer is trained (with respect to an unsupervised criterion) using as input the output of the previous layer, and while the previous layers are kept fixed. We shall consider two deep architectures as representatives of two families of models encountered in the deep learning literature. 5.1.1 Deep Belief Networks The first model is the Deep Belief Net (DBN) by Hinton et al. (2006), obtained by training and stacking several layers of Restricted Boltzmann Machines (RBM) in a greedy manner. Once this stack of RBMs is trained, it can be used to initialize a multi-layer neural network for classification. An RBM with n hidden units is a Markov Random Field (MRF) for the joint distribution between hidden variables hi and observed variables xj such that P (h|x) and P (x|h) Q Q factorize, i.e., P (h|x) = i P (hi |x) and P (x|h) = j P (xj |h). The sufficient statistics of the MRF are typically hi , xj and hi xj , which gives rise to the following joint distribution: 0



0



0



P (x, h) ∝ eh W x+b x+c h with corresponding parameters θ = (W, b, c) (with 0 denoting transpose, ci associated with hi , bj with xj , and Wij with hi xj ). If we restrict hi and xj to be binary units, it is 2. Of the supervised cost function.
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straightforward to show that Y



P (x|h) =



P (xj |h) with



j



P (xj = 1|h) = sigmoid(bj +



X



Wij hi ).



(4)



i



where sigmoid(a) = 1/(1 + exp(−a)) (applied element-wise on a vector a), and P (h|x) also has a similar form: Y P (h|x) = P (hi |x) with i



P (hi |x) = sigmoid(ci +



X



Wij xj ).



(5)



j



The RBM form can be generalized to other conditional distributions besides the binomial, including continuous variables. Welling et al. (2005) describe a generalization of RBM models to conditional distributions from the exponential family. RBM models can be trained by approximate stochastic gradient descent. Although P (x) is not tractable in an RBM, the Contrastive Divergence estimator (Hinton, 2002) is a good stochastic approximation of ∂ log∂θP (x) , in that it very often has the same sign (Bengio and Delalleau, 2009). A DBN is a multi-layer generative model with layer variables h0 (the input or visible layer), h1 , h2 , etc. The top two layers have a joint distribution which is an RBM, and P (hk |hk+1 ) are parametrized in the same way as for an RBM. Hence a 2-layer DBN is a DBN, and a stack of RBMs share parametrization with a corresponding DBN. The contrastive divergence update direction can be used to initialize each layer of a DBN as an RBM. Consider the first layer of the DBN trained as an RBM P1 with hidden layer h1 and visible layer v1 . We can train a second RBM P2 that models (in its visible layer) the samples h1 from P1 (h1 |v1 ) when v1 is sampled from the training data set. It can be shown that this maximizes a lower bound on the log-likelihood of the DBN. The number of layers can be increased greedily, with the newly added top layer trained as an RBM to model the samples produced by chaining the posteriors P (hk |hk−1 ) of the lower layers (starting from h0 from the training data set). The parameters of DBN or of a stack of RBMs correspond to the parameters of a deterministic feedforward multi-layer neural network. The i-th unit of the k-th layer of the ˆ ki = sigmoid(cki + P Wkij h ˆ k−1,j ), using the parameters ck and neural network outputs h j Wk of the k-th layer of the DBN. Hence, once the stack of RBMs or the DBN is trained, one can use those parameters to initialize the first layers of a corresponding multi-layer neural ˆ k to network. One or more additional layers can be added to map the top-level features h the predictions associated with a target variable (here the probabilities associated with each class in a classification task). For more details on RBMs and DBNs, and a survey of related models and deep architectures, see Bengio (2009). 5.1.2 Stacked Denoising Auto-Encoders The second model, by Vincent et al. (2008), is the so-called Stacked Denoising Auto-Encoder (SDAE). It borrows the greedy principle from DBNs, but uses denoising auto-encoders as 9
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a building block for unsupervised modeling. An auto-encoder learns an encoder h(·) and a decoder g(·) whose composition approaches the identity for examples in the training set, i.e., g(h(x)) ≈ x for x in the training set. Assuming that some constraint prevents g(h(·)) from being the identity for arbitrary arguments, the auto-encoder has to capture statistical structure in the training set in order to minimize reconstruction error. However, with a high capacity code (h(x) has too many dimensions), a regular auto-encoder could potentially learn a trivial encoding. Note that there is an intimate connection between minimizing reconstruction error for auto-encoders and contrastive divergence training for RBMs, as both can be shown to approximate a log-likelihood gradient (Bengio and Delalleau, 2009). The denoising auto-encoder is a stochastic variant of the ordinary auto-encoder with the property that even with a high capacity model, it cannot learn the identity. Furthermore, its training criterion is a variational lower bound on the likelihood of a generative model. It is explicitly trained to denoise a corrupted version of its input. It has been shown on an array of datasets to perform significantly better than ordinary auto-encoders and similarly or better than RBMs when stacked into a deep supervised architecture (Vincent et al., 2008). Another way to prevent regular auto-encoders with more code units than inputs to learn the identity is to impose sparsity on the code (Ranzato et al., 2007, 2008). We now summarize the training algorithm of the Stacked Denoising Auto-Encoders. More details are given by Vincent et al. (2008). Each denoising auto-encoder operates on its inputs x, either the raw inputs or the outputs of the previous layer. The denoising autoencoder is trained to reconstruct x from a stochastically corrupted (noisy) transformation of it. The output of each denoising auto-encoder is the “code vector” h(x). In our experiments h(x) = sigmoid(b + W x) is an ordinary neural network layer, with hidden unit biases b, and weight matrix W . Let C(x) represent a stochastic corruption of x. As done by Vincent et al. (2008), we set Ci (x) = xi or 0, with a random subset (of a fixed size) selected for zeroing. We have also considered a salt and pepper noise, where we select a random subset of a fixed size and set Ci (x) = Bernoulli(0.5). The “reconstruction” is ˆ = sigmoid(c + W T h(C(x))), using biases c and the obtained from the noisy input with x transpose of the feed-forward weights W . In the experiments on images, both the raw input xi and its reconstruction x ˆi for a particular pixel i can be interpreted as a Bernoulli probability for that pixel: P the probability of painting the pixel as black at that location. We denote ∂KL(x||ˆ x) = i ∂KL(xi ||xˆi ) the sum of component-wise KL divergences between the Bernoulli probability distributions P associated with each element of x and its reconstruction ˆ : KL(x||ˆ probabilities x x) = − i (xi log x ˆi + (1 − xi ) log (1 − x ˆi )). The Bernoulli model only makes sense when the input components and their reconstruction are in [0, 1]; another option is to use a Gaussian model, which corresponds to a Mean Squared Error (MSE) criterion. With either DBN or SDAE, an output logitsic regression layer is added after unsupervised training. This layer uses softmax units to estimate P (class|x) = softmaxclass (y) = exp yclass PN , where y is the output of the network and N is the number of classes. The j=1



exp(yj )



whole network is then trained as usual for multi-layer perceptrons, to minimize the output prediction error. In our experiments, we minimize the negative log-likelihood of the correct class given the raw input. 10
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5.2 Datasets We experimented on three datasets: MNIST the digit classification dataset by LeCun et al. (1998), containing 60,000 training and 10,000 testing examples of 28x28 handwritten digits in grayscale. InfiniteMNIST a dataset by Loosli et al. (2007), which is an extension of MNIST from which one can obtain a quasi-infinite number of examples. The samples are obtained by performing random elastic deformations of the original MNIST digits. In this dataset, there is only one set of examples, and the models will be compared by their (online) performance on it. Shapeset is a synthetic dataset. The underlying task is binary classification of 10 × 10 images of triangles and squares. The examples show images of shapes with many variations, such as size, orientation and gray-level. The dataset is composed of 50000 training, 10000 validation and 10000 test images. 5.3 Setup The models used are 1. Deep Belief Networks containing Bernoulli RBM layers 2. Stacked Denoising Auto-Encoders with Bernoulli input units and 3. standard feed-forward multi-layer neural networks each with 1–5 hidden layers. Each hidden layer contains the same number of hidden units, which is a hyperparameter. The other hyperparameters are the unsupervised and supervised learning rates, the L2 penalty / weight decay3 , and the fraction of stochastically corrupted inputs (for the SDAE). For MNIST, the number of supervised and unsupervised passes through the data (epochs) is 50 each. With InfiniteMNIST, we perform 2.5 million unsupervised updates followed by 7.5 million supervised updates4 . The standard feed-forward networks are trained using 10 million supervised updates. For MNIST, model selection is done by choosing the hyperparameters that optimize the supervised (classification) error on the validation set. For InfiniteMNIST, we use the average online error over the last million examples for hyperparameter selection. In all cases, purely stochastic gradient updates are applied. The experiments involve the training of deep architectures with a variable number of layers with and without pre-training. √ √ For a given layer, weights are initialized using random samples from uniform[−1/ k, 1/ k], where k is the number of connections that a unit receives from the previous layer (the fan-in). Either supervised gradient descent or pretraining follows. 3. A term that penalizes ||θ||2 is added to the supervised objective, where θ are the weights of the network 4. The number of examples was chosen to be as large as possible, while still allowing us to explore a variety of hyper-parameters
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In most cases (for MNIST), we first launched a number of experiments using a crossproduct of hyperparameter values5 applied to 10 different random initialization seeds. We then selected the hyperparameter sets giving the best validation error for each combination of model (with or without pre-training), number of layers, and number of training iterations. Using these hyper-parameters, we launched experiments using an additional 400 initializations.



6. The Effect of Pre-training We start by a presentation of large-scale simulations that were intended to confirm some of the previously published results about deep architectures. In the process of analyzing them, we start making connections to our hypothesis and motivate the experiments that follow. 6.1 Better Generalization When choosing the number of units per layer, the learning rate and the number of training iterations to optimize classification error on the validation set, unsupervised pre-training gives substantially lower test classification error than no pre-training, for the same depth or for smaller depth on various vision datasets (Ranzato et al., 2007; Bengio et al., 2007; Larochelle et al., 2009, 2007) no larger than the MNIST digit dataset (experiments reported from 10,000 to 50,000 training examples). Such work was performed with only one or a handful of different random initialization seeds, so one of the goals of this study was to ascertain the effect of the random seed used when initializing ordinary neural networks (deep or shallow) and the pre-training procedure. For this purpose, between 50 and 400 different seeds were used to obtain the graphics on MNIST. Figure 1 shows the resulting distribution of test classification error, obtained with and without pre-training, as we increase the depth of the network. Figure 2 shows these distributions as histograms in the case of 1 and 4 layers. As can be seen in Figure 1, pre-training allows classification error to go down steadily as we move from 1 to 4 hidden layers, whereas without pre-training the error goes up after 2 hidden layers. It should also be noted that we were unable to effectively train 5-layer models without use of pre-training. Not only is the error obtained on average with pre-training systematically lower than without the pre-training, it appears also more robust to the random initialization. With pre-training the variance stays at about the same level up to 4 hidden layers, with the number of bad outliers growing slowly. Contrast this with the case without pre-training: the variance and number of bad outliers grows sharply as we increase the number of layers beyond 2. The gain obtained with pretraining is more pronounced as we increase the number of layers, as is the gain in robustness to random initialization. This can be seen in Figure 2. The increase in error variance and mean for deeper architectures without pre-training suggests that increasing depth increases the probability of finding poor local minima when starting from random initialization. It is also interesting to note the low variance and small spread of errors 5. Number of hidden units ∈ {400, 800, 1200}; learning rate ∈ {0.1, 0.05, 0.02, 0.01, 0.005}; `2 cost penalty ∈ {10−4 , 10−5 , 10−6 , 0}; pre-training learning rate ∈ {0.01, 0.005, 0.002, 0.001, 0.0005}; corruption probability ∈ {0.0, 0.1, 0.25, 0.4}; tied weights ∈ {yes, no}.
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Figure 1: Effect of depth on performance for a model trained (left) without pre-training and (right) with pre-training, for 1 to 5 hidden layers (we were unable to effectively train 5-layer models without use of pre-training). Experiments on MNIST. Box plots show the distribution of errors associated with 400 different initialization seeds (top and bottom quartiles in box, plus outliers beyond top and bottom quantiles). Other hyperparameters are optimized away (on the validation set). Increasing depth seems to increase the probability of finding poor local minima.



obtained with 400 seeds with pre-training: it suggests that pre-training is robust with respect to the random initialization seed (the one used to initialize parameters before pre-training). It should however be noted that there is a limit to the success of this technique: performance degrades for 5 layers on this problem. So while pre-training helps to increase the depth limit at which we are able to successfully train a network, it is certainly not the final answer. These experiments show that the variance of final test error with respect to initialization random seed is larger without pre-training, and this effect is magnified for deeper architectures. 6.2 Visualization of Features Figure 3 shows the weights (called filters) of the first layer of the DBN before and after supervised fine-tuning. For visualizing the 2nd and 3rd layer weights, we used the activation maximization technique described by Erhan et al. (2009): in essence, the method looks for the input pattern the maximizes the activation of a given unit. This is an optimization problem which is solved by performing gradient ascent in the space of the inputs, to find a local maximum of the activation function. For comparison, we have also visualized the filters of a network for 1–3 layers in which no pre-training was performed (Figure 4). While the first layer filters do seem to correspond to localized features, 2nd and 3rd layers are not as interpretable anymore. Qualitatively 13
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Figure 2: Histograms presenting the test errors obtained on MNIST using models trained with or without pre-training (400 different initializations each). Left: 1 hidden layer. Right: 4 hidden layers.



Figure 3: Visualization of filters learned by a DBN trained on InfiniteMNIST. The top figures contain a visualization of filters after pre-training, while the bottoms ones picture the same units after supervised fine-tuning; from left to right: units from the 1st, 2nd and 3rd layers, respectively.



speaking, filters from the bottom row of Figure 3 and those from 4 have little in common, which is an interesting conclusion in itself. Several interesting conclusions can be drawn from this figure. First, unsupervised learning appears to make the network get “stuck”, qualitatively speaking, in a certain region 14
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of weight space. Supervised learning, even with 7.5 million updates, does not change the weights in a significant way (at least visually). Second, different layers change differently: the first layer changes least, while supervised training has more effect on the 3rd layer. Such observations are consistent with the predictions made by our hypothesis: namely that the early dynamics of stochastic gradient descent, the dynamics induced by pre-training, can “lock” the training in a region of the parameter space that is essentially inaccessible for models that are trained in a purely supervised way. Finally, the features increase in complexity as we add more layers. First layer weights seem to encode basic stroke-like detectors, second layer weights seem to detect digit parts, while top layer weights detect entire digits. The features are more complicated as we add more layers. While Figures 3–4 shows only the filters obtained on InfiniteMNIST, the visualizations are similar when applied on MNIST. Likewise, the features obtained with SDAE result in qualitatively similar conclusions; Erhan et al. (2009) gives more details.



Figure 4: Visualization of filters learned by a network without pre-training, trained on InfiniteMNIST. The filters are shown after supervised training; from left to right: units from the 1st, 2nd and 3rd layers, respectively.



6.3 Visualization of Model Trajectories During Learning Visualizing the learned features allows for a qualitative comparison of the training strategies for deep architectures. However it is not useful for investigating how these strategies deal with random initialization, as the features learned from multiple initializations look similar. If it was possible for us to visualize a variety of models at the same time, it would allow us to confirm our statements from the hypothesis, regarding the difference between pretrained models and models that are initialized randomly. We could, for instance, confirm that the set of models that correspond to a pre-trained architecture with a certain set of parameters (but varying random seed) is distinct from the set of models that correspond to an architecture without pre-training, and that these two sets explore different regions of the parameter space, as predicted. Unfortunately, it is not possible to directly compare parameter values of two architectures, because many permutations of the same parameters give rise to the same model. However, one can take a functional approximation approach in which we consider the outputs of each randomly initialized model as its representation in a high-dimensional space. 15
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To visualize the trajectories followed in the landscape of the training criterion, we use the following procedure. For a given model, we compute all its outputs on the test set examples as one long vector summarizing where it stands in “function space”. We get as many such vectors per model as passes over the training data. This allows us to plot many learning trajectories, one for each model (each associated with a different initialization seed), with or without pre-training. Using a dimensionality reduction algorithm we then map these vectors to a two-dimensional space for visualization6 . Figure 5 and figure 6 present the results using dimensionality reduction techniques that focus respectively on local7 and global structure8 . Each point is colored according to the training iteration, to help follow the trajectory movement.



Figure 5: 2D visualizations with tSNE of the functions represented by 50 networks with and 50 networks without pre-training, as supervised training proceeds over MNIST. See section 6.3 for an explanation. Color from dark blue to yellow and red indicates a progression in training iterations (training is longer without pre-training). The plot shows models with 2 hidden layers but results are similar with other depths.



What seems to come out of these visualizations is the following: 6. Note that we can and do project the models with and without pre-training at the same time. 7. t-Distributed Stochastic Neighbor Embedding, or tSNE, by van der Maaten and Hinton (2008) 8. Isomap by Tenenbaum et al. (2000)
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Figure 6: 2D visualization with ISOMAP of the functions represented by 50 networks with and 50 networks without pre-training, as supervised training proceeds over MNIST. See section 6.3 for an explanation. Color from dark blue to yellow and red indicates a progression in training iterations (training is longer without pretraining). The plot shows models with 2 hidden layers but results are similar with other depths.



1. The pre-trained and not pre-trained models start and stay in different regions of function space. 2. From the visualization focussing on local structure (Figure 5) we see that all trajectories of a given type (with pre-training or without) initially move togethers. However, at some point (after about 7 epochs) the different trajectories diverge (slowing down into elongated jets) and never get back close to each other. This suggests that each trajectory moves into a different local minimum9 . 3. From the visualization focussing on global structure (Figure 6), we see the pre-trained models live in a disjoint and much smaller region of space than the not pre-trained models. In fact, from the standpoint of the functions found without pre-training, the pre-trained solutions look all the same. 9. One may wonder if the divergence points correspond to a turning point in terms of overfitting. As shall be seen in below in Figure 8, the test error does not improve much after the 7th epoch, which reinforces this hypothesis.
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The visualizations of the training trajectories do seem to confirm our suspicions. It is difficult to guarantee that each trajectory actually does end up in a different local minimum (corresponding to a different function and not only to different parameters). However, all tests performed (visual inspection of trajectories in function space, estimation of second derivatives in the directions of all the estimated eigenvectors of the Jacobian) are consistent with that interpretation. We have also analyzed models obtained at the end of training, to visualize the training criterion in the neighborhood of the parameter vector θ∗ obtained. This is achieved by randomly sampling a direction v (from the stochastic gradient directions) and by plotting the training criterion around θ∗ in that direction, i.e. at θ = θ∗ + αv, for α ∈ {−2.5, −2.4, . . . , −0.1, 0, 0.1, . . . 2.4, 2.5}, and v normalized (||v|| = 1). This analysis is visualized in Figure 7. The error curves look close to quadratic and we seem to be near a local minimum in all directions investigated, as opposed to a saddle point or a plateau. A more definite answer could be given by computing the full Hessian eigenspectrum, which would be expensive. Figure 7 also suggests that the error landscape is a bit flatter in the case of pre-training, and flatter for deeper architectures.



Figure 7: Training errors obtained on Shapeset when stepping in parameter space around a converged model in 7 random gradient directions (stepsize of 0.1). Top: no pre-training. Bottom: with pre-training. Left: 1 hidden layer. Middle: 2 hidden layers. Right: 3 hidden layers.



6.4 Implications The series of results presented so far present a picture that is consistent with our hypothesis. Better generalization that seems to be robust to random initializations is indeed achieved by pre-trained models, which indicates that learning P (X) via unsupervised is helpful in learning P (Y |X). The error landscapes that we visualized point to the fact that there 18
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are many local minima. The pre-trained models seem to end up in distinct regions of these error landscapes (and, implicitly, in different parts of the parameter space). This is both seen from the functional space approximation trajectories and from the fact that the visualizations of the learned features are qualitatively very different from those obtained by model without pre-training.



7. The Role of Pre-training The observations so far confirm that starting the supervised optimization from pre-trained weights rather than from random initialized weights consistently yields better performing classifiers on MNIST. To better understand where this advantage came from, it is important to realize that the supervised objective being optimized is exactly the same in both cases. The gradient-based optimization procedure is also the same. The only thing that differs is the starting point in parameter space: either picked at random or obtained after pre-training (which also starts from a random initialization). Deep architectures, since they are built from the composition of several layers of nonlinearities, yield an error surface that is non-convex and hard to optimize, with the suspected presence of many local minima (as also shown by the above visualizations). A gradientbased optimization should thus end in the local minimum of whatever basin of attraction we started from. From this perspective, the advantage of pre-training could be that it puts us in a region of parameter space where basins of attraction run deeper than when picking starting parameters at random. The advantage would be due to a better optimization. Now it might also be the case that pre-training puts us in a region of parameter space in which training error is not necessarily better than when starting at random (or possibly worse), but which systematically yields better generalization (test error). Such behaviour would be indicative of a regularization effect. Finally, a very simple explanation could be a most obvious one: namely the disparity in the magnitude of the weights at the start of the supervised training phase. We shall analyze (and rule out) this hypothesis first. 7.1 Experiment 1: Is Pre-training a Better Supervised Conditioning Process? Typically gradient descent training of the deep model is initialized with randomly assigned weights, small enough to be in the linear region of the parameter space (close to zero for most neural network and DBN models). It is reasonable to ask if the advantage imparted by having an initial pre-training phase is simply due to the weights being larger and therefore somehow providing a better “conditioning” of the initial values for the optimization process; we wanted to rule out this possibility. By conditioning, we mean the range and marginal distribution from which we draw initial weights. In other words, could we get the same performance advantage as pre-training if we were still drawing the√initial√weights independently, but form a more suitable distribution than the uniform[−1/ k, 1/ k]? To verify this, we performed pre-training, and computed marginal histograms for each layer’s pre-trained weights and biases. We then resampled new “initial” random weights and biases according to these histograms, and performed fine-tuning from there. 19
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Two scenarios can be imagined. In the first, the initialization from marginals leads to better performance than the standard initialization (when no pre-training is used). This would mean that pre-training does provide a better marginal conditioning of the weights. In the second scenario, the marginals lead to performance similar or worse to that without pre-training10 . initialization. 1 layer 2 layers



Uniform 1.81 ± 0.07 1.77 ± 0.10



Histogram 1.94 ± 0.09 1.69 ± 0.11



Unsup.pre-tr. 1.41 ± 0.07 1.37 ± 0.09



Table 1: Effect of various initialization strategies on 1 and 2-layer architectures: independent uniform densities (one per parameter), independent densities from the marginals after pre-training, or unsupervised pre-training (which samples the parameters in a highly dependent way so that they collaborate to make up good denoising auto-encoders.) Experiments on MNIST, numbers are mean and std test errors. What we observe in Table 1 falls within the first scenario. While it is true that initializing the weights to match the marginal distributions at the end of pre-training did seem to slightly improve the generalization error on MNIST, it is far from fully accounting for the discrepancy between the pre-trained and non-pre-trained results. This experiment constitutes evidence against the preconditioning hypothesis, but does not exclude either the optimization hypothesis or the regularization hypothesis. 7.2 Experiment 2: The Effect of Pre-training on Training Error The optimization and regularization hypotheses diverge on their prediction on how pretraining should affect the training error: the former predicts that pre-training should result in a lower training error, while the latter predicts the opposite. To ascertain the influence of these two possible explanatory factors, we looked at the test cost (Negative Log Likelihood on test data) obtained as a function of the training cost, along the trajectory followed in parameter space by the optimization procedure. Figure 8 shows 400 of these curves started from a point in parameter space obtained from random initialization, i.e. without pre-training (blue), and 400 started from pre-trained parameters (red). The experiments were performed for networks with 1, 2 and 3 hidden layers. As can be seen in Figure 8, while for 1 hidden layer, pre-training reaches lower training cost than no pre-training, hinting towards a better optimization, this is not necessarily the case for the deeper networks. The remarkable observation is rather that, at a same training cost level, the pre-trained models systematically yield a lower test cost than the randomly initialized ones. The advantage appears to be one of better generalization rather than merely a better optimization procedure. 10. We observed that the distribution of weights after unsupervised pre-training is fat-tailed. It is conceivable that sampling from such a distribution in order to initialize a deep architecture could actually hurt the performance of a deep architecture (compared to random initialization from a uniform distribution), since the fat-tailed distribution allows for configurations of initial weights, which are unlikely to be learned by unsupervised pre-training, because large weights could be sampled independently
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Figure 8: Evolution without pre-training (blue) and with pre-training (red) on MNIST of the log of the test NLL plotted against the log of the train NLL as training proceeds. Each of the 2 × 400 curves represents a different initialization. The errors are measured after each pass over the data. The rightmost points were measured after the first pass of gradient updates. Since training error tends to decrease during training, the trajectories run from right (high training error) to left (low training error). Trajectories moving up (as we go leftward) indicate a form of overfitting. All trajectories are plotted on top of each other.



This brings us to the following result: pre-training appears to have a similar effect to that of a good regularizer or a good “prior” on the parameters, even though no explicit regularization term is apparent in the cost being optimized. As we stated in the hypothesis, it might be reasoned that restricting the possible starting points in parameter space to those that minimize the pre-training criterion (as with the SDAE), does in effect restrict the set of possible final configurations for parameter values. Like regularizers in general, pre-training (in this case, with denoising auto-encoders) might thus be seen as decreasing the variance and introducing a bias11 . Unlike ordinary regularizers, pre-training does so in a data-dependent manner. 7.3 Experiment 3: The Influence of the Layer Size Another signature characteristic of regularization is that the effectiveness of regularization increases as the number of units increases; effectively trading off one constraint on the model complexity for another. In this experiment we explore the relationship between the number of units per layer and the effectiveness of pre-training. The hypothesis that pre-training acts as a regularizer would suggest that we should see a trend of increasing effectiveness of pre-training as the number of units per layer are increased. The alternative optimization hypothesis would in fact predict the opposite result as the extra constraints imposed by limiting the number of units per layer renders the optimization problem more challenging Therefore we would expect to see a trend of increasing effectiveness of the pre-training optimization strategy as the number of units per layer are decreased. 11. towards parameter configurations suitable for performing denoising
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We trained models on MNIST with and without pre-training using increasing layer sizes: 25, 50, 100, 200, 400, 800 units per layer. Results are shown in Figure 9. Qualitatively similar results were obtained on Shapeset. In the case of SDAE, we were expecting the denoising pre-training procedure to help classification performance most for large layers; this is because the denoising pre-training allows useful representations to be learned in the over-complete case, in which a layer is larger than its input (Vincent et al., 2008). What we observe is a more systematic effect: while pre-training helps for larger layers and deeper networks, it also appears to hurt for too small networks.



Figure 9: Effect of layer size on the changes brought by pre-training, for networks with 1, 2 or 3 hidden layers. Experiments on MNIST. Error bars have a height of two standard deviations (over initialization seed). Pre-training hurts for smaller layer sizes and shallower networks, but it helps for all depths for larger networks.



Figure 9 also shows that DBNs behave qualitatively like SDAEs, in the sense that pretraining architectures with smaller layers hurts performance. Experiments on InfiniteMNIST reveal results that are qualitatively the same. Such an experiment seemingly points to a re-verification of the regularization hypothesis. In this case, it would seem that pre-training acts as an additional regularizer for both DBN and SDAE models—on top of the regularization provided by the small size of the hidden layers. With excessive regularization, generalization is hurt, and it is hurt more with unsupervised pre-training presumably because of the extra regularization effect: small networks have a limited capacity already so further restricting it (or introducing an additional bias) can harm generalization. Such a result seems incompatible with a pure optimization effect. We also obtain the result that DBNs and SDAEs seem to have qualitatively similar effects as pre-training strategies. 22
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7.4 Experiment 4: Challenging the Optimization Hypothesis Experiments 1–3 results are consistent with the regularization hypothesis and Experiments 2–3 would appear to directly support the regularization hypothesis over the reasonable alternative – the hypothesis that pre-training aids in optimizing the deep model objective function. In the literature there is some support for the optimization hypothesis. Bengio et al. (2007) constrained the top layer of a deep network to have 20 units and measured the training error of networks with and without pre-training. The idea was to prevent the networks from overfitting the training error simply with the top hidden layer, thus to make it clearer whether some optimization effect (of the lower layers) was going on. The reported error was lower for pre-trained networks. One problem with the experimental paradigm used by Bengio et al. (2007) is their use of early-stopping. This is problematic because, as previously mentioned, early stopping is itself a regularizer, and it can influence greatly the training error that is obtained; it is entirely possible that if Bengio et al. (2007) had run the models to convergence, the results would have been different. Figure 10 shows what happens without early stopping. The training error is still higher for pre-trained networks even though the generalization error is lower. This result now favors the regularization hypothesis against the optimization story. What may have happened is that early stopping prevented the networks without pre-training from moving towards too much towards their local minimum.



Figure 10: For MNIST, a plot of the log(train NLL) vs. log(test NLL) at each epoch of training. The top layer is constrained to 20 units.
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7.5 Experiment 5: Comparing pre-training to L1 and L2 regularization An alternative hypothesis would be that classical ways of regularizing could perhaps achieve the same effect as pre-training. We investigated the effect of L1 and L2 weight regularization (i.e. adding a ||θ||1 or ||θ||2 term to the supervised objective function) of a network without pre-training. We found that while in case of MNIST a small penalty can in principle help, the gain is nowhere near as large as it is with pre-training. For InfiniteMNIST, the optimal amount of L1 and L2 regularization is zero12 . This is not an entirely surprising finding: not all regularizers are created equal and these results are consistent with the literature on semi-supervised training that show that unsupervised training can be a particularly effective form of regularization. 7.6 Summary of Findings: Experiments 1-5 So far, the results obtained from the previous experiments point towards a pretty clear explanation of the effect of pre-training: namely, that its effect is a regularization effect. We have seen that it is not simply sufficient to sample random weights with the same magnitude: the (data-dependent) unsupervised initialization is crucial. We have also observed that canonical regularizers (L1 /L2 penalties on the weights) do not achieve the same level of perfomance. The most compelling pieces of evidence in support of the regularization hypothesis are Figures 8 and 9. The reasonable alternative explanation—that pre-training has an optimization effect—suggested by Bengio et al. (2007) doesn’t seem to be supported by the proper experimental results. But this isn’t the end of the story, as the next batch of experiments shows.



8. The Online Learning Setting Our hypothesis included not only the statistical/phenomenological hypothesis that pretraining acted as a regularizer, but also contains a mechanism for how such behaviour arises both as a consequence of the dynamic nature of training—following a stochastic gradient through two phases of training and as a consequence of the non-convexity of the supervised objective function. In our hypothesis, we posited that early examples induce changes in the magnitude of the weights that increase the amount of non-linearity of the network, which in turn decreases the number of regions accessible to the stochastic gradient descent procedure. This means that the early examples determine the basin of attraction for the remainder of training; this also means that the early examples have a (perhaps disproportionate) influence on the configuration of parameters that the models take. According to the hypothesized mechanism, we would predict that in the online learning setting with unbounded or very large datasets, the behaviour of pre-training would diverge from the behaviour of a canonical regularizer (L1 /L2 ). This is because the effectiveness of a canonical regularizer decreases as the dataset grows, whereas the effectiveness of pre-training as a regularizer is maintained as the dataset grows. 12. Which is consistent with the classical view of regularization, in which its effect should diminish as we add more and more data.
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In this section we empirically challenge this aspect of the hypothesis and show that the evidence does indeed support our hypothesis over a more standard or expected regularization behavior. 8.1 Experiment 6: Effect of Pre-training with Very Large Datasets The next set of results point are perhaps the most surprising findings of this paper. Figure 11 shows the online classification error (on the next block of examples, as a moving average) for 6 architectures that are trained on InfiniteMNIST: 1 and 3-layer DBNs, 1 and 3-layer SDAE, as well as 1 and 3-layer networks without pre-training. Note that stochastic gradient descent in online learning is a stochastic gradient descent optimization of the generalization error, so good online error in principle implies that we are optimizing well the training criterion.



Figure 11: Comparison between 1 and 3-layer networks trained on InfiniteMNIST. We can draw several observations from these experiments. First, 3-layer networks without pre-training are worse at generalization, compared to the 1-layer equivalent. This confirms the hypothesis that even in an online setting, optimization of deep networks is harder than shallow ones. Second, 3-layer SDAE models seem to generalize better than 3-layer DBNs. Finally and most importantly, the pre-training advantage does not vanish as the number of training examples increases, on the contrary. This seems to support the hypothesis related to the optimization effect of pre-training. Note that the number of hidden units of each model is a hyperparameter. So theoretical results suggest that 1-layer networks without pre-training should in principle be able to represent the input distribution as capacity and data grow. Instead, without pre-training, the networks are not able to take advantage of the additional capacity, which again points towards the optimization explanation. It is clear, however, that the starting point of 25
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the non-convex optimization matters, even for networks that are seemingly “easier” to optimize (1-layer ones), which supports our hypothesis.



Figure 12: Error of 1-layer network with RBM pre-training and without, on the 10 million examples used for training it. The errors are calculated in the same order as the examples were presented during training. Another experiment that shows the effects of large-scale online stochastic non-convex optimization is shown in Figure 12. In the setting of InfiniteMNIST, we compute the error on the training set, in the same order that we presented the examples to the models. We observe several interesting results: first, note that both models are better at classifying examples that are closest to the last examples seen. This is a natural effect of stochastic gradient descent. Note also that examples at the beginning of training are essentially like test examples for both models. Finally, we observe that the pre-trained model is better across the board on the training set. This fits well with the optimization hypothesis, since it shows that pre-training has an optimization effect. What happens in this setting is that the training and generalization errors converge as the empirical distribution (defined by the training set) converges to the true data distribution. These results show that the effectiveness of pre-training does not diminish with increasing dataset sizes. This would be unexpected from a superficial understanding of pre-training as a regularization method. However it is entirely consistent with our interpretation, stated in our hypothesis, of the role of pre-training in the online setting with stochastic gradient descent training on a non-convex objective function. 8.2 Experiment 7: The Effect of Example Ordering The hypothesized mechanism implies, due to the dynamics of learning—the increase in magnitude and non-linearity as training proceeds, as well as the dependence of the basin of attraction on early data—that, when training with very large data sets, we should see 26
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increased sensitivity to early examples. In the case of InfiniteMNIST we operate in an online stochastic optimization regime, where we try to find a local minimum of a highly non-convex objective function. It is then interesting to study to what extent the outcome of this optimization is influenced by the examples seen at different points during training, and whether the early examples have a stronger influence (which would not be the case in the convex case). To quantify the variance of the outcome and to compare these variances for models with and without pre-training, we proceeded with the following experiment: given a dataset with 10 million examples, we vary the first million examples (across 10 different random draws, sampling a different set of 1 million examples each time) and keep the other ones fixed. After training the (10) models, we measure the variance of the output of the networks on a fixed test set (i.e. we measure the variance in function space). We then vary the next million examples in the same fashion, and so on, to see how much each of the ten parts of the training set influenced the final function.



Figure 13: Variance of the output of a trained network with 1 layer. The variance is computed as a function of the point at which we vary the training samples. Note that the 0.25 mark corresponds to the start of pre-training.



Figure 13 shows the outcome of such an analysis. The samples at the beginning13 do seem to influence the output of the networks more than the ones at the end. However, this variance is lower for the networks that have been pre-trained. In addition to that, one should note that the variance of the pre-trained network at 0.25 (i.e. the variance of the output as a function of the first samples used for supervised training) is lower than the variance of the supervised network at 0.0. Such results imply that unsupervised pre-training can be 13. Which are unsupervised examples, for the green curve, until 0.25.
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seen as a sort of variance reduction technique, consistent with a regularization hypothesis. Finally, both networks have higher output variances as a function of the last examples used for optimization, which is simply due to the fact that we operate in a stochastic gradient regime where the most recent examples’ gradient has a greater effect, generally speaking. These results are consistent with what our hypothesis predicts: both the fact that early examples have greater influence (i.e. the variance is higher) and that pre-trained models seem to reduce this variance are in agreement with what we would have expected. 8.3 Experiment 8: Pre-training only k layers From Figure 11 we can see that pre-training makes quite a difference for 3 layers, on InfiniteMNIST. In Figure 14 we explore the link between depth and pre-training in more detail. The setup is as follows: for both MNIST and InfiniteMNIST we pre-train only the bottom k layers and randomly initialize the top n − k layers in the usual way. In this experiment, n = 3 and we vary k from 0 (which corresponds to a network with no pre-training) to k = n (which corresponds to the normal pre-trained case). For MNIST, we plot the log(train NLL) vs. log(test NLL) trajectories, where each point corresponds to a measurement after a certain number of epochs. The trajectories go roughly from the right to left and from top to bottom, corresponding to the lowering of the training and test errors. We can also see that models overfit from a certain point onwards.



Figure 14: On the left: for MNIST, a plot of the log(train NLL) vs. log(test NLL) at each epoch of training. We pre-train the first layer, the first two layers and all three layers using RBMs and randomly initialize the other layers; we also compare with the network whose layers are all randomly initialized. On the right: InfiniteMNIST, the online classification error. We pre-train the first layer, the first two layers or all three layers using denoising auto-encoders and leave the rest of the network randomly initialized.
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For InfiniteMNIST, we simply show the online error. The results are ambiguous w.r.t. our hypothesis, regarding the difficulty of optimizing the lower layers versus the the higher ones. We would have expected that the largest incremental benefit came from pretraining the first layer or first two layers. It is true for the first two layers, but not the first. Note that the log-scale (on the right) induces a distortion which makes the improvement of pre-training the third layer appear larger, where we are already near zero generalization error. As we pre-train more layers, the models become better at generalization. In the case of the finite MNIST, note how the final training error (after the same number of epochs) becomes worse with pre-training of more layers. This clearly brings additional support to the regularization explanation.



9. Discussion and Conclusions We have shown that pre-training adds robustness to a deep architecture. The same set of results also suggests that increasing the depth of an architecture that is not pre-trained increases the probability of finding poor local minima. Pre-trained networks give consistently better generalization. Our visualizations point to the observations that pre-trained networks learn qualitatively different features (if networks are visualized in the weight space) compared to networks without pre-training. Moreover, the trajectories of networks with different initialization seeds seem to fall into many distinct local minima, which are again different (and seemingly far apart) depending on whether we use pre-training or not. We have shown that pre-training is not simply a way of getting a good initial marginal distribution, and that it captures more intricate dependencies between parameters. One of our findings is that deep networks with pre-training seem to exhibit some properties of a regularizer: with small enough layers, pre-trained deep architectures are systematically worse that randomly initialized deep architectures. Moreover, when the layers are big enough, the pre-trained models obtain worse training errors, but better generalization performance. Additionally, we have re-done an experiment which purportedly showed that pre-training can be explained with with an optimization hypothesis and observed a regularization effect instead. We isalso shown that classical regularization techniques (such as L1 /L2 penalties on the network weights) cannot achieve the same performance as pre-training, so if pre-training is a regularizer, it is certainly be a rather different kind. The two pre-training strategies considered—denoising auto-encoders and Restricted Boltzmann Machines—seem to produce qualitative similar observations. We have observed that, surprisingly, the pre-training advantage is present even in the case of really large training sets, pointing towards the conclusion that the starting point in a non-convex optimization problem is indeed quite important; a fact confirmed by our visualizations of filters at various levels in the network. Finally, the other important set of results show us that pre-training acts like a variance reduction technique, yet a network with pre-training has a lower training error on a very large dataset, which supports an optimization interpretation of the effect of pre-training. How do we make sense of all these results? The contradiction between what looks like regularization effects and what looks like optimization effects appears, on the surface, unresolved. Instead of sticking to these labels, we attempted to draw a hypothesis, described in Section 3 about the dynamics of learning in an architecture that is trained using two 29
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phases (pre-training and supervised fine-tuning), which we believe to be consistent with all the above results. This hypothesis suggests that there are consequences of the non-convexity of the supervised objective function, which we observed in various ways throughout our experiments. One of these consequences is that early examples have a big influence on the outcome of training and this is one of the reasons why in a large-scale setting the influence of pretraining is still present. Throughout this paper, we have delved on the idea that the basin of attraction induced by the early examples (in conjuction with pre-training) is, for all purposes, a basin from which supervised training does not escape. This effect can be observed from the various visualizations and performance evaluations that we made. Pre-training, as a regularizer that only influences the starting point of supervised training, has an effect that, contrary to classical regularizers, does not disappear (at least as far as we can show from our results). One of the main messages that our results imply is that the optimization of a nonconvex objective function with stochastic gradient descent presents challenges for analysis, especially in a regime with large amounts of data. Our analysis so far shows that it is possible for networks that are trained in such a regime to be influenced more by early examples. This can pose problems in scenarios where we would like our networks to be able to move to other basins of attraction during training. One interesting realization is that with a small training set, we do not usually put a lot of importance on minimizing the training error, because overfitting is a major issue; the training error is not a good way to distinguish between the generalization performance of two models. In that setting, pre-training helps to find local minima that have better generalization error. With a large training set, as we saw in Figure 12, the empirical and true distributions converge. In such a scenario, finding a better local minimum will matter and stronger (better) optimization strategies should have a significant impact on generalization when the training set is very large. More work is certainly needed in order to better understand these effects. While our results are relatively comprehensive as far as MNIST is concerned, they are limited in that we only considered MNIST and its extended variation, InfiniteMNIST. Our original goal was to have well-controlled experiments with well understood datasets. It was not to advance a particular algorithm but rather to try to better understand a phenomenon that has been well documented elsewhere. The use of toy datasets allows us to better control the experiments in ways that would not otherwise be possible. Future work would certainly be about reproducing such results on other datasets, especially truly large-scale data. Our results suggest that optimization in deep networks is a complicated problem that is influenced in part by the early examples during training. Future work should clearly test this hypothesis. If it is true and we want our learners to capture really complicated distributions from very large training sets, it may mean that we should consider learning algorithms that reduce the effect of the early examples, allowing to escape from the attractors in which current learning dynamics get stuck. Other avenues for future work include the analysis and understanding of deep semisupervised techniques where one does not separate between the pre-training phase and the supervised phase, such as work by Weston et al. (2008) and Larochelle and Bengio (2008). Such algorithms fall more squarely into the realm of semi-supervised methods. We expect 30
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that analyses similar to the ones we performed would be potentially harder, but perhaps revealing as well. Understanding and improving deep architectures remains a challenge. Our conviction is that devising improved strategies for learning in deep architectures requires a more profound understanding of the difficulties that we face with them. This work help with such understanding via extensive simulations and puts forward a hypothesis explaining the mechanisms behind pre-training, which is well supported by our results. Acknowledgements This research was supported by funding from NSERC, MITACS, FQRNT, and the Canada Research Chairs.
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