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Abstract Wireless Sensor Networks: Energy Efficiency, Delay Guarantee and Fault Tolerance by Sinem Coleri Ergen Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences University of California, Berkeley Professor Pravin Varaiya, Chair



Wireless sensor systems contain new types of computing machines and run different kinds of applications in a variety of physical environments, which offers many challenges. The main design constraints of many sensor network applications are energy efficiency, delay guarantee and fault tolerance. Since these constraints impact multiple protocol layers, a joint design across all layers becomes indispensable in designing a protocol for sensor networks. In this thesis, we take the cross-layer design approach to improve the performance of protocol layers by taking into account parameters in other layers instead of merging them into one layer to preserve modularity. In addition to the interactions from lower to higher layers, the interactions from higher to lower layers are included to exploit application-specific characteristics of sensor networks such as many-to-one communication, collaborative processing and asymmetry of constraints. We first illustrate the use of sensor networks in traffic applications. We show that 1



sensor nodes provide a vehicle detection accuracy higher than that of the current standard vehicle detection scheme, inductive loops. Moreover, the high spatial density associated with the magnetic sensors allows us to classify the vehicles and even re-identify them. We then propose a TDMA (Time Division Multiple Access) MAC protocol, PEDAMACS, that achieves both energy efficiency and delay guarantee. Although it is known that there is a tradeoff between delay and energy, PEDAMACS demonstrates that one can achieve both of them by using special characteristics of sensor networks: many-to-one and asymmetric communication. We then develop TDMA scheduling algorithms that take into account the many-to-one communication characteristic of sensor networks to decrease the delay. We formulate the lifetime maximization as a linear programming (LP) problem with the goal of determining optimal routing paths in the network. We extend the energy efficient routing to introduce anytime delay guarantee. We show that the traditional way of introducing delay constraint via capacity constraints only provide average delay performance. Anytime delay guarantee is a restriction on the routing trees after the decomposition of the LP solution. A distributed algorithm is proposed to illustrate the trade-off between delay and energy efficiency. We also extend the energy efficient routing to include multiple paths between each source and destination in the network to provide the resiliency of the network to link failures. We furthermore investigate the effect of physical layer and application layer characteristics on multi-hop routing. Next we consider energy saving via data compression and relay nodes. We focus on energy efficiency and fault tolerance of data compression schemes in multi-hop networks. It has previously been shown that Slepian-Wolf based coding provides higher energy ef2



ficiency than joint entropy coding based on explicit communication in sensor networks. We show that the fault tolerance of the first approach is so low that the latter may be preferred in the presence of link failures. We then generalize the analysis by considering the errors occurring at the analog-to-digital converter, namely, quantization noise, circuit noise, aperture uncertainty and comparator ambiguity. We show that previously proposed sampling schemes fail to decrease a subset of these errors above some finite sampling rate. An advanced dither-based scheme is proposed with the goal of reducing all of these errors by increasing the density of the nodes. The energy consumption of the proposed scheme is analyzed to understand the trade-off between accuracy and energy consumption. Finally, we focus on the interaction between energy efficient routing and topology control. The problem of the best placement of relay nodes has been formulated with the goal of increasing the network lifetime by helping the existing nodes forward the packets. This optimization results in significant energy saving across the network.
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Chapter 1 Introduction Wireless sensor networks have the potential of revolutionizing the way wireless technology has been used over the last decade. Wireless technology has been traditionally used to connect people to each other or to devices. Cellular systems, wireless local area networks and broadband wireless access aim to provide voice and data communication. Wireless sensor networks on the other hand have introduced a plethora of applications from traffic monitoring to health, from battlefield to surveillance and security by providing communication between devices. Recent developments in sensor technology and low power radios have enabled the widespread deployment of sensor networks consisting of small sensor nodes with sensing, computation, communication and actuation capabilities. An individual sensor node collects data from the environment, performs local processing of these data including quantization and compression, communicates its results to a data fusion center via a wireless medium and takes an action in response. Since a single sensor provides only limited information, a network of these sensors is used to manage large environments. Today’s 1



networked sensors already measuring a few cubic inches can be purchased commercially [71]. It is likely that we will soon see digital sensors, digital actuators, low power RF radios and processor-memory system integrated in a single chip that is as small as a coin. Sensor systems contain new types of computing machines and run different kinds of applications in a variety of physical environments, which offers many challenges. The primary concern in wireless sensor networks is energy efficiency. The nodes in a sensor network may not be charged once their energy is drained so the lifetime of the network depends critically on energy conservation mechanism. Delay guarantee is necessary for effective control action when data received by the central controller are used to control a physical process. Without such a bound, the network may not be useful. Moreover, wireless links are prone to temporary failures due to channel fading caused by their movement (not very common for sensor network) or the change in the environment (such as moving cars inside a parking lot). The nodes may also fail due to power loss or mobility whereas their sensors may fail because of imperfections in manufacturing or aging. The protocols should therefore provide fault tolerance for this kind of failures. In this chapter, we first give application scenarios for sensor networks in Section 1.1. Section 1.2 describes the technical challenges of an efficient sensor network. Section 1.3 then gives an overview of the main contributions of the thesis.



1.1



Application Scenarios



Before designing a wireless sensor network, it is crucial to first think about its applications. The applications allow the designer to understand the requirements of this kind of



2



networks and exploit their application-specific characteristics. Here are some applications of sensor networks: • Traffic Monitoring: Sensor nodes incorporated with magnetic sensors can be deployed to perform vehicle detection and classification. Our group ‘Sensor Networks for Vehicle Detection’ [6] has demonstrated that these networks, apart from decreasing the cost of installation and maintenance compared with the current detection systems, have the potential of revolutionizing how information is collected for various transportation applications by providing measurements with high spatial density and accuracy [22]. (Chapter 2 describes this application in more detail.) In freeways, the magnetic sensor data can be used to learn about the traffic conditions and detect incidents. At signalized intersections on the other hand the data can be used to adjust the cycle time of traffic light based on the queues in each direction. • Parking Lot Monitoring: The sensor nodes associated with magnetic sensors can be used in parking lots to determine free spots. (See Chapter 2 for parking lot data.) Each parking spot contains one or more sensor nodes, which relay vehicle presence information to a central controller upon detection of a vehicle in their spot. The controller may then use this information to guide customers to vacant spaces. • Environment Monitoring: Sensor networks can be used to measure environmental variables such as temperature and humidity. The habitat monitoring project at UC Berkeley has placed sensor nodes in Great Duck Island to detect light, barometric pressure, relative humidity and temperature conditions together with an infrared heat sensor to detect whether a nest is occupied by a bird [81]. This enables re3



searchers anywhere in the world to engage in non-intrusive monitoring of sensitive wildlife and habitats. • Health Care: Wireless sensor networks can also be deployed to monitor the vital signs of patients. The CodeBlue project at Harvard University has developed a system that incorporates wireless pulse oximetry and electrocardiogram sensors to constantly monitor patient condition and alert health care providers to changes in status [46]. Also interesting is the biomonitoring project at UC Berkeley that aims to put tiny sensor nodes with accelerometers into wristwatches to signal an emergency response network when the person falls [1]. • Disaster Response: Wireless sensor networks can be used to improve the response time to disasters. The Firebug project at UC Berkeley aims to develop an inexpensive platform of an array of sensors to detect the initiation and monitor the spread of wildfires based on temperature sensors [38]. Another example is in seismic monitoring. Sensor nodes with accelerometers can be installed near critical structural points in a building to report the location and kinematics of damage during/after an earthquake, allowing rapid, accurate structural health determination [50].



1.2



Sensor Network Challenges



The wide range of sensor network applications discussed in the previous section introduces many challenges. The main design constraints of these applications are:



4



• Energy Efficiency: The nodes are expected to operate on battery power for several years. Therefore, the energy conservation scheme plays a key role in determining the lifetime of the network. • Delay Guarantee: When the sensor node data are used to control a physical process, a guaranteed bound on the delay is necessary for effective control action, e.g. traffic lights, fire detection, medical monitoring. The protocol may not be trusted without such a bound. • Fault Tolerance: The sensor network should tolerate three kinds of faults: sensor failure, node failure, link failure. Sensor failure results from imperfections in manufacturing or due to aging. The most easily detectable sensor fault is the one that is uncorrelated with the environmental changes. For instance, the sensor may be frozen to a particular value and we may only observe the receiver noise plus this constant value. This fault should be detected and the sensor readings should be ignored. The aging of the sensor on the other hand makes the variance of the readings degrade over time. Then the sensor readings may not be useful depending on the aging factor and application. Node failure may result from power loss or mobility while link failures are due to the movement of the nodes, which may not be applicable for most sensor network applications, and the movement of the objects in the environment, such as the cars in a parking lot application. The communication protocol should be dynamic and include some redundancy to handle this kind of change.
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Satisfying all these design constraints can be very challenging if the designer does not consider the application specific characteristics of sensor networks. The protocol developed for sensor networks should be general enough to cover a lot of applications without being too general to be able to exploit the characteristics of these networks. Many-to-one communication, collaborative processing and asymmetry of constraints are common in most sensor networks:



• Many-to-one Communication: The communication in sensor networks is from the sensor nodes to a few central data collectors instead of many independent pointto-point flows. Many-to-one communication allows sensor nodes to aggregate and compress their data along the way to the common sink. This specific communication pattern also requires particular consideration of the nodes near the sink that are overloaded by forwarding others’ packets requiring a load balancing routing algorithm. • Collaborative Processing: The nodes in a sensor network collaborate in performing a common task instead of competing with each other to send their own data. In a general network, the nodes compete with each other to gain access to the channel. They send their data over minimum number of hops to reach their destination in minimum time. Also, when a node receives a packet, it just forwards it. In sensor networks however the nodes can transmit during their scheduled time slots to decrease the amount of energy and time spent in gaining the channel. Moreover, it may be better for some nodes to choose longer paths to increase the overall network lifetime. The nodes can furthermore collaborate with each other to decrease 6



the amount of data they send, based on correlation. • Asymmetry of Constraints: The constraints on the sensor nodes and the common sink are asymmetric: The sensor nodes have limited energy and transmission power, but the central controller, which ‘consumes’ these data, is not energy or power limited. The sink capabilities can be used to eliminate the overhead of the network, for example by synchronization.



Energy efficiency, delay guarantee and fault tolerance constraints together with the application specific characteristics of sensor networks impact multiple protocol layers. Thus, a joint design across all layers becomes indispensable in designing a protocol for sensor networks. Cross-layer design can be performed in two ways [10]. The first approach aims at improving the performance of a protocol layer by taking into account parameters in other layers whereas the second approach is to merge several protocols into one component. Although the second approach can achieve better performance through closer interaction between protocols, the first approach is preferred in this thesis to keep the transparency between protocol layers. Figure 1.1 illustrates a simplified network protocol stack. The functions of each layer is described as follows [31]:



1. Physical (PHY) Layer: Physical layer focuses on the transmission of bits reliably over a point-to-point wireless link. The major functions performed by this layer are modulation, coding, diversity and power control.
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2. Medium Access Control (MAC) Layer: MAC layer controls how different users share the given spectrum. The spectrum allocation can be done through either deterministic or random access. 3. Network Layer: Network layer provides the means of transferring data sequences from a source to a destination. This layer performs network routing and dynamic resource allocation. 4. Application Layer: Application layer generates data to be sent over the network and processes the data received over the network. The main function is source coding. In the typical cross-layer design, the parameters in lower protocol layers are reported to higher layers. As shown in Figure 1.1, the interactions from higher to lower layers are also included in the design to exploit the application-specific characteristics of sensor networks. The application layer determines the special characteristics of the sensor networks that can be exploited by other layers. Many-to-one communication characteristic and energy constraint of the network place a load balancing constraint in the routing layer while collaborative processing allows the nodes to compress the data along the routes to the common sink. The asymmetry of constraints makes synchronization in the MAC layer energy efficient. PHY layer characteristics determine the amount of energy spent in packet transmission as a function of circuit energy and transmission energy, which can then be exploited to choose the best routing scheme. The PHY layer also provides the link quality indication (LQI) to the MAC, routing and application layers. LQI may be implemented using 8
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Figure 1.1: Interaction between the layers in sensor networks. receiver energy detection measurement, e.g., an estimate of the received signal power within the bandwidth of an IEEE 802.15.4 channel [44], a signal-to-noise estimation or a combination of these. LQI can be used to determine the scheduling at the MAC layer, the robustness of routing paths at the routing layer and the appropriate source coding at the application layer. Finally, the protocol actions at the MAC layer such as the action taken when the node is not receiving or transmitting a packet are helpful in optimizing the performance of the network at the routing layer.



1.3



Overview of Main Contributions



We address the following specific questions in this thesis:
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1. Can sensor networks be used in traffic monitoring? If so, are they capable of replacing the existing traffic monitoring technologies? 2. Is Time Division Multiple Access (TDMA) or contention-based random access more suitable to meet energy and delay requirements of sensor networks? Can their application-specific characteristics be used to achieve both energy and delay efficiency simultaneously? 3. Can we minimize the maximum delay of the nodes in a sensor network? Can we use their application-specific characteristics to decrease the delay? 4. How should we formulate the energy load balancing problem in sensor networks? What is the trade-off between energy and delay in choosing routing paths? 5. When is multi-hop routing energy efficient? 6. What is the trade-off between energy efficiency, fault-tolerance and accuracy in sensor network compression? 7. What is the optimal use of redundancy to achieve energy efficiency?



We begin by illustrating the use of sensor networks in traffic applications in Chapter 2. We analyze the detection capability of the sensor network technology based on the experiments performed with Sensys Networks’ magnetic vehicle sensor nodes [3]. Sensor nodes provide a vehicle detection accuracy higher than that of the current standard vehicle detection scheme based on inductive loops. Moreover, the speed estimates of two sensor nodes is more accurate than that obtained by video due to the higher sampling rate
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of the magnetic sensors. The high spatial density associated with the magnetic sensors also allows us to classify the vehicles and even re-identify them. The protocol developed in Chapter 3 then shows how to satisfy the delay guarantee and energy efficiency requirements of traffic monitoring applications with the goal of making this technology economically viable. In Chapter 3, we describe PEDAMACS. PEDAMACS is a TDMA (Time Division Multiple Access) MAC protocol that achieves both energy efficiency and delay guarantee. Although it is believed that there is a tradeoff between delay and energy, PEDAMACS demonstrates that one can achieve both by using special characteristics of sensor networks: many-to-one and asymmetric communication. These characteristics are exploited to efficiently discover the network topology and eliminate the synchronization overhead in the execution of the TDMA schedules. We show that a PEDAMACS network provides significant energy savings over random access networks even with sleep cycles by efficiently eliminating the energy wasted in collisions (requiring packet retransmissions), idle listening (even when no packets are received), overhearing packets that are not intended for the listening nodes and transmission of control packets that do not carry data. In Chapter 4, the scheduling problem for sensor networks is defined based on the conflict graph that takes into account the broadcast nature of the wireless links. The common scheduling problem in multi-hop networks employing a TDMA MAC protocol is to determine the smallest length conflict-free assignment of slots where each link or node is activated at least once. This is based on the assumption that there are many independent point-to-point flows in the network. In sensor networks where data are often transferred from the sensor nodes to a few central data collectors, the problem is to determine the 11



smallest length conflict-free assignment of slots during which the packets generated at each node reach their destination. This optimization problem is shown to be NP-complete. We furthermore show that the traditional scheduling algorithms based on giving equal chance to the nodes are not always successful at balancing the movement of the packets across the sensor networks. We propose scheduling algorithms that take into account the many-to-one communication characteristic of sensor networks to decrease the delay. In Chapter 5, maximizing the lifetime of a sensor network is formulated as a linear programming (LP) problem with the goal of determining optimal routing paths in the network. The many-to-one communication characteristic of sensor networks cause the nodes closer to the common sink be overloaded by relaying other nodes’ packets. The network lifetime is thus defined as the time duration until the first node dies to balance the load across the network. The routing algorithm is based on decomposing the LP solution into multiple routing trees. A distributed routing protocol is then proposed to implement this decomposition by a sequence of least cost path problems. In Chapter 6, we focus on introducing anytime delay guarantee into the energy efficient routing. We show that the traditional way of introducing delay constraint via capacity constraints only provides average delay performance, not anytime delay guarantee. Anytime delay guarantee is a restriction on the routing trees after the decomposition of the LP solution. The distributed algorithm is used for this purpose to illustrate the trade-off between delay and energy efficiency. In Chapter 7 on the other hand we extend the lifetime optimization problem to include multiple paths between each source and destination in the network to provide the resiliency of the network to link failures.
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Chapter 8 investigates the effect on multi-hop routing of physical layer and application layer characteristics. Multi-hop routing is known to increase the energy efficiency for the objective of minimizing the total energy consumption when the overall energy consumption of the communication is dominated by the transmission energy. However, in short-range communications, the sum of circuit and transmission energy needs to be considered. Moreover, the energy load balancing objective of maximizing the minimum lifetime of each node needs to be used instead of minimizing the total energy consumption. We show the dependency of multi-hop routing on these energy consumption components and energy efficiency objectives. In Chapter 9, we focus on the energy efficiency and fault tolerance of data compression schemes in multi-hop networks. The goal is to compress the quantized samples measured at the sensor nodes losslessly in order to limit the amount of data transmitted by the sensor nodes. It has previously been shown that Slepian-Wolf based coding provides higher energy efficiency than joint entropy coding model based on explicit communication in sensor networks [29]. We show that the fault tolerance of the former is so low that the latter may be preferred in the presence of link failures. In Chapter 10, we generalize the analysis in Chapter 9 by considering the errors occurring at the analog-to-digital converter, namely, quantization noise, circuit noise, aperture uncertainty and comparator ambiguity. The goal is to reconstruct the underlying sensor field to maximize point-wise accuracy instead of just collecting the quantized samples losslessly. We show that the previously proposed sampling schemes, Pulse Code Modulation (PCM)-style and dither-based sampling schemes, fail to decrease a subset of these errors above some finite sampling rate. An advanced dither-based scheme is proposed 13



with the goal of reducing all of these errors by increasing the density of the nodes. The energy consumption of the proposed scheme is analyzed to understand the trade-off between accuracy and energy consumption. In Chapter 11, we focus on the interaction between energy efficient routing and topology control. Given a set of sensor node locations, the idea is to place extra relay nodes to increase network lifetime by helping the existing nodes forward the packets. The problem is formulated as a nonlinear programming problem. A linear programming problem is then proposed as an approximation algorithm based on restricting the locations where the relay nodes are allowed to a square lattice. The approximation ratio is upper bounded and can be reduced at the cost of greater computation complexity. In Chapter 12, we conclude the thesis and discuss the future work. Chapter 2 has been prepared in collaboration with Sing Yiu Cheung. A version of Chapter 2 has been published in TRB conference, ITS World Congress and Journal of Transportation Research [22, 23]. A version of Chapter 3 is going to appear in IEEE Transactions on Mobile Computing [42]. A version of Chapters 5 and 6 is going to appear in ACM Wireless Networks WINET journal [43]. A version of Chapter 7 has been published in IEEE GLOBECOM [28]. A version of Chapter 8 has appeared in IEEE Communications Letters [41]. Chapter 9 has been published in IEEE VTC [27]. Papers based on the remaining chapters have been submitted.
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Chapter 2 Traffic Application



2.1



Introduction



Wireless magnetic sensor networks offer a very attractive alternative to inductive loops for traffic measurement in freeways and at intersections in terms of cost, ease of deployment and maintenance, and enhanced measurement capabilities. These networks consist of a set of sensor nodes (SN) and one access point (AP). A SN comprises a magnetic sensor, a microprocessor, a radio, and a battery. Each SN is enclosed in a 5”-diameter plastic case and glued to the center of a lane. A SN is self-calibrating. Sensor measurements are processed within the SN and the results are transmitted via radio to the AP, located on the roadside. The AP, housed in a 3”x5”x1” box attached to a pole or the controller, comprises a radio, and a more powerful processor. The AP processes the data received from the SNs. The results are sent to a local controller or to the Traffic Management Center (TMC). The AP is either line- or solar-powered. Figure 2.1 shows how such a network might be deployed together with the SN and AP produced 15
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Figure 2.1: Deploying sensor networks at intersection and freeway. by Sensys Networks [3]. Wireless sensing could revolutionize how information is collected for various transportation applications by providing measurements with high spatial density and accuracy. A network of wireless magnetic sensors offers much greater flexibility and lower installation and maintenance costs than loop, video or radar detector systems. The suitability for large-scale deployment of such networks makes it possible to collect traffic data that are presently not available, but are needed to analyze and control a transportation system. The availability of these data generates a new window of research opportunities for signal processing, communications, traffic operations and control. This chapter focuses on the extraction of information from experimentally obtained magnetic measurements. Sections 2.2 presents the results of the experiments for vehicle detection near an intersection and in a parking lot. Section 2.3 gives the estimation results for speed and length of the vehicles. Section 2.4 discusses the classification of vehicles based on magnetic signatures. Section 2.4.1 compares magnetic signatures with high scan-rate inductive loop signatures. Section 2.5 explores the re-identification of vehicles based on vehicle signatures. Section 2.6 concludes the chapter.



16



2.2



Vehicle Detection



2.2.1 Vehicle Detection at Intersection The experiment was performed on Martin Luther King Avenue, Berkeley, CA, on October 4th, 2004, 1-3 pm. One sensor node was placed just on top of the inductive loop in the middle of the lane. Ground truth of detection was established by a visual count from recorded video. In all 793 vehicles observed: Passenger vehicles (466); Wagons (41); SUVs (87); Vans (82); Pickup (87); Trucks(26); Buses (2); and Motorcycles (2). The node has a correct detection rate of 98% (8 overcounts and 7 undercounts out of 793 vehicles). The inductive loop has a correct detection rate below 86% (111 net overcounts out of 793 vehicles; it was not possible to separate loop undercounts and overcounts). The sensor measures mag(z), the magnetic field in the vertical direction, and mag(x), the magnetic field in the direction of the movement of the vehicle, sampled at 128Hz. The mag(z) signals are compared with a threshold, resulting in a sequence of 1’s and 0’s. If 10 successive values are 1 (above the threshold), vehicle detection is declared. When the signals for both mag(z) and mag(x) subsequently fall below the threshold for 0.25s, the vehicle is declared to have passed the sensor. The state machine coded in the SN processor sets a detection flag whose value is 1 for the time during which a vehicle is above the sensor, and whose value is 0 otherwise. Figure 2.2 displays the raw samples (left) of mag(z) from the passage of a single vehicle and the corresponding detection flag (right).
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Figure 2.2: Raw samples of mag(z) and detection flag; time (x-axis) is in seconds. Vehicle arrivals As successive vehicles pass over the sensor, the detection flag produces a corresponding sequence of pulses. When the flag switches from 0 to 1 is its uptime, and when it switches from 1 to 0 its downtime. The interval between an uptime and the subsequent downtime is the ontime. At a finer scale Figure 2.2 would show that the uptime occurs within 10 samples, i.e. in less than 0.1s immediately after the front of the vehicle just crosses the sensor. Thus the presence of a vehicle can be reported within 0.1s to a controller. The sum of the ontimes over a 30s interval divided by 30 is the occupancy of a loop detector. Thus a single sensor node produces measurements obtained from a single inductive loop in signal control and freeway traffic monitoring applications. Moreover, these measurements are made without the detector card used by a loop detector. In fact, more information can be extracted because each vehicle is individually measured. Each uptime indicates the arrival of a vehicle at the sensor. Figure 2.3 is a plot of vehicle arrivals during the first 10 minutes of an experiment performed on Hearst Avenue,
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Figure 2.3: Vehicle arrivals during the first 10 minutes. Berkeley, CA. One sensor node was placed in the middle of one lane of Hearst Avenue on February 23, 2004, 8-9pm. Each cross is the time when a vehicle crosses the node. The arrivals are bunched together in ‘platoons’ formed by the clearing of the queue behind the signal during each green phase. Successive platoons are one minute apart, which is the cycle time. The variability in platoon size implies that traffic is not saturated-the queue is cleared during each green phase. Typical signal control detection systems do not measure traffic downstream of a signal. But the figure shows that such measurements can reveal how well the signal plan is adapted to the traffic demand. The information in the figure is produced in real time by the sensor node itself, with no additional processing. The sensor nodes can be deployed in an arbitrary configuration to collect information for adaptive signal control [54]; for example, queue lengths at intersections can be measured by placing SNs as far upstream of the signal as needed.
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2.2.2 Vehicle Detection at Parking Lot The next experiment was performed at a parking lot on Hearst Avenue, on February 16, 2005. Four sensor nodes were placed along the middle of a target parking slot. Figure 2.4 displays plots of mag(x) and mag(z) measurements, and detection flag of two of the nodes, one in the middle and the other at the end of the parking space. A test vehicle was first parked in the left parking slot, then on the target slot and finally on the right slot. Since the magnetic field change decays rapidly with distance, the vehicle is not detected when it is parked to the adjacent slot. (This feature is also used to distinguish vehicles in different lanes on the road.) The detection algorithm is basically the same as that in the first experiment. The only difference is that the sensor is not allowed to re-calibrate itself even if the detection flag stays high for a very long time in the parking space.



2.3



Average vehicle length and speed



2.3.1 Estimation based on One Sensor The ontime or interval between successive uptime and downtime of the detection flag is the time during which a vehicle is above the sensor. Consider n successive vehicles, with measured ontimes t1 , t2 , ..., tn . (To fix ideas, take n = 11, for reasons put forward by Coifman et al. [24].) Suppose the unknown lengths of these vehicles (in meters) are l1 , l2 , ..., ln , and their (assumed) common but unknown speed is v (m/s). The n + 1
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Figure 2.4: Raw samples of mag(x) and mag(z), and detection flag of the sensor node in the middle (upper) and end(lower) of the parking space at the parking lot; time (x-axis) is in seconds.
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unknowns l1 , l2 , ..., ln and v satisfy n equations,



li = ti v, i = 1, ..., n.



(2.1)



If the distribution p(l) of vehicle lengths is known, one can obtain a maximum likelihood estimate of the vehicle speed vb, and the vehicle lengths, lbi = ti vb, i = 1, 2, ..., n.



(2.2)



As shown in [24], a robust estimate of the speed v is easily calculated as



l v= , t



(2.3)



wherein l is the median vehicle length and t is the median of the n observed ontimes t1 , t2 , ..., tn . We adopt this procedure, choosing n = 11 (as suggested in [24]) and also n = 5, for purposes of comparison. We take the median vehicle length as l = 5 meters. Figure 2.5 displays the 5-point and 11-point median vehicle speed estimates based on the data of the sensor node placed in the middle of the lane in Hearst Avenue, Berkeley, CA, on February 23rd, 2004, 8-9 pm. The 11-point estimate is smoother, as expected. With traffic flowing at 330 v/hr, the passage of 11 vehicles takes about 2 minutes, so the 11-point estimate corresponds to a 2-min average. Under a heavier traffic flow, say 2,000 v/hr, this would be a 20-second average. For freeway data, Coifman et al. [24] find that the standard deviation (σ) of a 10-point median speed estimate is 2.5 mph. So with probability 0.95, the estimates differ from 22



Figure 2.5: Vehicle speed using 5-point and 11-point median. the true average speed by less than 2 or 5 mph. A better estimate of speed and length is provided by the maximum likelihood estimate, which requires knowledge of the length distribution p(l). Using the speed estimate v for vb in (2) the vehicle length estimates are lbi = ti v, i = 1, 2, ..., n



(2.4)



Figure 2.6 shows the resulting frequency distribution of vehicle lengths.



2.3.2 Estimation Using Two Sensors Two sensor nodes were glued six feet apart, along the middle of a lane on Hearst Avenue, Berkeley, CA, on April 19th, 2004. Figure 2.7 shows the z-axis measurements of the nodes together with the detection flag from the threshold based detection algorithm. The speed of the vehicle is estimated as the ratio of the distance between the sensor nodes to 23
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Figure 2.6: Frequency distribution of vehicle length (m).



average minimum maximum median



video(mph) 29.2 20.1 46.3 28.9



SN (mph) 28.8 19.1 46.0 28.5



Table 2.1: Comparison of estimated speeds from a sensor node pair and video. the difference between the downtimes of the detection flags. The sources of error in this estimation are the synchronization errors and the different sensitivity of the sensors. Two cones were placed 22.6’ apart on the site to be used as landmarks for video processing. We compared the speeds estimated by the sensor nodes and the video. Summary statistics of the speeds estimated by the two methods are shown in Table 2.1, and the scatter plot of the speed estimates is shown in Figure 2.8. The overall statistics of the estimates from the two methods agree. Since the sampling rate of the magnetometer is 128Hz while the video frame rate is only 30Hz, the video estimates are less accurate and have a positive bias, even though the landmarks for the video are much further apart than the sensor nodes. 24
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Figure 2.7: Determining speed based on the magnetometer signals of two sensor nodes.



Figure 2.8: Comparison of speeds determined by two sensor nodes and the video.
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Figure 2.9: Distribution of vehicles types and estimated magnetic length by a node pair. Once the speed of the vehicles is found, the magnetic length of the vehicle is given by the product of its on-time and its speed. Figure 2.9 shows the distribution of the estimated magnetic length, which is consistent with the distribution of the vehicle types observed.



2.4



Vehicle Classification



One can estimate volumes of long vehicles (trucks) and short vehicles (cars) from 30second average single-loop measurements of occupancy and counts [62, 93]. However,
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classification of individual vehicles requires finer measurement. This section reports results of a simple classification scheme based on measurement of the earth’s magnetic field in both the vertical direction (mag(z)) and along the direction of the lane (mag(x)), each sampled at 64Hz. A vehicle’s samples (signature) are processed and two pieces of information are extracted. First, the rate of change of consecutive samples is compared with a threshold and declared to be +1 (-1) if it is positive and larger than (or negative with magnitude larger than) the threshold, or 0 if the magnitude of the rate is smaller than the threshold. The result is a ‘hill pattern’ of ‘peaks’ and ‘valleys’ in the vehicle’s mag(z) and mag(x) signature. The second piece of information is the magnetic length of the vehicle. In the first experiment, only the hill patterns are used to classify the vehicles into six types: passenger vehicles (1), SUV (2), Van (3), Bus (4), mini-truck (5), truck (6), and other (7). Figure 2.10 displays the signature and hill pattern from four passenger vehicles (PV). There are six plots per vehicle. The top row shows the signature, mag(z) and mag(x). The second row is the hill pattern. In each case the mag(z) profile shows a single ‘peak’ constituting the hill pattern (+1,-1) or one positive slope followed by one negative slope. In each case the mag(x) profile shows one ‘valley’ followed by one ‘peak’ constituting the hill pattern (-1,+1,-1). The third row gives the outcome of the algorithm, which classifies the signature into seven types. In each case the algorithm correctly decides that it is a passenger vehicle (type 1). Figure 2.11 displays the signature, hill pattern and classification of four SUVs. In three cases (top two and bottom right) the patterns of both mag(z) and mag(x) are different 27



Figure 2.10: Raw samples and hill pattern from four passenger vehicles. from the passenger vehicle pattern of Figure 7. These patterns are (-1,+1,-1) and (+1, -1, +1, -1) respectively, both different from the type-1 pattern. However, the vehicle on the bottom left is misclassified as a passenger vehicle, because the initial negative slope of mag(z) is too small in magnitude to cross the threshold, and mag(x) does not show the initial positive slope of the three other signatures. The misclassification may be due to several reasons. The two peaks in mag(x) in the three correctly classified SUVs are due to two masses of steel (ferrous material) separated by a significant gap. Such a distribution of steel is not detected in the misclassified SUV. A higher sampling rate might reveal the ‘missing’ peak. It is also possible that this SUV is built differently from the others, making its signature similar to that of a passenger vehicle. Also, a lower mag(z) threshold would reveal the small valley that is visible in the 28



X Figure 2.11: Raw samples and hill pattern from four SUVs.
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X Figure 2.12: Raw samples and hill pattern from four vans. raw samples. Lastly, if SUVs are longer than passenger vehicles, using length as a feature might lead to a correct classification. Figure 2.12 displays the signature and hill pattern for four vans. Three vehicles are correctly classified as Type 6, and one is misclassified. The van hill pattern for mag(z) is (+1,-1,+1,-1) and for mag(x) is (-1,+1,-1) (the same as that of a passenger vehicle). The mag(z) pattern for the misclassified vehicle does have the two peaks, but the first peak is too small to cross the threshold . Again, incorporation of length might have helped. Similar hill patterns are obtained for the two remaining classes, buses and mini-trucks (MT). Table 2.2 indicates that 24 out of 37 vehicles (63 percent) are correctly classified. The
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observed PV (15) SUV (7) Van (5) Bus (3) MT (7)



PV SUV Van Bus MT Van,MT 11 4 3 4 1 1 3 3 4 1 2



Table 2.2: Classification of vehicles by hill patterns scheme. observed FHWA-2 (22) FHWA-3 (12) FHWA-4 (3)



FHWA-2 FHWA-3 FHWA-4 22 6 6 3



Table 2.3: Classification of vehicles into FHWA index. FHWA (Federal Highway Administration) vehicle class 2 combines PV and SUV, class 3 combines Vans and MT, and class 3 comprises buses. From Table 2.3 we can see that 31 out of 37 vehicles (83 percent) are correctly identified in terms of the FHWA classes. Although the sample size is too small to make any firm judgment, the technique is very promising and suggests the following conclusions: Buses, vans and passenger vehicles are all correctly classified. The troublesome vehicles are SUVs and mini-trucks. The data in the first experiment do not contain any trucks. The second experiment provides a four-hour trace of measurements at a Weight-in-Motion station in San Leandro, CA. The magnetic signatures of 256 trucks were collected. Speed estimates were obtained by a node pair as described in Section 2.3.2; the speed estimate is used to obtain magnetic length. Ground truth is obtained from visual classification, based on the video recording. A simple algorithm uses the rate of change and length information to classify the trucks into five types: FWHA index 5,6,8,9 and 11.
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features X-hill and magnetic length Y-hill and magnetic length Z-hill and magnetic length XYZ-hill XYZ-hill and magnetic length



correct classification % 53.21 62.64 59.25 81.51 82.64



Table 2.4: Classification of trucks by hill patterns scheme. Table 2.4 shows the correct classification rates of the hill patterns scheme using different features. It indicates that 82% of 256 vehicles are correctly classified when the hill patterns of all the three axes and magnetic length are used. Surprisingly, even if the magnetic length is not used, the classification rate is above 80%. Unlike classification schemes proposed in [80], the ‘hill pattern’ classification can be carried out in real time, with very little processing.



2.4.1 Comparison with Loop Signature-based Classification We compare magnetic signature-based classification with two studies that use signatures from inductive loop signals scanned at a high rate (about 140 Hz). A survey of studies that use inductive loop signatures is provided in [80]. The studies use seven categories, slightly different from each other. The loop-based studies are all based on pattern recognition methods. All these studies use length as an important feature. Two sets of schemes are tested in Sun [80]. The first, called ‘decision-theoretic’ methods, uses the features of length, largest magnitude of the measured inductance, variance and skewness (defined as the third or fourth central moment of the signal).
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Figure 2.13: Decision tree for classification into 7 types of vehicles: Source [80]. Significant pre-processing of the raw data is needed to extract the features. As explained in [80, 7]: (1) the signal magnitude must be normalized; (2) the ontime must be multiplied by speed to convert the time axis into length; and (3) a spline function must be interpolated through the raw samples and the result re-sampled so that each signature has an equal number of sample points. The decision-theoretic methods use a heuristic ‘decision tree’ like the one shown in Figure 2.13. The procedure works as follows. The six thresholds b1 , ..., b6 are selected to give the best results for a ‘training set’ of vehicles. Length is compared with four thresholds b1 , ..., b4 to give five regions, namely, (0, b1 ), (b1 , b2 ), (b2 , b3 ), (b3 , b4 ), (b4 , ∞). If the length falls within the middle three intervals, the vehicle is immediately classified as Type 3, 4 or 5. If the length falls into the first interval, it is classified Type 1 or 2, and the magnitude of the signal is then compared with b5 to resolve its type (1 or 2). Similarly, if the length is larger than b4 , it is classified Type 6 or 7, and the ambiguity is resolved by comparing its skewness with the threshold b6 . Evidently, length plays a dominant role in the classification. 33



The second set of classification schemes in [80] uses a neural network with additional features, including Discrete Fourier Transform and Karhunen-Loeve Transform coefficients. The final scheme uses a total of 51 features. Extracting these features requires much computation. These schemes correctly classify 80 percent of the vehicles. In summary, it appears that magnetic signatures are better than inductive-loop signatures in terms of (1) computational burden, (2) improved sensitivity (speed and length are not used), and (3) implementation. The improved sensitivity is explained next. The sensor node uses the HMC 1001/1002 Honeywell chip, whose magneto-resistive sensors convert the magnetic field to a differential output voltage, capable of sensing magnetic fields as low as 30µGauss. (The earth’s field is between 250 and 650 mGauss.) Ferromagnetic material, such as iron, with a large permeability, changes the earth’s magnetic field. The voltage change is sampled at 128Hz to give the signature. The magnetic field is a three-dimensional vector. The vehicle detection and classification is based on mag(z) and mag(x)-the change in the vertical direction and along the direction of the vehicle’s motion. Figures 2.10,2.11,2.12 show some signatures. The magnetic sensor is passive, and energy is consumed in the electronic circuit that measures the change in the resistance and the A/D conversion. By contrast, the inductive loop is an active device: a 6′ × 6′ copper loop is excited by a 20kHZ voltage, creating a magnetic field. Conducting material passing over the loop lowers the inductance. The loop detector card measures the change in the inductance. Special high scan-rate detector cards used for vehicle classification sample the inductance at about 140Hz. The tiny magnetic sensor measures a highly localized change. As the vehicle travels 34



Figure 2.14: Inductive loop signature from pickup truck (left) and passenger car (right): Source [70]. over the sensor, it records the changes in the fields caused by different parts of the vehicle. By contrast, the 6′ × 6′ standard loop geometry results in the “integration of the inductive signature over the traversal distance which can remove distinctive features from the inductive signature” [69]. So the standard loop is not ideal for vehicle classification. Figure 2.14 reproduces the inductive loop signatures of a pickup truck and a passenger car. Magnetic signatures clearly provide much more detail.



2.5



Vehicle Re-identification



Vehicle re-identification techniques can be employed to estimate turning movements at an intersection or roundabout, and to estimate travel times. Vehicle re-identification is based on matching the signature of the vehicle at a downstream sensor node with the vehicle’s corresponding signature at an upstream sensor node. Four sensor nodes were placed on a lane in Richmond Field Station, Richmond, CA, on February 23, 2005, as shown in Figure 2.15. Five sets of data are recorded for each of the three test vehicles: Toyota Tercel, Toyota Camry and Ford Taurus. The speed
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5 Figure 2.15: Configuration of the nodes for re-identification experiment. determined by a node pair is used to normalize the magnetic signatures of the vehicles. One run of each vehicle is recorded as a test signature. Each subsequent run of any vehicle is correlated with each test signature, and the vehicle whose test signature gives the maximum correlation is declared to be the detected vehicle. Correct detection is made each time. Note that the different runs of the same vehicle are not aligned relative to the sensor nodes.



2.6



Conclusion



Vehicle detection systems based on wireless sensor networks are attractive because of their low cost, ease of installation and flexibility of deployment. This chapter examined their detection capability. Sensor nodes provide count accuracy exceeding 98 percent; and achieve a 90 percent accuracy in average vehicle length and speed estimates with a single sensor. Two magnetic sensors achieve vehicle speed estimation better than video. The localized change associated with the magnetic sensor allows us to classify the vehicles with over 80 percent accuracy.
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For the immediate future, we plan to work in several directions. We will soon conduct extensive tests on freeways for vehicle detection, classification, speed estimation and reidentification. We also plan to conduct experiments with sensors placed on bridges and freeway connections, where it is difficult to cut the pavement to install loop detectors. The absence of detectors at these locations (where congestion often occurs) leaves a significant gap in freeway traffic monitoring. Over the longer term, we will explore other sensing modalities, including temperature and fog sensors, and accelerometers. The interesting characteristic of the sensor network is that the same communication and node architecture can be used to process and communicate measurements from different sensors. The PeMS project [2] has shown the value of traffic data for measuring and improving freeway performance. The project also shows how difficult it is to maintain California’s loop detector system. Wireless sensor networks may provide the ideal low-cost, accurate traffic surveillance system needed to improve our transportation system.
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Chapter 3 Energy Efficient Medium Access Control Protocol: PEDAMACS



3.1



Introduction



The medium access control (MAC) protocol, which determines how the radios are operated, has a decisive influence on the battery lifetime and delay guarantee of sensor networks. MAC protocols are of two types: random access and time division multiple access (TDMA). Modifications to the standard random access scheme seek to reduce a node’s useless radio activities such as idle channel listening, overhearing packets not intended for itself, and packet transmission collisions. One proposal uses a separate ultra-low power ‘wake up’ radio that constantly listens to the channel and wakes up the main receiver when a packet is about to arrive [52]. Another proposal, the S-MAC protocol [92], uses an ‘inband’ signaling scheme, based on the RTS/CTS packets as in IEEE 802.11, to reduce 38



overhearing; and periodic listen and sleep modes to decrease idle listening. These proposals achieve power savings up to a factor of 10 over the standard scheme, at a cost of increased hardware or control complexity. The proposals do not improve delay guarantees. TDMA systems, by contrast, are more power efficient since they allow nodes to enter inactive states until their allocated time slots. TDMA schemes based on scheduling of nodes that are one hop away from the base station [53, 87] are not suitable for multi-hop sensor networks. On the other hand, schemes that schedule nodes in a multi-hop network based on graph coloring heuristics to construct minimum length schedules [74, 15] do not propose an energy efficient method to synchronize nodes, discover routes, or to determine interferers beyond the transmission range. Even recent TDMA schemes that emphasize energy efficiency such as TRAMA [72] ignore synchronization inaccuracy and interferers, and trade delay for energy efficiency as in S-MAC. This chapter proposes a very energy efficient scheme that discovers the network topology, and keeps nodes synchronized to properly execute a TDMA schedule. The scheme, PEDAMACS (Power Efficient and Delay Aware Medium Access Protocol for Sensor Networks), can be used for multi-hop networks with one characteristic: all data packets are destined for the same node, called the access point, which has sufficient transmit power to reach all other nodes in one hop. For these networks, PEDAMACS is much better than existing random access protocols in terms of network lifetime and guaranteed delay. The rest of the chapter is organized as follows. Section 3.2 presents the assumptions necessary for the execution of the protocol. Section 3.3 describes PEDAMACS. The protocol is extended for more general communication patterns and networks in Section 39



3.4. Simulation results comparing the performance of PEDAMACS with different random access networks are in Section 3.5. Section 3.6 collects some conclusions.



3.2



Assumptions



Proper execution of the PEDAMACS protocol places the following conditions on transmission power, data traffic, link conditions, and routing:



1. The wireless network consists of one access point (AP) and several sensor nodes. As needed, the AP can reach all the sensor nodes in one hop. The path from a sensor node to the AP comprises several hops. The case when not all nodes are a single hop from one AP is considered in Sections 3.4.2 and 3.4.3. Sensor nodes can adjust their transmission power (e.g. Berkeley mica nodes [71]). 2. Sensor nodes periodically generate data, possibly at different rates, for transfer to the AP. The scheme easily extends to cases when only some nodes forward data to the AP. The generalization of the protocol for event-driven rather than periodic data generation is described in Section 3.4.1. 3. Links are bidirectional. This is required for proper functioning of network protocols such as distributed Bellman-Ford algorithms [66]. Bidirectionality is achieved if all sensor nodes transmit at the same power. Differences in actual transmission power due to the hardware differences are compensated by setting up links based on received signal strength as explained in Section 3.3.2.
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4. Sensor nodes have low mobility. For high mobility, the scheme may fail to perform well in terms of delay (See Section 3.5.4). 5. Any routing protocol based on minimizing an additive link cost metric, e.g. [20], can be used in conjunction with PEDAMACS protocol.



3.3 3.3.1



The PEDAMACS protocol Transmission ranges



PEDAMACS nodes have three power levels, Pl > Pm > Ps , corresponding to three transmission ranges rl > rm > rs . The largest transmission power level, Pl , is used only by the AP to broadcast its coordination packets to all sensor nodes in one hop. The smallest transmission power level, Ps , is used by all sensor nodes to forward their data packets to the AP over multi-hop paths. Ps is small to reduce power consumption, but large enough to maintain network connectivity. When a node transmits its data packet at power level Ps , some nodes can decode that packet with an acceptable bit error rate (BER). These nodes are its neighbors. Some other nodes receive the packet at a signal level that is too weak to decode, but strong enough to interfere with another signal. These nodes are its interferers. The local topology of a node comprises its neighbors and interferers. Nodes transmit at the medium transmission range level, Pm , to discover their local topology, as explained later.
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3.3.2



Protocol phases



The protocol operates in four phases: topology learning, topology collection, scheduling, and adjustment. In the topology learning phase, each node identifies its (local) topology, i.e. its neighbors, interferers, and its parent node in the routing tree rooted at the AP obtained according to some routing metric. In the topology collection phase, each node sends its local topology information to the AP so, at the end of this phase, the AP knows the full network topology. At the beginning of the scheduling phase, the AP broadcasts a schedule. Each node then follows the schedule, and sleeps during time slots when it is not scheduled to transmit a packet or to listen for one. The adjustment phase is triggered as necessary to learn the local topology information that was not discovered during the topology learning phase or to discover changes. We now describe each phase in more detail. The appropriate packet structures are displayed in figure 3.1. The basic TinyOS packet has a 5-byte header, a 30-byte data payload, and a 2-byte CRC.



Topology learning phase The phase begins when the AP broadcasts (at level Pl ) a topology learning coordination packet to all the sensor nodes. The packet includes current time and next time. All nodes synchronize with current time. They stop transmitting and listen for the next AP coordination packet at next time. Following the topology learning coordination packet, the AP floods the network (at level Pm ) with the tree construction packet. This packet contains the cost of the transmit-
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(b) topology learning, topology collection and adjustment coordination packets 1B cost



(c) tree construction packet



1B 1B 1B 1B 1B 1B 1B node node node no. of nbr1 ... no. of intf1 ... ID level parent nbrs intfrs (d) local topology packet 16B 1B 1B 1B 1B 1B 1B current, slot no. of node node no of node next time seq no nodes ID ... ID nodes ID ...



data



(e) scheduling packet 1B 1B 1B 1B 1B node no. of nbr1 ... no. of intf1 ... intfrs ID nbrs (f) data packet



1B 1B 1B 1B 1B 1B node no. of nbr1 ... no. of intf1 ... node ID intfrs ID nbrs (g) adjustment topology packet



...



Figure 3.1: (a) TinyOS packet structure, (b)-(g) packet structures used in the four protocol phases, excluding the packet header and CRC. ting node in the routing tree, e.g. minimum number of hops to reach AP. Upon reception of a tree construction packet, a node first decides whether it comes from a neighbor or interferer based on the received signal strength according to its interference model. If the transmitting node is a neighbor of the receiving node and is the next hop on a path of smaller cost than previously learned paths, the receiving node updates this cost by including its own cost and rebroadcasts the tree construction packet. It also keeps this neighbor or interferer node information associated with its cost and received signal strength in an array. At the end of the flooding, it chooses its parent node to be the next hop neighbor on the least cost path to the AP. Any interference model can be adopted in PEDAMACS. We illustrate one model.
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The condition for successful reception of packets is that signal-to-interference-plus-noise ratio (SINR) is greater than a threshold β, which depends on the acceptable BER, detector structure, modulation/demodulation scheme, and channel coding/decoding algorithm. On the other hand, SINR depends on the channel, interference, antenna gain and transmission power. The SINR from node i to node j at shortest range is



SIN Rij =



i Im,j



ij Pr,s , i + Il,j + σ2



(3.1)



ij in which Pr,s is power received at node j from the transmission of node i at transmisi kj sion power Ps , σ 2 is the receiver thermal noise power, Im,j = Σk6=i,j,|d(k,j)|≤rm Pr,s is the



interference power at node j from transmitters other than node i inside its medium transkj i mission range and Il,j = Σk6=i,j,|d(k,j)|>rm Pr,s is the interference power at node j from



transmitters other than node i outside its medium transmission range, where |d(k, j)| is the distance between nodes k and j. Use of the medium range level, Pm , allows nodes to determine the interferers inside i i i i the medium range and eliminate the term Im,j . The total interference, Itot,j = Im,j + Il,j ,



is constant for the same configuration of the nodes. Therefore, the larger the ratio



Pm Ps



the system uses, the higher is the probability of correct reception of packets due to the increase in



i Im,j i Il,j



but the larger is the delay the system experiences due to the increasing



number of interferers in the system. The effect of this ratio on the delay and the number of data packets successfully reaching the AP is examined in Section 3.5. (Previously i proposed TDMA protocols assume that Pm = Ps so Im,j = 0 [74, 15]). ij Since the reception power at medium range transmission Pr,m is related to that at
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ij ij ij Ps , the SINR from node i to node j at shortest range transmission Pr,s by Pr,s = Pr,m Pm



shortest range can be calculated from



SIN Rij =



ij Ps Pr,m Pm i Il,j + σ2



.



(3.2)



If the medium range is large enough to cover almost all interferers, one can ignore i ij the term Il,j and calculate SIN Rij based on received signal strength Pr,m upon reception



of the tree construction packet. If SIN Rij > β then nodes i and j are neighbors at the shortest range, otherwise they are interferers. A more elaborate interference model, in which subsets of interferers can transmit together based on the β value that can be tolerated, is beyond scope of this chapter. Choosing β large enough is important in providing reliable routing paths in the network since the nodes are to be scheduled without retransmission during the scheduling phase. To get an estimate of β, we measured successful reception probability and asymmetry of the links between Berkeley mica2dot motes as a function of the received signal strength. Figure 3.2 shows that the reception probability is above 0.95 if the receive signal strength is above a certain value, which is −85dBm in this case. Figure 3.3 shows the asymmetry of the links at different received signal strengths. The asymmetry of a link (i, j) is measured by the absolute difference between the reception probabilities at node i and j. We observe from the figure that if the signal strength is larger than a certain value, which is −80dBm in this case, the links can be considered bidirectional. Since there are no interfering nodes in this experiment, comparing SIN R to the threshold β is equivalent
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to comparing the received signal strength at medium range to another threshold,



ij Pr,m ≥ α PPms ,



(3.3)



where α = βσ 2 is equal to the threshold for good link quality at shortest transmission range, which is 10−8 mW in this case. Simulations in Section 3.5.6 give an estimate for Pm Ps



that eliminates the interference. A more elaborate scheme can be used for the cases



where the medium transmission range is not large enough: α should be replaced by α+Iβ i where I is the upper bound on Il,j . This is beyond the scope of this chapter. 1
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Figure 3.2: Reception probability versus received signal strength for Berkeley mica2dot motes. A random access scheme is used in the topology learning phase, because the nodes do not (as yet) have a transmission schedule. The scheme is designed so that, at the end of this phase, almost all nodes can correctly determine their neighbors and interferers with high probability. We adopt a carrier sense multiple access (CSMA) scheme similar to IEEE 802.11 [68]. The nodes listen for a random time before transmitting, and then 46
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Figure 3.3: Link asymmetry versus received signal strength for Berkeley mica2dot motes.



transmit if the channel is idle. A random delay is added before carrier sensing to further reduce collisions.



Topology collection phase At the end of this phase, the AP has complete topology information. The phase starts with a broadcast by the AP of the topology collection packet at the next time announced in the topology learning packet. This packet, too, contains both the current time (for synchronization) and the next time at which the AP will broadcast the next coordination packet. Upon receiving the topology collection packet broadcast by the AP, each node transmits its local topology packet, listing the node’s parent, neighbors, and interferers, to its parent using the shortest range transmission. The topology collection phase also uses a CSMA scheme. However, because a collision will lead to the destruction of the local topology information of at least two nodes, the 47



CSMA scheme by itself cannot guarantee that the AP will receive the full topology information. So the scheme is modified to include an implicit acknowledgement, which occurs when a node detects the transmission by its parent node to the latter’s parent (packets from nodes at level 1 are explicitly acknowledged by AP, which retransmits all the packets it has received), or an explicit acknowledgement as in IEEE 802.11 [68].



Scheduling phase The AP explicitly schedules all the nodes, based on its knowledge of the complete network topology. The scheduling frame is divided into time slots. A slot extends the packet duration by a guard interval to compensate for synchronization errors. At the beginning of the phase, the AP broadcasts the scheduling packet. As with other coordination packets, this packet contains the current time for synchronization, and the next time when the next coordination packet will be broadcast, in addition to the schedule. At the beginning of the scheduling frame, each node generates data packets, which are sent to the AP according to the schedule using the shortest transmission range level, Ps . The data packets include the data that are to be sent to the AP, together with any new topology information, consisting of the nodes’ neighbors and interferers, discovered during the adjustment phase since the last topology learning and collection phases. If the packet length is not enough to carry all new topology information, this information is included in a round robin fashion in each data packet. The length of the data field in the packet depends on the application. The schedule determines the time slots when the nodes are allowed to transmit. When a node receives a packet, it does not attempt to transmit it immediately. Instead, it en48



queues the packet and sleeps until its next scheduled time slot. The scheduling algorithm ensures that all packets reach the AP by the end of the scheduling phase. The algorithm used here can be based on the coloring of the original conflict graph [74] for a general communication traffic or a linearized version of the conflict graph for all-to-one traffic with the AP as the data sink as will be described in Chapter 4. The guard interval is a small fraction of the total slot duration. Since the AP reaches all the nodes with the same packet, the error in synchronization from the delay between time-stamping and sending the packet at the transmitter is eliminated. Since the range of the AP is on the order of hundreds of meters, the propagation delay is also negligible (a few µsec). Based on the assumption that all the nodes run the same software, all the nodes timestamp the packet at the same time. Therefore, the only synchronization error in this application comes from clock skew, the difference in the clock tick rates of the nodes. Typical clock drift of a sensor node in 1 sec is 30–50 µsec. If the packet generation period at each node is 30 sec, the maximum clock drift will be 0.9–1.5 msec compared with 14 msec, the duration of the packet transmission of one 37-byte TinyOS packet at 50 kbps [71]. Additional coordination packets can be transmitted by the AP between the beginning and end of the scheduling phase to decrease this guard interval even further.



Adjustment phase This phase is included at the end of the scheduling phase to identify the complete network topology, detect the movement of nodes or the addition of new nodes as needed depending on the application. If the number of successfully scheduled nodes is not 100 percent, this means that some conflicting nodes may have been scheduled for the same slot during the 49



scheduling phase due to incorrect topology information at the AP. However, restarting the topology learning phase may cause a delay for the packets of successfully scheduled nodes if the percentage of these nodes is not too low. The adjustment phase helps the protocol to update the schedule for small changes in the topology without restarting the topology learning phase. Another reason for the decrease in the percentage of successfully scheduled nodes may be the unstable links between the nodes and their parents. This can be handled by generating redundant data in the network or sending the data over multiple paths as will be described in Chapter 7. The adjustment phase begins when the AP broadcasts to all the sensor nodes an adjustment coordination packet. The packet includes current time for synchronization and next time for the broadcast of the next coordination packet. The backoff window size is calculated by subtracting the packet transmission time and guard interval from the length of the adjustment phase, which is equal to the difference between next time and current time. The nodes wait for a random time chosen from the backoff window size and transmit their adjustment topology packet with the new topology information if the channel is idle. Meanwhile, they can receive other nodes’ packets. The adjustment phase uses medium transmission range level, Pm , to detect interferers and neighbors. If the nodes detect any new neighbors or interferers in this phase, they include this information in their data packets transmitted during the scheduling phase. They also include this information in their adjustment topology packets in the next adjustment phase so that the information is guaranteed to reach the nodes that can successfully send their data packets to the AP during the scheduling phase. Based on this information, the AP may update the routing paths and/or correct the schedule if necessary. 50



3.4



Extension of PEDAMACS



Up to now, we have assumed that there is only one AP in the network and every sensor node periodically generates data for transfer to the AP. The system framework, however, is quite flexible and can be generalized in many ways. Sections 3.4.1, 3.4.2 and 3.4.3 respectively indicate extensions of the algorithm to handle non-periodic data generation, existence of more than one AP, and nodes located beyond the longest range of the AP.



3.4.1 Event-driven Sensing Suppose sensor nodes generate data packets to be transferred to an AP only upon the occurrence of an event such as fire or security breach. This network can still use TDMA scheduling with slight changes on the use of time slots assigned to each node. The main idea of extending the scheduling algorithm for periodic data generation to event-driven sensing applications is that the slots assigned to the nodes do not have to be used. When there is no event, the nodes only wake up to receive the scheduling packet to keep synchronized and to check whether there is any transmission in the slots they are assigned to receive a packet. During these slots, they only listen to the channel for the duration of the guard interval plus the length of preamble. If there is a packet, they continue to listen, otherwise they put their radio back in sleep mode. When there is an event, they use their assigned slot to transmit their own packet and the other nodes forward their packets even if they do not detect any event.
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3.4.2 More than One AP Consider a network with more than one AP and sensor nodes that periodically generate data for transfer to one of the APs. Including more than one AP in the system increases the coverage of the network, brings scalability to the system and makes the system distributed by eliminating single point of failure, which is the AP. The PEDAMACS system requires two modifications to include more than one AP. First, the coordination packets of neighboring APs should not be transmitted at the same time to avoid the interference at the sensor nodes. Second, the APs should take into account the interferers that are outside their longest range while generating the schedule. After distributing the APs, the largest transmission power level, Pl , of each AP should be adjusted so that all the sensor nodes in the network can be reached by at least one of them. If not all nodes can be reached, the extended version of PEDAMACS described in Section 3.4.3 should be used. The APs avoid interference at the sensor nodes from the transmission of more than one coordination packet by generating schedules among themselves. The schedules consist of time slots that are long enough to carry one coordination packet. The protocol that assigns time slots and power levels to the APs and time slots to the sensor nodes then operates as follows. At the beginning, the time slots for the APs are adjusted so that only one AP transmits a coordination packet at a specific time slot. In the topology learning phase, the APs transmit their topology learning coordination packet in their prespecified time slots. The coordination packets include additional fields for the ID of the AP and the time for the end of the transmission of coordination packets. A sensor
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node will hear zero, one or more than one topology learning coordination packet. Each node then retransmits the tree construction packet if it arrives on the minimum cost path from an AP that contains it inside the longest range if the node has heard from one or more APs, or if it is coming on the minimum cost path from any AP if the node did not hear from any AP. The node then determines its neighbors, interferers and next hop on the minimum cost paths to each of these APs. In the topology collection phase, each node sends its topology information to each of the APs it is connected to on the corresponding minimum cost path while choosing a subset of them for sending data packets during the scheduling phase. Based on the topology information about the number of the nodes inside the transmission range of more than one AP or no AP at all, the APs can decide to decrease or increase their transmission power and restart the topology learning and collection phases. When the APs are satisfied with their coverage, the conflicting APs are determined to be the ones that have common sensor nodes inside their longest range. The APs are assigned colors so that no two conflicting APs are assigned the same color (e.g. a simple algorithm that constructs a ∆ + 1-coloring in at most n steps is given in [55] for ∆ and n being the maximum degree of a vertex and the number of vertices respectively in the graph with vertices as APs and edges between the conflicting APs). The APs assigned to the first color then find the schedule and broadcast this information to sensor nodes and neighboring APs. Neighboring APs with the next color assign the time slots to the nodes inside their range, taking into account the already assigned common nodes, which are defined to be the nodes inside their range and the range of at least one of the APs of previous colors, and the interferers inside the range of another AP. The APs 53



corresponding to each color consider the schedules of the APs of the previous colors in this way. Since the length of the schedules are only affected by the common nodes with the conflicting APs and the interference coming from neighboring APs and the schedules of sufficiently separated APs are not affected from each other, the resulting system is scalable.



3.4.3 Handling Nodes Outside the Range of AP Consider a network in which some sensor nodes cannot hear a coordination packet from the AP. Extending PEDAMACS to include these nodes in a TDMA schedule increases the coverage of the network, at the cost of increased synchronization overhead and delay. PEDAMACS requires modifications to handle the discovery of nodes outside the range of the AP and relay of scheduling coordination packets for their synchronization and TDMA schedules. During the topology learning phase, even if the nodes do not hear the topology learning coordination packet, they can still be discovered. Upon reception of a tree construction packet, a node retransmits it if it arrives on the minimum cost path from an AP while determining its neighbors and interferers. When it starts to hear local topology packets, the node understands that the topology collection phase has started and transmits its local topology packet to the AP on the minimum cost path. Inside the local topology packet, the node also indicates that it did not hear the coordination packets to inform the AP and their ancestors in the tree that it is outside the range of the AP. In the scheduling phase, the scheduling packets need to be replicated for the nodes that cannot
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hear the coordination packets at the parent of each of these nodes. This new network structure is in fact a combination of a pure PEDAMACS network and a pure multi-hop network. Apart from an increase in the synchronization overhead, the system will experience greater delay and energy consumption compared to the pure PEDAMACS. Denote by δ the clock offset resulting from the difference between the timestamping of the packet at the transmitter and receiver. Call the extra depth of the routing tree at the nodes that cannot hear the coordination packets l. At the end of synchronization, the maximum clock offset among the sensor nodes is (l + 1)δ. Therefore, the guard interval at the beginning of each slot should be increased by lδ. (The clock drift is already included in the guard interval and does not depend on the nodes outside the range of the AP.) If the slot duration that does not consider the nodes outside the longest range of the AP is ts , the new schedule length will be ts + lδ, which causes an increase of a factor of



ts +lδ ts



in



the delay and listening energy consumption.



3.5



Simulation



The purpose of our simulations is to evaluate the effectiveness of PEDAMACS protocol by examining each phase separately, comparing it with protocols having different energy conserving features in terms of delay and energy consumption, and analyzing the effect of interference on the performance of the protocol. The simulation environment is TOSSIM [5], a discrete event simulator for TinyOS [71], the operating system developed for the Berkeley sensor nodes. In the simulations



55



the nodes are randomly distributed in a circular area of radius 100 units. The transmission range is chosen to be slightly larger than the threshold necessary for network connectivity [60]. The results discussed below are averages of the performance of ten different random configurations, unless otherwise stated. Variations around the averages are presented in [25]. The window sizes and the delays are given in units of bit time—the radio tick period, so the absolute time delay for any data rate is the product of the number of bit times and the radio tick period. The sensor network lifetimes are estimated for a 50 kbps transmission rate. Shortest path routing is used in the simulations. The average depth of the resulting routing trees is 4.4, 5.2 and 7 for 20, 30 and 60 nodes respectively; correspondingly the average number of neighbors is 4.6, 5.0 and 5.5. The data packet length is 37 bytes, the control packet length is 10 bytes. The schemes assume that



rm rs



= 1 unless otherwise



stated to make a fair comparison between the existing protocols that do not take interference into account. Section 3.5.1 aims to understand the effect of different random access schemes in reaching the nodes in the network in the topology learning phase. Section 3.5.2 describes the simulation of different CSMA schemes based on implicit and explicit acknowledgement for the topology collection phase. Section 3.5.3 gives the performance of the topology adjustment phase. Section 3.5.4 compares the delay and energy performance of PEDAMACS with different random access schemes. Section 3.5.5 focuses on self-configuration speed of PEDAMACS. Section 3.5.6 proves the advantage of taking interferers into consideration in PEDAMACS in terms of the number of packets success56



fully received at AP.



3.5.1 Topology Learning Phase A random access scheme similar to IEEE 802.11 protocol [68] is used in this phase, because the nodes do not (as yet) know their topology information. Before transmitting a packet, the node waits for the channel to be idle for a certain time, randomly chosen from the backoff window size. The backoff window size is chosen large enough to create a phase difference between the packet transmissions. The node then chooses another random listening time from listening window size and decreases it by 1 at each radio clock tick, generated at the transmission rate (e.g. 50 kbps), so long as the channel is idle for the last Inter Packet Interval (IPI) time (corresponding to the Inter Frame Space (IFS) in 802.11). The listening window size is chosen large enough to avoid collisions. The node starts to transmit when the listening time decreases to 0. Meanwhile, the node can receive another packet and return to the same state it has left. Figure 3.4 shows the percent of nodes that the tree construction packet reaches in flooding for different backoff and listening window sizes. All nodes are reached if the backoff window size is large enough. Even with small window sizes, the tree construction packet reaches more than 99% of the nodes. This means that the average number 5 of neighbors is large enough so that if a node does not receive a flooding packet from one of its neighbors, it can still connect to AP via other neighbors. The delay increases from 10 to 100 kbit times as the backoff window size increases, equivalent to 0.2-2 sec at 50 kbps [25].
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Figure 3.4: The number of nodes reached by flooding as a percentage of the number of nodes that are theoretically reachable for 30 nodes.



3.5.2



Topology collection phase



The random access scheme used in the topology learning phase is augmented with an acknowledgement for the topology collection phase to guarantee the successful arrival of all packets in the network. The schemes use either implicit or explicit acknowledgement. For both types of schemes, we choose the backoff window size large enough to ‘break’ transmission synchronization and to enable the reception of 100% of nodes’ packets at the AP. The implicit acknowledgement algorithm, denoted implicit random in the figures below, is based on listening to the packets transmitted by the parent. The non-acked packets are retransmitted after a certain timeout time, called acknowledgement window size. If the window size is too small, the nodes will increase the load in the network by re-sending the packets even though these packets are still in the queue awaiting transmission. If the window size is too large, the nodes will wait for an unnecessarily long time. We assume that
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the system can adaptively adjust the acknowledgement window size to get the minimum delay and we use this value for comparison to other protocols. The explicit acknowledgement algorithm, denoted IEEE 802.11 in the figures, adopts RTS/CTS/DATA/ACK mechanism used in IEEE 802.11 [68]. RTS/CTS control packets are used to acquire the channel before data packet transmission and include a duration field that indicates how long the remaining transmission will be. So if a node receives an RTS or CTS packet destined for another node, it puts its radio in sleep mode and does not transmit during this time. This is called virtual carrier sense and overhearing avoidance. Physical carrier sense is performed at the physical layer by listening to the channel for a randomized carrier sense time, similar to the CSMA scheme described in Section 3.5.1. The backoff and listening window sizes are chosen to be smaller than those used in implicit acknowledgement scheme by a factor of the ratio of data packet length to RTS control packet length for a fair comparison. Figure 3.6 shows that the delay experienced by explicit acknowledgement is slightly smaller than that for the implicit acknowledgement scheme since the former knows immediately whether the transmission is successful whereas the latter has to wait for the acknowledgement window size. Also, Figure 3.9 shows that the explicit acknowledgement scheme slightly reduces the energy consumption in listening and reception by putting the radio in sleep mode during neighboring nodes’ transmissions while causing an increase in transmission energy through RTS/CTS/ACK control packets. The resulting lifetime shown in Figure 3.8 is almost the same for the implicit random and IEEE 802.11 schemes. Therefore, the explicit acknowledgement scheme, which does not require any adaptive scheme for acknowledgement window size adjustment, is better for topology collection 59
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Figure 3.5: The average number of neighbors that are discovered as time evolves for different backoff window sizes corresponding to different adjustment phase lengths for a 60-node random network. phase.



3.5.3 Adjustment Phase Simulations show that the number of successfully scheduled nodes increases from 90% to 95% as backoff window size increases. This can be increased further by enlarging the backoff window size enabling the nodes to hear from a larger number of their neighbors by increasing the number of successful transmissions. Another alternative is to start the adjustment phase to help the nodes learn about their remaining neighbors and interferers. Figure 3.5 shows the rate of detecting these neighbors from the start as a function of the time for consecutive adjustment phases. The time at which the nodes learn about all of their neighbors is almost independent of the backoff window size whereas the rate of increase is larger for smaller window size. The total time to discover the neighbors, which is 5.5 on average, is 40 kbit times, which is less than 1 sec at 50 kbps.
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3.5.4 Comparison of PEDAMACS with Existing Protocols This section provides a quantitative measure of improvement of the PEDAMACS scheme over existing schemes in terms of delay and energy consumption. We compare PEDAMACS with five existing schemes: implicit random, IEEE 802.11, SMAC 50%, SMAC 10% and TDMA. Implicit random and IEEE 802.11 refer to the random access schemes with implicit and explicit acknowledgements respectively described in Section 3.5.2. The only difference here is that they are used to send data packets instead of topology packets in random access networks. SMAC [92] is a MAC protocol designed for energy efficiency of sensor networks. It provides low-duty cycle operation of each node by periodic sleeping. Although periodic sleeping trades latency for energy conservation, the adaptive listening reduces this cost by enabling each node to switch mode according to the traffic in the network. IEEE 802.11 is equivalent to SMAC without sleeping. We simulated SMAC for 50% and 10% duty cycles, denoted by smac 50% and smac 10% in the figures. A TDMA scheme, denoted by tdma, is the PEDAMACS protocol based on the coloring of the original graph [74] whereas pedamacs is the PEDAMACS protocol based on PEDAMACS scheduling described in [25].



Comparison of delay Figure 3.6 shows the delay comparison of PEDAMACS with existing protocols for different number of nodes. IEEE 802.11 provides slightly smaller delay compared to implicit random access schemes. SMAC increases the delay by a factor of 2-3 and 7-10 for 50%
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and 10% duty cycles respectively over the delay of IEEE 802.11. The reason for this increase is the early sleeping problem, which is defined as nodes going to sleep when a neighbor still has messages for it. Timeout-MAC (TMAC) [88] tries to solve this problem by dynamically ending the listening part of each period. The latency of TMAC is lower bounded by that of IEEE 802.11. However, the variance of this latency increases as the duty cycle increases: The length of the period is lower bounded by lp =



ll dc



where ll is the



minimum length of the listening part, i.e. it should be long enough to receive at least the start of the CTS packet, and dc is the duty cycle. In the simulations, ll = 104 bit times so if at least one node that will forward a packet goes to sleep, the delay increases by 105 and 106 bit times over the IEEE 802.11 delay for SMAC 10% and 1% respectively. For a 60-node network the average delay of IEEE 802.11 scheme is nearly 5 × 105 bit times, which is about 10 sec for a 50 kbps transmission rate. Taking the random variation in the actual delay into account may make a random access scheme unsuitable for a traffic application that generates data every 30 sec. The delay experienced by PEDAMACS is slightly smaller than the TDMA scheduling algorithm. The difference between them increases as the number of nodes increases. Figure 3.7 shows the increase in the delay of PEDAMACS and TDMA as a function of the
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ratio for a 60-node random network.



Comparison of power consumption The sensor node power-consuming operations considered are transmission and reception of a packet, listening to the channel, sampling, and running the microprocessor. Table 3.1 gives power consumption figures for the Berkeley mica nodes [71]. 62
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Figure 3.6: Comparison of the delay of PEDAMACS with competing schemes for different number of nodes. operation transmitting one packet receiving one packet listening to channel operating radio in sleep mode sampling sensor



power consumption 0.92mJ 0.69mJ 29.71mJ/sec 15µJ/sec 1.5µJ/sample



Table 3.1: Power consumption of basic operations in Berkeley mica nodes. The network lifetime is estimated from the average energy consumed at sensor nodes, assuming a 50 kbps transmission rate and the use of a pair of AA batteries, which can supply 2200 mAh at 3V, at each node. A better estimate of the lifetime for a specific application can be performed by considering the routing protocol and the communication between the nodes upon the death of a node (e.g. [26] takes into account the fact that nodes closer to AP forward more packets). Figure 3.8 gives the lifetime estimates of PEDAMACS and existing protocols for 128 Hz sampling rate at each node. We have chosen 2-minute packet generation period in
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Figure 3.7: Comparison of the delay of PEDAMACS with a TDMA scheme as a function of the ratio of medium transmission range to shortest range for a 60-node random network. order to guarantee the successful arrival of packets within the period since maximum delay in Figure 3.6 is 3 × 106 bit times, equivalent to 60 sec at 50 kbps, for 60-node smac 10%. We have also included smac 1% since an adaptive S-MAC may be successful in decreasing this delay. The lifetime of random access schemes, implicit random and IEEE 802.11, is about ten days, whereas the lifetime of SMAC protocol increases up to 60 days for 10% duty cycle. The lifetime of PEDAMACS system, on the other hand, is about 1200 days. The reason for the dramatic difference becomes clear from figure 3.9, which compares the power consumed by these schemes in different operations for a 60-node random network. The primary cause is in the total energy consumed by the radio in ‘listening’ and ‘sleeping’ modes. SMAC 10% can decrease this energy by a factor of 10 whereas PEDAMACS decreases it by a factor of more than 1,000. The difference in lifetimes also arises from differences in the amount of energy spent
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Figure 3.8: Comparison of the lifetime of PEDAMACS with competing schemes for different number of nodes. in transmission and reception. The extra transmission energy spent in implicit random over PEDAMACS is due to retransmission as a result of collision. IEEE 802.11 spends even more energy in transmission for RTS, CTS and ACK control packets. SMAC 50% and 10% adds the energy spent in the transmission of synchronization messages to that of IEEE 802.11. The average receive energy differs because of the ‘overhearing effect’: In random access schemes, when one node transmits a packet, all neighboring nodes receive it whereas only the parent of that node receives the packet in PEDAMACS (the other neighbors are in sleep mode). The difference is largest for implicit random since the neighboring nodes listen to whole packets whereas IEEE 802.11 and SMAC slightly reduces this by transmitting shorter RTS/CTS packets. The lifetime estimate of PEDAMACS in the simulation is based on the assumption that topology discovery is performed if fewer than 90% of the nodes are successful at transmitting to the AP and there are multiple adjustment phases of a couple of seconds 65
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Figure 3.9: Comparison of power consumption in a PEDAMACS network vs. contention networks for different node operations. Note that the vertical axis is log10 . just after the topology discovery phase and one adjustment phase every 10 minutes afterwards. The ratio of rescheduling, induced by sensor movement and link fluctuations, that PEDAMACS can tolerate before it loses its advantage in energy savings over SMAC 50% is calculated to be 53% of the total time, which is equivalent to taking data and topology information for one period by using IEEE 802.11 and using PEDAMACS schedule in the next period. Figure 3.8 is for a network with a 50 kbps rate and a 2-minute packet generation period. If the rate decreases, the delay experienced will increase in inverse proportion. However, the transmission energy consumption per bit may decrease or increase depending on the hardware, modulation, coding and transmission distance [32]. Furthermore, energy consumed in listening to the channel and sampling is constant for different rates.
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Figure 3.10: Comparison of the self-configuration duration of PEDAMACS with random access scheme for different listening window sizes and backoff window size of 32768 bit-times.



3.5.5 Self-configuration Speed of PEDAMACS The topology update mechanism for random access schemes and PEDAMACS are the same although the response time to the topology changes are different. Tree construction packets are transmitted either periodically or upon the failure to receive from more than a specific percentage of nodes in both schemes. However, in the case of random access schemes, the time duration from the topology failure until nodes learn about their local topology and the routes to the AP is the time until the tree construction packet reaches all the nodes. On the other hand, in PEDAMACS, the nodes additionally have to send their topology information back to the AP and get their schedules. Figure 3.10 shows that PEDAMACS increases self-configuration duration by a factor of 2 to 5 over a random access scheme.
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3.5.6 Advantage of Considering Interference Traditional TDMA schemes are based on the assumption that the nodes interfering with a receiver are within its transmission range, called shortest range in this paper. However, the power needed for disrupting a packet reception is much lower than that of delivering a packet successfully. This section shows the necessity of considering the interferers within larger range, which is called medium range here. In simulations, we assume that the receiving signal power is inversely proportional to d4 , where d is the distance between transmitter and receiver, and we ignore the thermal noise since it is much smaller than the interference signal. Figure 3.11 examines the number of packets successfully received at the access point as a function of the
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ratio for a 60-node random network. The reception of packets with



a SINR value smaller than threshold, called ‘thresh’ in the graph, is considered not to be successful. As



rm rs



increases, the number of successfully received packets increases. The



value of the ratio for which all transmissions are successful is 2 for this case, where the nodes are randomly distributed and the average number of neighbors at shortest range is 5.5. As the density increases, the graph is expected to shift to the right.



3.6



Conclusion



In sensor networks, measurements made at the nodes must be transferred to a distinguished node, which we call an access point (AP). The MAC protocol for a sensor network is decisive in determining network performance in terms of power consumption and total delay. 68
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Figure 3.11: The number of nodes whose packets successfully arrive AP as a percentage of the number of nodes that are scheduled for a 60-node random network. We consider a special class of sensor networks with two distinguishing characteristics. First, AP has unlimited power so that packets broadcast by AP can reach all other nodes in one hop, whereas packets from the latter must travel over several hops to reach AP. Second, the nodes periodically generate packets. These two characteristics are exploited by the PEDAMACS protocol to schedule transmissions while providing synchronization of the nodes, discovery of the routing paths, and determination of the interferers beyond the transmission range in an energy efficient manner. For the application considered here, the PEDAMACS network provides a lifetime of several years compared to several months and days based on random access schemes with and without sleep cycles respectively. Moreover, the PEDAMACS protocol guarantees a bounded delay and eliminates congestion. Of course, only some applications can use a PEDAMACS network. However, the system is quite flexible and can be generalized in many ways. We have shown the generalization of PEDAMACS to handle event-driven data generation, existence of more than one AP and the nodes located outside the range 69



of the AP.
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Chapter 4 Delay Performance of Energy Efficient MAC: Scheduling Algorithms



4.1



Introduction



PEDAMACS was shown to be a very energy efficient way to discover the network topology and keep nodes synchronized to properly execute a TDMA schedule in Chapter 3. At this point, it is important to understand the delay characteristics of TDMA schemes in order to determine how to include the delay in the optimization of upper layers and illustrate the use of application-specific characteristics of sensor networks in decreasing delay. The main task in designing a TDMA schedule is to allocate time slots depending on the topology and the node packet generation rates. A good schedule not only avoids collisions by silencing the interferers of every receiver node in each time slot but also minimizes the number of time slots hence the latency: The larger latency may require a 71



higher data rate (and hence higher energy consumption) to satisfy a deadline [87]. We therefore try to find a TDMA schedule that minimizes the number of time slots. TDMA algorithms consider either one-hop or multi-hop scheduling. The former are for networks in which the nodes are one hop away from the base station [87, 45], and allocate time slots in the reverse channel depending on allocation request and deadline of the nodes. Because the base station is the common receiver of the transmissions, only one node can transmit in a slot. In some sensor networks however direct transmission from all sensor nodes to the base station in one hop may not be feasible nor power efficient [41]. Multi-hop TDMA scheduling is more challenging than one-hop scheduling because spatial reuse of a time slot may be possible: More than one node can transmit at the same time slot if their receivers are in non-conflicting parts of the network. There are two types of conflicts, namely, primary conflict and secondary conflict. A primary conflict occurs when a node transmits and receives at the same time slot or receives more than one transmission destined to it at the same time slot. A secondary conflict occurs when a node, an intended receiver of a particular transmission, is also within the transmission range of another transmission intended for other nodes. In the context of TDMA, the problem is to determine the smallest length conflict-free assignment of slots within which each link or node is activated at least once [73]. Previous work on scheduling algorithms focus on either decreasing the length of schedules [73, 67, 19] or distributed implementation [75, 40, 82, 91, 47]. Previous scheduling algorithms activating each link or node at least once during a TDMA frame are based on the assumption that there are many independent point-topoint flows in the network. In sensor networks however often data are transferred from 72



the sensor nodes to a few central data collectors, which was called the many-to-one communication characteristic of sensor networks in Chapter 1. In traffic monitoring described in Chapter 2, for example, the nodes sense the passage of vehicles at several freeway locations or at an intersection, and transmit the data to the access point on the side of the freeway or intersection. The packets are transferred to the access point over the routing tree in multiple hops. The problem therefore is to determine the smallest length conflictfree assignment of slots during which the packets generated at each node reach the access point over the routing tree. To the best of our knowledge, this is the first work that exploits application-specific characteristics of sensor networks to improve the delay. Since each packet is relayed on the routing path from the originating sensor node to the access point, the problem requires considering precedence relations: If the packet follows the routing path (k, k −1, ..., 2, 1), node j should not be scheduled before node i for that packet if j ≤ i. Precedence constrained graphs have been studied in the context of allocating the tasks in the precedence constrained task graphs to the processors in the processor network so that the schedule length is minimized [11]. In this problem however the tasks are already assigned to the processors since a packet at node j has to be processed by node j. The difficulty on the other hand comes from the requirement of eliminating primary and secondary conflicts in the processor network. The rest of the chapter is organized as follows. The transmission and network model is described in Section 4.2. Section 4.3 describes the scheduling problem and proves that it is NP-complete. We then propose two heuristic centralized algorithms for solving the problem: The one in Section 4.4 is based on direct scheduling of the nodes, whereas the 73



other is based on scheduling the levels in the routing tree before scheduling the nodes as explained in Section 4.5. Section 4.6 describes a token-based distributed scheduling algorithm. The algorithms are analyzed in Section 4.7. Simulations are given in section 4.8. Section 4.9 collects some conclusions.



4.2



Network and transmission model



We consider a network comprising a single access point (AP) and several sensor nodes that periodically generate data, possibly at different rates, for transfer to the AP. Links are assumed to be bidirectional. Bidirectionality can be achieved as explained in Chapter 3. The network is represented by a graph G = (V, E). V is the set of nodes, including the access point AP as node 1. N = |V | is the number of nodes in G. The (undirected) edges E ⊂ V × V are the (transmission) links to be scheduled. The graph forms a tree. All traffic is destined for AP , so every data packet at a node is forwarded to the node’s parent in the tree rooted at the AP. A node may interfere with another node, so these nodes should not transmit simultaneously. The interference graph C = (V, I) is assumed known. I ⊂ V × V is the set of edges such that (u, v) ∈ I if either u or v can hear each other or one of them can interfere with a signal intended for the other (even if they cannot hear each other). So, if u is transmitting, v should not be scheduled to receive from another node at the same time. The conflict graph corresponding to G = (V, E) and C = (V, I) is called GC = (V, EC). In GC, each node i ∈ V corresponds to the link (i, pi ) ∈ E where pi is the parent of node i in the routing tree G rooted at AP. EC comprises the edges between
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node pairs in G that should not transmit at the same time. It is generated by taking into account the primary and secondary conflicts. EC contains two kinds of edges. First, if (i, j) ∈ E, (i, j) ∈ EC, because a parent node and a child node cannot transmit at the same time. Second, if (i, j) ∈ I or (i, j) ∈ E and cj is a child of j in G, (i, cj ) ∈ EC: Because i and j interfere, if i is transmitting, the child cj of j cannot transmit at the same time because j would hear from both i and cj . A scheduling frame is the time duration that starts when each node has generated an integer number of packets and ends when all these packets have reached AP . It is divided into time slots. A slot is long enough to transmit one data packet plus a guard interval to compensate for synchronization errors. A schedule assigns one or more time slots to each edge in G or, equivalently, to each node in GC. A node u may receive a packet from its child v during a time slot assigned to (v, u) ∈ E or to node v ∈ V since its parent u is already known. We use the following notation. The distance d(u, v) between nodes u and v is the number of edges in the path between them in G; and a node u is at level k if it is at distance k from AP .



4.3



The scheduling problem



Each node of G (except AP ) generates a positive integer number of packets at the beginning of the scheduling frame. Given the interference graph C, the scheduling problem is to find a minimum length frame during which all nodes can send their packets to AP . Theorem 4.3.1. The scheduling problem is NP-complete. 75
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Figure 4.1: Transformation from GP = (V P, EP ) to GC = (V, EC) and then to a tree network G = (V, E) (solid lines belong to E) with interference graph C = (V, I) (dashed lines belong to I). Proof. We reduce the NP-complete problem of finding the chromatic number of a graph to the scheduling problem.1 Let GP = (V P, EP ) with V P = {v1 , · · · , vN } be an instance of a graph whose chromatic number we want to find. We first construct a conflict graph GC = (V, EC). First, GC includes all the nodes and edges of GP . Next, for each node vi , add another node wi . Then add edges (wi , wj ), (vi , wj ) ∈ EC for all i, j. Lastly add another node AP and edges (AP, wi ) for all i. See figure 4.1. The conflict graph GC is such that if wi is active, none of the nodes in V \ {wi } can be active at the same time. Also, if vi is active, none of the nodes wj or the conflicting nodes from V P , determined by the edges EP , can be active. We now construct a tree G = (V, E) and an interference graph C = (V, I) whose conflict graph is GC = (V, EC). The edges of the tree are E = {(AP, wi ), (wi , vi ) | 1 ≤ 1 The chromatic number of a graph G is the smallest number k such that G is k-colorable. G is kcolorable if its vertices can be colored using k different colors in such a way that adjacent vertices have different colors.
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i ≤ N }. Because AP is a parent of wi , (wi , AP ) ∈ EC for all i; moreover (wi , wj ) ∈ EC for all i, j, because they have the same parent, AP . And (vi , wi ) ∈ EC because wi is the parent of vi . Let I consist of edges (vi , AP ) for all i, and (vi , wj ), (vj , wi ), whenever (vi , vj ) ∈ EC. Since (vi , AP ) ∈ I and (wj , AP ) ∈ E, (vi , wj ) ∈ EC for all i, j. Lastly, if (vi , wj ) ∈ I and (vj , wi ) ∈ I, i 6= j, (vi , vj ) ∈ EC because the parent of one of them is interfered by a transmission of the other. Thus GC is indeed the conflict graph corresponding to the tree graph G and interference graph C. Consider the minimum schedule length for GC such that each node vi , wi , 1 ≤ i ≤ N , has one packet destined for AP . A packet in wi takes the path (wi , AP ) and a packet in vi takes the path (vi , wi , AP ). Because each wi conflicts with the nodes wj , j 6= i and all nodes vi , it takes N slots to transmit the packets generated at level one to AP , independently of the rest of the network. Also, when the N packets from level two arrive at level one, it takes another N slots to forward them to AP . Thus to minimize the time to transmit all packets to AP , we must minimize the time to transmit the packets from level two to level one. But the conflict graph at level two is determined by the original graph GP , so the minimum scheduling time is exactly 2N + c, where c is the chromatic number of the original graph GP . The scheduling problem is difficult because many subsets of non-conflicting nodes are candidates for each time slot, and the subset selected for transmission in one slot affects the number of transmissions in the next time slot, as some schedulable nodes may not have any packets to transmit because of the subset selected in the previous slot.
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Lemma 4.3.2. Assume that node i ∈ V has generated gi packets to transmit. The minimum schedule length is at least



P



i∈V



gi .



Proof. AP can receive at most one packet in each slot, so at least



P



i∈V



gi slots are needed



for all packets to reach AP . This gives the lower bound.



4.4



Node-based Scheduling Algorithm



The node-based scheduling algorithm has two parts. In the first part, we color the conflict graph GCc = (Vc , ECc ) where Vc = V \ {1}, ECc = EC \ N1 and N1 = {(i, j)|i = 1}. In the second part, we schedule the links in the original network, (u, v) ∈ E, based on this coloring.



4.4.1 Coloring the network Any algorithm can be used to color the conflict graph GCc such that nodes i and j are assigned different colors if (i, j) ∈ ECc . Computing the chromatic number of a graph is NP-complete. Incremental methods appear to be the heuristic choice of vertex coloring [75]: Vertices are colored sequentially with the colors chosen in response to colors already assigned in the vertex’s neighborhood. These methods vary in how the next vertex is selected and how it is assigned a color. Figure 4.2 gives such a heuristic coloring algorithm. At the beginning of the algorithm, the nodes are ordered according to some criterion, e.g. non-increasing order of degree since high-degree vertices have more color constraints and so are more likely to require an additional color if inserted late. This algorithm assigns a slot to node i in O(i) 78



steps, so the running time of this algorithm is O(|V |2 ). Input: Vc = {2, 3, ..., N }, conflict graph GCc = (Vc , ECc ). Output: One color assigned to each node {(2, c2 ), (3, c3 ), ..., (N, cN )} in which ci ∈ {1, 2, , ..., M } and M is the number of colors. begin Order the nodes as (n1 , n2 , ..., nN −1 ) for l = 1 to N − 1 i=1 while (∃ j assigned to color i s.t. (j, nl ) ∈ ECc ) i=i+1 assign color i to nl end Figure 4.2: Assigning one color to each node in the network.



4.4.2 Scheduling the Network A superslot in a node-based scheduling algorithm is a collection of consecutive time slots such that each node with at least one packet at the beginning of the superslot transmits at least one packet during the superslot. Because two nodes assigned the same color can transmit at the same time, the number of slots in a superslot is at most equal to the total number of colors used for coloring the network. The algorithm is given in Figure 4.3. After determining the nodes corresponding to the current time slot from the network coloring, additional nodes assigned to other colors are added as long as the resulting set is non-conflicting. The running time of the algorithm is then O(ldmax |V |), where dmax is the maximum degree of a node in GC and l is the total 79



number of slots in the schedule. Input: Graph G = (V, E) with conflict graph GC = (V, EC), color assignment of the nodes Vc using M colors. Output: Transmission schedule for nodes of G. begin while (at least one packet has not reached AP ) for s = 1 to M sets = set of nodes in Vc corresponding to color s with at least one packet T = sets if T 6= ∅ setos = set of nodes in Vc not corresponding to color s with at least one packet for each node k ∈ setos if (k, j) ∈ / EC ∀j ∈ T T = T ∪ {k} assign current slot to set T update the place of the packets end Figure 4.3: Node-based Scheduling Algorithm.



Two examples are given in Figures 4.6 and 4.7. G = (V, E) and C = (V, I) are shown on the left with the resulting GC = (V, EC). The nodes are ordered based on their degrees in GC for the coloring, which are (s3, s2, s4, s5, s6, s7, s1) and (s2,s3,s5,s6,s1,s4) in Figures 4.6 and 4.7 respectively. The resulting schedules are shown in part-(a) of the figures.
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4.5



Level-based Scheduling Algorithm



The level-based scheduling algorithm has three parts. In the first part, we obtain a linear network GL = (V L, EL) with interference graph CL = (V L, IL) resulting in the conflict graph GCL = (V L, ECL) corresponding to the original network. In the second part, we color this linear network. In the third part, we schedule the links in the original network, (u, v) ∈ E, based on the coloring of the linear network.



4.5.1 The linear network If the original tree network has depth N , the linear network GL = (V L, EL) has nodes V L = {v1 , · · · , vN } with node vl corresponding to all nodes at level l in the original network and edges (vi , vi+1 ) ∈ EL for 1 ≤ i < N . The interference graph CL = (V L, IL) includes edge (vj , vl ) if there is an interference edge between a node at level j and any node at level l in the original network for j, l ≥ 1. The resulting conflict graph GCL = (V L, ECL) thus includes edge (vj , vl ) if the transmissions of a node at level j and a node at level l conflict in the original network. The algorithm in figure 4.4 finds EL,CL and ECL. Its running time is O(|V |2 ).



4.5.2 Coloring the linear network Any coloring algorithm can be used to color the conflict graph of the linear network GCL = (V L, ECL). The algorithm given in Figure 4.2 can be used for this purpose with Vc = V L and GCc = GCL as input, and one color assigned to each node in V L and the number of colors, M , as output. 81



Input: (V, E, I, EC). Output: (V L, EL, IL, ECL). begin add node v1 to V L l=2 while l ≤ levelOf T ree add node vl to V L add edge (vl−1 , vl ) to EL If ∃(u, v) ∈ I(EC) with u at level l and v at level j satisfying j < l add edge (vj , vl ) to IL(ECL) l++ end Figure 4.4: Algorithm to find linear network corresponding to original network.



4.5.3 Scheduling the original network If nodes vi , vj in the linear network are assigned the same color, they do not interfere. By construction of the linear network any two nodes in the original network, one chosen from level i and the other from level j 6= i, can transmit at the same time. A superslot in a level-based scheduling algorithm is a collection of consecutive time slots such that each level of the tree with at least one packet at the beginning of the superslot forwards at least one packet to the lower level during the superslot. Because two nodes at different levels assigned the same color can transmit at the same time, the number of slots in a superslot is at most equal to the total number of colors used for coloring the linear network. The algorithm is given in Figure 4.5. After determining the levels corresponding to the current time slot from the linear network coloring, a nonconflicting set of nodes at these levels that have packets to transmit are selected for transmission. Additional nodes from
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other levels are then added as long as the resulting set is non-conflicting. The running time of the algorithm is O(ldmax |V |), where dmax is the maximum degree of a node in GC and l is the total number of slots in the schedule. Input: Graph G = (V, E) with conflict graph GC = (V, EC), color assignment of the corresponding linear network GCL using M colors. Output: Transmission schedule for nodes of G. begin while (at least one packet has not reached AP ) for s = 1 to M sets = set of levels corresponding to color s T =∅ for j = 1 to |sets | T = T ∪{a nonconflicting set of nodes from level sets (j) with at least one packet} if T 6= ∅ setos = set of levels not corresponding to color s for each node k belonging to a level in setos if (k, j) ∈ / EC ∀j ∈ T T = T ∪ {k} assign current slot to set T update the place of the packets end Figure 4.5: Level-based Scheduling Algorithm.



Two examples are given in Figures 4.6 and 4.7. G = (V, E) and C = (V, I) are shown on the left with the resulting GCL = (V L, ECL). The levels are in increasing order for coloring. The ordering does not affect the number of colors used in the linear network 83



nor the schedule length for these examples. The resulting schedules are shown in part-(b) of the figures. Figure 4.6 illustrates a topology where level-based scheduling performs better than node-based scheduling whereas Figure 4.7 illustrates a network where node-based scheduling outperforms level-based scheduling. Figure 4.6 demonstrates the advantage of levelbased scheduling in balancing the movement of packets across the network in a network of higher density of the packets at high levels. In topologies of equal density of the packets across the network or higher packet density at low levels, giving equal chance to the nodes balances the movement of packets as shown in Figure 4.7.



4.6



Distributed Implementation



The node-based and level-based scheduling algorithms described above require complete topology information, and there are two options for implementation. The first option is to send the topology information to a central controller, which then performs the slot assignment and sends it back to the nodes in the network. The second option is that each node learns the entire network topology and executes the algorithm independently to produce identical schedules. Both options may require a lot of communication among the nodes, and may become inappropriate for large networks. Distributed algorithms, in which the schedules of the nodes are generated based on the local topology information of the nodes, are preferred in large networks due to their scalability. However, it is very hard to obtain a distributed version of node-based and levelbased scheduling algorithms. The main reason is that these algorithms check whether
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Figure 4.6: An example network where level-based scheduling performs better than nodebased scheduling. a) Schedule for node-based scheduling algorithm. b) Schedule for level-based scheduling algorithm. c)Schedule for distributed scheduling algorithm.
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Figure 4.7: An example network where node-based scheduling performs better than levelbased scheduling. a) Schedule for node-based scheduling algorithm. b) Schedule for level-based scheduling algorithm. c)Schedule for distributed scheduling algorithm.
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the nodes that are potential transmitters in the current slot have any packets and skip that slot otherwise. Another reason is that the algorithms schedule the nodes in other colors if some of the nodes that are potential candidates for the current slot do not have any packets. Such a schedule cannot be implemented in its distributed version since the nodes cannot know how many packets their interferers have due to the lack of knowledge of global topology information. To get an idea of the performance of a distributed algorithm, we propose a simple algorithm based on the distributed coloring of the network similar to the one described in [75]. Notice that the conflicting nodes, the nodes that have edge between them in GC, are either one hop or two hops away from each other in the graph Gu = (V, E ∪ I). Assume the nodes i and j can transmit to each other if (i, j) ∈ E ∪ I, e.g. this can be achieved by increasing the transmission range of the nodes [25]. We also assume that all the transmissions during the generation of the schedules are successful, which can be guaranteed by an acknowledgement. The nodes first learn about all of their one hop and two hop neighbors in Gu and their parents in the tree G rooted at the AP so that they can determine their interferers in GC. Similar to the algorithm described in [75], the color assignment is performed in two stages. During the first stage of the algorithm, each node picks one slot for transmission in the order of the traversal of the depth first search (DFS) [8] of the graph G. In the second stage, the DFS is repeated and now each node picks as many of the remaining colors as it can for transmission. At both stages, the nodes send this information to their one-hop and two-hop neighbors in Gu so that all their interferers in GC learn about the assignment. The DFS traversal starts with a TOKEN message generated at the AP. Upon receipt of 87



the token, the node performs the color assignment and then sends this information to its one-hop and two-hop neighbors in Gu . It then sends the token to each of its neighbors in G who have not received the token yet. Once it finds that all its neighbors have received the token, it sends the token back to its parent, which is the node from which it receives the token for the first time. At the end of the traversal, the token carries the information of the number of colors used in the network back to the AP. This distributed algorithm turns out to be the distributed version of the color assignment algorithm shown in Figure 4.8. Once the colors are assigned to each node, the nodes only transmit in the time slots assigned to these colors if they have a packet to transmit. The total number of token transmissions is O(|E|) at each stage and the total number of transmissions for distributing the color assignments is O(dmax |V |), in which dmax is the maximum degree of the nodes in Gu . Two examples are given in Figures 4.6 and 4.7. The coloring of the nodes are shown on the top right of the figures. The colors of the nodes are assigned at the first stage whereas the colors of the small circles next to the nodes are assigned at the second stage. The DFS traversal order are (s1 , s2 , s3 , s4 , s5 , s6 , s7 ) and (s1 , s4 , s2 , s5 , s3 , s6 ) in Figures 4.6 and 4.7 respectively. The resulting schedules are shown in part-(c) of the figures.



4.7



Analysis of the Algorithms



We consider four cases: Case 1: The tree graph G = (V, E) is linear, that is each node u ∈ V has at most one child. The interference graph C = (V, I) is such that I = ∅. 88



Input: V = {1, 2, ..., N }, G = (V, E), Gu = (V, E ∪ I), conflict graph GCc = (Vc , ECc ). Output: Color assignment of the nodes in Vc such that each color corresponds to a maximal nonconflicting set in GCc . begin Order the nodes as (n1 , n2 , ..., nN ) in DFS traversal of G for l = 1 to N if nl 6= 1 i=1 while (∃ j assigned to color i s.t. (j, nl ) ∈ ECc ) i=i+1 assign color i to nl M is maximum assigned color for l = 1 to N if nl 6= 1 for i = 1 to M T is the set of nodes assigned to color i if (no node j ∈ T st. (j, nl ) ∈ ECc ) add color i to the color set of nl end Figure 4.8: Distributed Scheduling Algorithm. Case 2: The tree graph G = (V, E) is general. The interference graph C = (V, I) satisfies the ancestor property, that is, there does not exist u, v, b such that (u, v) ∈ I and |d(u, b) − d(v, b)| > 1. This represents the case where shortest path routing is used with the cost of each path being equal to the number of nodes on that path and only nodes that can hear each other can interfere, which is the assumption of previously proposed TDMA scheduling algorithms. Case 3: The tree graph G = (V, E) is general and the interference graph C = (V, I) 89



is such that the maximum difference between the levels of two interfering nodes is K. Case 4: The tree graph G = (V, E) and the interference graph C = (V, I) are both general. Theorem 4.7.1. Assume that each node has one packet to transmit. For level-based scheduling algorithm, in cases 1 and 2 the maximum length of the frame is 3|V | − 3 time slots; in case 3 it is (K + 2)(|V | − 1); and in case 4 it is α(|V | − 1), in which α is the number of colors used in the linear network corresponding to G and C. Proof. Case 1. If the tree graph G is linear and the interference graph C satisfies I = ∅, the corresponding linear tree interference graph CL also satisfies IL = ∅. It is easy to see that this linear tree can be colored optimally with three colors when the number of levels is more than two. The colors are assigned in a round robin fashion starting with the node at level 1. At the beginning of the frame, each node has exactly one packet. In the first superslot, one packet is transmitted from any level to the next lower level. Because each node is a parent of exactly one node except for the node at the highest level |V | − 1, it also receives one packet during the superslot. Thus, at the end of the first superslot, each node at level less than |V |−1 has exactly one packet to transmit, the node at level |V |−1 has no packet, and each node has transmitted exactly one packet during the superslot. This means that at the end of the first superslot, each packet has moved by one hop and one packet has reached the final destination AP . In the same way, at the beginning of the second superslot, each node at level less than |V | − 1 has one packet to transmit, and at the end of the second superslot, each packet 90



has moved by one more hop, there are no more packets at levels greater than or equal to |V | − 2 and the node AP has received exactly one packet. Continuing in this manner, at the end of (|V | − 1) superslots, all packets will have reached the final destination AP . The maximum number of time slots in each frame is at most the product of the maximum number of slots in each superslot and the maximum number of superslots necessary for all packets to reach the destination AP , namely 3(|V | − 1). Case 2.



Because the interference graph of the tree network satisfies the ancestor



property, the corresponding linear tree interference graph CL satisfies IL = ∅. It can therefore be colored optimally with 3 colors. First assume that we select exactly one node to transmit from each level (of the original tree graph G = (V, E)) corresponding to the color of the slot. At the beginning of the frame, each node has one packet. In the first superslot, one packet is transmitted from each level to the next lower level. Except at the highest level, each level receives one packet. Therefore, one packet has moved one hop closer to the AP at each level, one packet from level one has reached AP , and nodes at the level of the depth of the tree may have no more packets. At the end of the second superslot, the number of packets transmitted from one level to one lower level is again one except, possibly, for level depth. Each level less than depth − 1 has one packet to transmit, while nodes at levels depth or depth − 1 may have exhausted all packets. Continuing in this manner, by the end of i-th superslot, there are no more packets above some threshold level, and there is at least one packet at levels lower than this threshold. Since each level below the threshold is guaranteed to have a packet, and all levels with at least one packet can transmit once in each superslot, one 91



packet reaches AP in each superslot. Therefore, the number of superslots required for all packets to reach AP is |V | − 1. Since there are three slots in each superslot, the maximum frame length is again 3(|V | − 1). The scheduling algorithm allows a subset of non-conflicting nodes (instead of a single node) at each level to transmit so the resulting frame length will also be at most 3(|V |−1). Case 3. The worst case is when there is an interfering edge between a node at level j and every node at level i with |i − j| ≤ K. The corresponding linear graph can be colored by K + 2 colors in that case. Assign color 1 to v1 . The color of the nodes {v2 , · · · , vK+2 } cannot be 1. Assign the smallest color, 2, to node v2 . The color of {v3 , · · · , vK+3 } cannot be 2. Assign the smallest color, 3, to v3 . Continuing in this way, vK+2 is assigned color K + 2. Node vK+3 is assigned color 1, since its color is restricted not to be 2, · · · , K + 2. Thus, the algorithm colors this network with K + 2 colors in a round robin fashion with color 1 assigned to v1 . The interference graph of any other network is a subgraph of this worst case. The same reasoning as in Case 2 now indicates that at least one packet reaches AP in each superslot so the number of superslots needed is at most |V | − 1. Hence the frame length is at most (K + 2)(|V | − 1) time slots. Case 4. The number of superslots required for all packets to reach AP is the number of packets in the network, which is |V | − 1. The maximum number of slots in each superslot is the number of colors, α. The upper bound on the frame length is then α(|V | − 1). Theorem 4.7.2. Assume that node i ∈ V has generated gi packets to transmit. For level92



based scheduling algorithm, in cases 1 and 2 the maximum length of the frame is 3Σi∈V gi time slots; in case 3 it is (K + 2)Σi∈V gi ; and in case 4 it is αΣi∈V gi , in which α is the number of colors used in the linear network corresponding to G and C. Proof. The proof is similar to that of Theorem 4.7.1. The number of superslots required for all packets to reach AP is the number of packets in the network, which is Σi∈V gi . The maximum number of slots in each superslot is the number of colors. Theorem 4.7.3. Assume that node i ∈ V has generated gi packets to transmit. For nodebased scheduling algorithm, the maximum length of the frame is αΣi∈V gi , in which α is the number of colors used in the conflict graph GC. Proof. The proof is similar to that of Theorem 4.7.1. In node-based scheduling, during each superslot, each node is given at least one chance to transmit. Let us assume that another algorithm, namely node-level-based scheduling, schedules only one node containing at least one packet from each level of the routing tree G = (V, E) rooted at the AP and does not schedule any node if that level does not contain any packet. By the same reasoning as in the proof of Theorem 4.7.1, the number of superslots required for all packets to reach AP is the number of packets in the network, which is Σi∈V gi . Σi∈V gi is also the maximum number of superslots required for all packets to reach AP in node-based scheduling. The maximum number of slots in each superslot is the number of colors. The result follows. Remark The chromatic number of a graph GC is at most 1 + degmax [55], where degmax is the maximum degree of the nodes in GC. The maximum length of the schedule in node-based and level-based scheduling algorithms is therefore (1 + degmax )Σi∈V gi , in 93



which degmax is the maximum degree of the nodes in GC and GCL respectively. Since the minimum schedule length is Σi∈V gi as shown in Lemma 4.3.2, the worst case ratio of the length of the frame to the optimal length is 1 + degmax . Lemma 4.7.4. Assume that node i ∈ V has generated gi packets to transmit. For distributed scheduling algorithm, the maximum length of the frame is αΣi∈V gi , in which α is the number of colors used in the conflict graph GC. Proof. The proof is the same as that of Theorem 4.7.3.



4.8



Simulation



The goal of the simulations is to compare the delay performance of the centralized nodebased and level-based scheduling algorithms, and the distributed algorithm. In the simulations, 1000 nodes are randomly distributed in a circular area of radius 100 units. The density of the nodes is λ1 inside the radius 100 √ 2



100 √ 2



and λ2 between the radius



and 100 units. The transmission range, denoted rs , is chosen to be slightly larger than



the threshold necessary for network connectivity [60]. The results discussed below are averages of the performance of ten different random configurations. Shortest path routing is used to construct the routing tree rooted at the AP, which corresponds to G = (V, E) in Section 4.2. The interferers of the nodes that form C = (V, I) are the nodes that are inside a larger range rm , rm ≥ rs , of each node other than its parent and children in the routing tree G. In the coloring part of node and level-based scheduling algorithms, the nodes are ordered in non-increasing order of
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degree since high degree vertices have more color constraints and so are more likely to require an additional color if inserted late. Figure 4.9 shows the delay of node-based and level-based scheduling algorithms as a function of



λ1 , λ2



for the case



rm rs



= 2. As expected from the examples in Figures 4.6



and 4.7, the level-based algorithm performs better for low scheduling performs better for high certain value of



rm . rs
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ratios whereas node-based



ratios. Figure 4.10 shows that this is true up to a
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Figure 4.9: Comparison of the delay of node-based and level-based scheduling algorithms for different λλ21 and rrms = 2. Figure 4.11 shows the performance of the distributed algorithm in terms of the ratio of its delay to that of the centralized node-based scheduling algorithm. The delay ratio is in the 10 − 70 range whereas the ratio of the number of colors used in the distributed algorithm to that of centralized algorithm is in the 1 − 1.3 range. This suggests the basic disadvantage of distributed algorithms to be the scheduling of the nodes that do not have any packet in a specific slot, preventing scheduling of other nodes as a result. The delay
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Figure 4.10: Comparison of the delay of node-based and level-based scheduling algorithms for different rrms . ratio therefore increases as



rm rs



ratio increases due to the increase in the number of colors



used in the original network.



4.9



Conclusion



The common scheduling problem in multi-hop networks employing a TDMA MAC protocol is to determine the smallest length conflict-free assignment of slots where each link or node is activated at least once. This is based on the assumption that there are many independent point-to-point flows in the network. In sensor networks where data are often transferred from the sensor nodes to a few central data collectors, the problem is to determine the smallest length conflict-free assignment of slots during which the packets generated at each node reach their destination. This optimization problem is shown to be NP-complete. We propose two centralized heuristic algorithms for solving the problem: node-based 96
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Figure 4.11: Performance ratio of the distributed algorithm to the centralized node-based scheduling algorithm in delay and number of colors used in GC. scheduling and level-based scheduling. In node-based scheduling, the schedule is obtained based on the coloring of the original network. The nodes of the color corresponding to each slot with at least one packet are chosen first and additional nodes are added afterwards. In level-based scheduling on the other hand the original network is first transformed to a linear network where each node corresponds to a level in the original network. The schedule of the original network is then obtained based on the coloring of the linear network. This scheduling algorithm schedules a non-conflicting set of nodes corresponding to each level of the color for the current slot and then schedules additional nodes if possible. The movement of the packets across the network is much better balanced in level-based scheduling for topologies of higher density of the packets further away from the common sink whereas giving equal chance to the nodes in node-based scheduling performs better in topologies of equal density of the packets across the network or higher packet density at low levels.
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We also propose a simple token based distributed algorithm to understand the performance of distributed algorithms compared to centralized ones. The distributed algorithm is based on a two-stage coloring algorithm at the end of which nodes assigned the same color form a maximal nonconflicting set. We observe that the delay in distributed algorithm increases by a factor of 10−70 over centralized algorithms for 1000 nodes although the number of colors used in coloring the network is almost the same. This suggests the basic disadvantage of distributed algorithms to be the scheduling of the nodes that do not have any packet, which prevents scheduling of other nodes as a result. This is hard to avoid in a distributed fashion since the global topology information is required to know whether the interfering nodes have any packets. Distributed scheduling algorithms that improve upon this token based algorithm in the context of sensor networks is an interesting research direction.



98



Chapter 5 Energy Efficient Routing



5.1



Introduction



As shown in Chapter 3, most of the battery energy is consumed by the radio. A Time Division Multiple Access (TDMA) scheme at the medium access control (MAC) layer aims to decrease this energy consumption by avoiding overhearing other nodes’ packets, idle listening and collisions. However, when MAC protocol power savings are not combined with power efficient routing, there will be high variations in energy spent in transmission and reception of packets for different nodes due to the different number of packets that each node needs to forward. This will cause some nodes to die earlier, which will decrease the efficiency of the network. Numerous routing protocols have been developed for general ad hoc wireless networks to provide correct and efficient route establishment between the nodes in the network so that messages can be delivered in a timely manner during mobility and changing topology [76]. Shortest hop routing is the most common metric used in table-driven 99



protocols such as DSDV (Destination-Sequenced Distance-Vector) and WRP (Wireless Routing Protocol), and source-initiated protocols such as AODV (Ad Hoc On-Demand Distance Vector) and DSR (Dynamic Source Routing). (See [76] for a review of these protocols.) Routing based on shortest hop, however, is not suitable for sensor networks where there are a lot of data sources but only a few data sinks. Various power-aware metrics have been discussed in [77] to find the traffic distribution that optimally balances the energy consumption. These metrics include maximizing the time to network partition, minimizing the variance in node power levels, minimizing cost per packet and minimizing maximum node cost. The metric of maximizing the time during which all nodes are alive is formulated as a Linear Programming (LP) problem in [20, 14]. None of these schemes, however, proposes a routing protocol that uses this formulation. The effect of the metric of minimizing the cost per packet is investigated for different cost functions in [77, 20, 16, 17, 85]. The cost depends on the ratio of the initial battery energy to remaining battery energy in [77, 20, 85] or on the ratio of the rate of energy consumption to the remaining energy of the node in [16, 17]. This chapter formulates the lifetime maximization problem as a linear programming (LP) problem, and proposes a routing protocol for centralized implementation of the LP solution. The centralized protocol is based on decomposing the LP solution into multiple routing trees. A distributed routing protocol is then proposed to implement this decomposition by a sequence of least cost path problems, in which the cost of a path is the sum or the maximum of the cost of the links on that path and the cost of each link is a function of the initial and remaining battery energy of its end points and the transmission cost between them. This distributed implementation provides a platform for simultane100



ously achieving energy efficient routing and delay guarantee in Chapter 6 since the delay guarantee cannot be introduced into LP formulation before decomposition. The rest of the chapter is organized as follows: Section 5.2 presents the assumptions necessary for formulating the problem. Section 5.3 gives the LP formulation of maximizing the network lifetime and introduces a routing algorithm based on the LP solution. Section 5.4 describes an iterative algorithm based on least cost path routing that aims to achieve optimal lifetime. Simulation results are in Section 5.5. In Section 5.6, some concluding remarks are made.



5.2



Assumptions



The following assumptions underlie this study.



1. Consider a wireless ad hoc network that consists of one access point (AP) and several sensor nodes that generate data for transfer to the AP. The topology information of the sensor network is represented by a graph G = (V, E), in which V is the set of nodes, including the AP as node 1. The edges E ⊂ V × V are such that (i, j) ∈ E if nodes i and j can transmit to each other. N and |V | are used interchangeably to denote the number of nodes in the network including AP. 2. The nodes in the network are assumed to generate data at a specific rate, which may be different for each node. The LP formulation in Section 5.3 requires the estimation of these rates at the beginning whereas they can be learnt iteratively for the iterative routing algorithms in Section 5.4.



101



3. Data generated at a node is independent of the transmission structure. The data aggregation models where the amount of data supplied at nodes does depend on the routing paths is investigated in Chapter 9. 4. Power is consumed in the radio, sensor and microprocessor. We assume that the MAC protocol operates the radio in sleep mode when the node is not transmitting or receiving a packet. It is straightforward to make changes in the formulations based on different MAC protocol capabilities. 5. The operational lifetime of the sensor network is defined to be the time until the first node dies since sensor network monitoring can be impaired by the early death of some nodes and the possible disconnectedness of some other nodes from AP as a result. The relation of this lifetime estimate to the time duration until different fractions of the nodes die is given in Section 5.5.



5.3



Centralized Energy Efficient Routing



The objective of the routing algorithm is to determine the path from each sensor node to the AP based on the topology of the network that is represented by the graph G = (V, E). Optimizing the routing paths will assign packet flow rate fij from node i to node j for i, j ∈ V based on the packet generation rate gi at each node i ∈ V . As long as these optimal flow rates are non-zero for at least two flows outgoing from a node in the network, choosing the same routing path all the time will not be optimal. In this case, the next hop for node i ∈ V has to alternate among nodes j ∈ V with fij 6= 0. Notice that this is not
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multiple path routing since at any given time, there is still a single path from each sensor node to the AP, but this path may change over time. Section 5.3.1 describes the LP formulation for determining optimal flow rates. Section 5.3.2 proposes a routing protocol based on the centralized calculation of these optimal values through the LP formulation.



5.3.1 Linear Programming Formulation The optimization problem is given in Figure 5.1. The variables of the problem are the packet flow rates fij , which is the average time spent for the transmission of the packets from node i to node j per unit time, and the network lifetime t. The goal is to maximize t. The first constraint represents the non-negativity of flows, whereas the second constraint eliminates the possibility of flows between the nodes without a communication link. The third constraint represents the requirement that the net flow out of each node i be the time required to transmit the packets generated in that node gi tt, where tt is the transmission time of one packet and gi is the packet generation rate at node i, except AP. The fourth constraint represents the requirement that the total energy consumed by node i during the network lifetime, which is given by the product of the network lifetime t and the energy consumed per unit time, be less than its total energy ei . The total energy consumed in unit time includes the energy spent in transmission and reception of packets, listening to the channel and sensing. The energy spent in transmission and reception are Σj ptx,ij fij and Σj prx fji respectively, where ptx,ij is the energy spent for the transmis-
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Maximize t Subject to: fij ≥ 0 for i, j ∈ [1, N ] fij = 0 for (i, j) ∈ /E Σj fij − Σj fji = gi tt for i ∈ [2, N ] t(Σj ptx,ij fij +Σj prx fji +ps gi +(1−Σj fij − Σj fji )pl ) ≤ ei for i ∈ [2, N ] Figure 5.1: Linear Programming model for determining optimal flows along each link sion of a packet from node i to node j in unit time and prx is the energy spent for the reception of a packet in unit time. The energy spent in listening to the channel is then (1 − Σj fij − Σj fji )pl , where pl is the energy spent per unit time by the radio in sleep mode since the radio is assumed to sleep by MAC protocol if there is no transmission or reception of packets. Finally, the energy spent in sensing is ps gi , where ps is the energy spent in obtaining the samples in one packet. This is a LP problem since all the constraints are linear in the variables when we replace variables fij by tfij . In order to use this algorithm in a practical framework, a routing protocol is needed to decompose the network with optimal flow rates fij , i, j ∈ V into multiple routing trees. Then the nodes in the network will be scheduled by a TDMA protocol at the MAC layer such that all packets reach the AP by a deadline. Since any routing tree may result from this decomposition, the deadline should be achieved for all possible such trees. Let us assume that the time is divided into time slots. Each time slot is long enough to carry one packet. The TDMA scheduling algorithm guarantees the transmission of at least one packet in each time slot. The necessary and sufficient condition for the network
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to meet the delay constraint delaymax for all possible routing trees is



tt(|V |Σi∈V gi ) ≤ delaymax .



(5.1)



This is equivalent to sending all packets generated in the network on the path containing maximum possible number of hops, which is |V |. This assumption is not stated for the similar formulation described in [20] but it is implied by the LP formulation described above. Capacity constraints on the nodes such as



Σj fij + Σj fji ≤ delaymax



(5.2)



alone is not enough since it takes time for the flows to be transferred across the network. The problem of adjusting the energy efficient routing paths to provide a delay guarantee in the network is examined in Chapter 6.



5.3.2 Routing Protocol The LP approach provides optimal flow rates based on knowing the complete topology and packet generation rate at each node. We now provide a routing algorithm that generates a single path from any sensor node to the AP at each time and attains the optimal flow rates at each link at the end. We first prove that a directed acyclic graph1 attains the maximum lifetime while satisfying all constraints in the LP formulation in Figure 5.1. We then give an algorithm 1



A directed acyclic graph is a directed graph where no path starts and ends at the same vertex.
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to obtain such a directed acyclic graph solution and then to decompose it into directedin-trees 2 . The optimal solution can then be attained by routing the packets over each of these directed-in-trees for the proportion of the battery lifetime of the network equal to its weight. Theorem 5.3.1. Consider the set of directed graphs consisting of arcs from node i to node j if and only if the optimal value of fij for LP problem in Figure 5.1 is positive. The set includes a directed acyclic graph. Proof. We prove this theorem by providing an algorithm that takes a possibly cyclic graph and at each iteration eliminates one cycle in the graph by subtracting the minimum flow rate in the cycle from all the flow rates of the cycle without decreasing the lifetime of the network while satisfying the constraints. After obtaining the solution to the LP problem, the directed simple cycles in the graph can be found by using an extension of Depth-First Search (DFS) algorithm [9]. The cycles can be eliminated by the method given in the proof of Theorem 5.3.1 to obtain a directed acyclic graph solution. This solution can then be expressed as a superposition of multiple directed-in-trees due to its acyclic property. We now prove that we can find such directed-in-trees that satisfy the constraints of the problem in Figure 5.1. We first need the following lemmas. Lemma 5.3.2. An undirected graph G = (V, T ) is a tree if it has |V | − 1 edges and is acyclic. 2



A directed-in-tree rooted at node s is a tree where there is a unique directed path from any node to the node s. Every node in the directed-in-tree (except node s) has outdegree 1.
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Proof. See [9] for the proof. Lemma 5.3.3. Let Gv = (V, E v ) be a directed acyclic graph such that outdeg(i) = 1 for i ∈ {2, 3, ..., |V |} and outdeg(1) = 0. Then Gv is a directed-in-tree rooted at node 1. Proof. Let Gvu = (V, Euv ) be an undirected graph such that (i, j) ∈ Euv only if (i, j) ∈ E v . Gvu does not contain any cycle since otherwise the outdegree of at least one node in the cycle must be 2 in Gv in order not to form a directed cycle. Besides, Gvu has |V | − 1 edges. Thus, it is a tree by Lemma 5.3.2. If Gv is a directed-in-tree, the root must be node 1 since outdeg(1) = 0. Let us choose node 1 as the root of Gvu . We can then prove that the head of each arc in Gv is closer to the node 1 than its tail by contradiction. For the directed acyclic graph solution to the LP problem shown in Figure 5.1, let fij , i, j ∈ V be the optimal flow rate from node i to node j, E + = {(i, j)|fij > 0}, G = (V, E + ). Denote optimal lifetime by to . G is decomposed into multiple routing trees as follows: 1. Choose one outgoing link from each node i ∈ V such that fij > 0 and use the single path from each sensor node to the AP on the resulting directed-in-tree rooted at the AP as the routing path. 2. If the packet flow up to now along at least one link (i, j) ∈ E + on the tree is greater than fij to , set fij = 0. 3. If Σi,j fij = 0, stop. Else, go back to step 1. Choosing one outgoing link at each node in step 1 guarantees that the resulting graph is a directed-in-tree by Lemma 5.3.3. 107



The routing protocol is as follows. Assume that the AP has enough processing energy whereas the other nodes are energy limited. At the beginning, the nodes determine their parent in the shortest path tree (SPT), i.e. the tree that contains minimum-hop path from each node to the AP, in order to send their topology information to the AP. This can be performed by flooding a packet from the AP to the nodes, which then choose their parent to be the node sending the packet over least number of hops. During this flooding, the nodes also determine the identity of their neighbors, nodes with which direct communication can be established. They then send their neighbor information to the AP over SPT (see Chapter 3 for a detailed topology discovery protocol). AP runs the LP problem, and sends the optimal flow rates of the directed acyclic graph and the optimal lifetime to all the nodes in the network. A node i then chooses one of the outgoing links at each time to forward the packets in the network as long as the total packet flow at each link (i, j) is less than fij to . For this protocol, the per sensor node memory requirement is O(degmax ) whereas the CPU requirement is O(degmax |V |), where degmax is the maximum degree of the nodes in G. Each node has to keep the ID of its neighbors, the optimal rates of the links to these neighbors and the optimal lifetime in the memory, which is of complexity O(degmax ). At the beginning, the nodes send and receive packets to find the shortest path to the AP and discover their neighbors. The maximum number of iterations is |V |. In each iteration, each node sends at most one packet and receives at most degmax packets. Each packet contains the ID and cost of the transmitting node. The nodes then send their own topology information and forward their children’s topology information to the AP. The maximum number of packets that is forwarded is |V | whereas each packet contains the 108



ID of each node’s neighbors. Finally, the optimal flow rates on the links to all neighbors of the nodes and optimal lifetime are sent back to the nodes. Each of these steps requires O(degmax |V |) packets to send and receive, resulting in O(degmax |V |) CPU requirement.



5.4



Distributed Energy Efficient Routing



In the previous section, we used a LP formulation in order to determine optimal routing paths from each node in the network to the AP to maximize the system lifetime. Solving the LP problem however requires knowing the whole network topology and packet generation period at each node. Moreover, a sensor node may not have enough processing power to implement the computations of the LP problem. In this section, we provide an algorithm that approximates the LP solution through successive more efficiently solved minimum cost path problems. This approximation will also be useful in incorporating delay constraints into the routing protocol in Chapter 6. The goal of the distributed energy efficient routing is to get as close as possible to the optimal LP lifetime while periodically executing a distributed routing algorithm based on the remaining and initial energy of each node. We present two distributed routing algorithms, namely least sum-cost path algorithm and least max-cost path algorithm, to be implemented for each period. These algorithms aim at minimizing the cost of the routing paths from each sensor node to the AP, where the cost of the path is defined as the sum or maximum of the costs of the links on that path. They are closely related to previous work on minimizing the cost per packet in [77, 20, 16, 17, 85]. Recall that the topology of the network is represented by the graph G = (V, E) where
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(i, j) ∈ E if nodes i and j can communicate with each other. Define the directed graph equivalent of G by Gd = (V, Ed ) where < i, j >∈ Ed and < j, i >∈ Ed for each (i, j) ∈ E. The iterative algorithm consists of obtaining a directed graph with a cost Cij assigned to every link < i, j >∈ Ed and then finding the shortest path tree from AP to all the nodes in that graph at the beginning of each time frame to be used for routing until the end of that frame. Since the cost of the links are used in finding the shortest path from AP to the sensor nodes, the cost of the directed link < j, i >, Cji , is equal to the cost of including node i on the path in the case where a common transmission power is used in the network, i.e. ptx,ij = ptx , ∀i, j ∈ V . The cost of node i at the p-th iteration is equal to the ratio of the total energy consumed up to period p to the total battery energy,



Ci



= =p∗



total consumed energy total battery energy



Σj ptx fij +Σj prx fji +ps gi +(1−Σj fij −Σj fji )pl . ei



(5.3) (5.4)



Here fij is the average resulting flow rate on link < i, j >. Ci increases from 0 to 1 as network evolves. The link cost function can be any increasing function of Ci ,



Cji = d(Ci ).



(5.5)



For instance, the cost in [20] is the ratio of total battery energy to the remaining energy, given by d(x) =



1 . 1−x



In the variable transmission case however the cost of directed link < j, i >, Cji , is
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equal to the cost of transmitting a packet from node i to node j. The link cost function can be any monotonically increasing function of Ci and Cj over interval (0,1), i.e. Cji = d(Ci , Cj ). The cost function used in [20] is



1 d(Ci , Cj ) = pxtx,ij Cix2 + pxrx1 Cjx2 .



(5.6)



The next step is to calculate the shortest path from node 1 (AP) to all other nodes in the network where the cost of path P from node i to node j is defined as the sum and maximum of the costs of the links in P for least sum-cost path algorithm and least maxcost path algorithm respectively. The Bellman-Ford algorithm can be used to calculate this tree for both of these algorithms while requiring a slight change for least max-cost path algorithms, which is changing the action at each pulse from ∀ < i, j >∈ Ed , if ct(j) > ct(i) + Cij , ct(j) = ct(i) + Cij and pred(j) = i to ∀ < i, j >∈ Ed , if ct(j) > max(ct(i), Cij ), ct(j) = max(ct(i), Cij ) and pred(j) = i, in which ct(i) is the cost of node i. The proof of the correctness of this algorithm is analogous to that of the BellmanFord algorithm and the complexity remains the same. The stopping condition is the death of a node i ∈ V − {1}. The routing protocol is as follows. Time is divided into time frames. At the beginning of a time frame, each node i ∈ V calculates its node cost Ci as described in Equation 5.3 to be used in the calculation of Cji , and initializes its cost ct(i) to ∞. (The cost of the AP ct(1) is initialized to 0.) The AP floods the network with a tree construction packet. This packet contains the node cost and cost of the transmitting node in the routing tree. Upon receiving a tree construction packet, the node checks whether the transmitting node 111



is the next hop on a path of smaller cost than previously learned paths. This is done by checking the condition ct(j) > ct(i) + Cij (ct(j) > max(ct(i), Cij )) in least sumcost (max-cost) path algorithm, in which j is the receiving node and i is the transmitting node. If the condition holds, the receiving node updates this cost by ct(j) = ct(i) + Cij (ct(j) = max(ct(i), Cij )) in least sum-cost (max-cost) path algorithm, and rebroadcasts the packet. At the end of the flooding, each node chooses its parent node to be the next hop neighbor on the least cost path to the AP, and uses this next hop until the end of the time frame. For this protocol, the per sensor node memory requirement is O(1) whereas the CPU requirement is O(degmax |V |), where degmax is the maximum degree of the nodes in G. Each node just needs to keep the parent in the minimum cost path to the AP and its cost in the memory, resulting in complexity of O(1). The nodes send and receive packets to find the shortest path to the AP. Each packet contains the ID and cost of the transmitting node. Therefore, the CPU complexity is O(degmax |V |). Simulation results in Section 5.5 show the effect of different cost functions for least sum-cost path algorithms and their comparison to least max-cost path algorithm and LP solution.



5.5



Simulation



The purpose of the simulation is to observe the amount of increase in network battery lifetime as a result of route optimization and to examine the effect of different link cost functions on the lifetime.
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operation transmitting one packet receiving one packet listening to channel operating radio in sleep mode sampling sensor



power consumption 0.92mJ 0.69mJ 29.71mJ/sec 15µJ/sec 1.5µJ/sample



Table 5.1: Power consumption of basic operations in Berkeley mica nodes. In the simulations, the nodes are randomly distributed in a circular area of radius 100 units unless otherwise stated. Two scenarios are simulated: constant transmission energy and variable transmission energy. In the constant transmission energy scenario, a constant transmission power is used across the network, which is chosen to be slightly larger than the threshold necessary for connectivity of the network [60]. In the variable transmission energy scenario on the other hand the transmission range is 90 units but the nodes can adjust their transmission power according to the distance. The results discussed below are averages of the performance of ten different random configurations. In the constant transmission energy scenario, the energy consumed in transmission and reception of packets, listening to the channel and sampling are derived from the power consumption figures for the Berkeley mica nodes, which is given in Table 5.1. The transmission rate is 50 kbps. The packet generation rate gi at each node i is 1/30 per second, which is a typical value for traffic light applications [25]. The battery power level ei is chosen to be that of a pair of AA batteries, which can supply 2200mAh at 3V, for all nodes i, i ∈ V − {1}. The sampling rate is 128Hz at each node. Figure 5.2 compares the lifetime of the network using the routing determined by the linear programming formulation in Figure 5.1 with that using minimum hop routing. The
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Figure 5.2: Comparison of the lifetime for optimum and minimum hop routing. optimization of the paths increases the network lifetime by 50-150 days. The energy spent for sampling sensor is also included in lifetime calculations to get more realistic estimates. Ignoring [20] or decreasing the energy consumed in sensor will further increase the effect of routing algorithm in the final lifetime estimates. The goal of the iterative algorithm is to approximate the solution of LP formulation in Figure 5.1 by dividing the complexity into multiple steps of minimum cost path problems. The parameters of this algorithm that will affect the battery lifetime of the network are the type of least cost path algorithm, step interval and cost function. Step interval is defined to be the length of each iteration during which the same routing paths are used. Cost function is important in terms of emphasizing different battery levels at different intensities in least sum-cost path algorithm and is defined as d(x) in Section 5.4. Figure 5.3 gives the network lifetime for iterative algorithm. As the step interval increases, the lifetime of the network decreases due to the decreasing number of iterations. For small enough step intervals, the lifetime is almost equal to the optimal lifetime for
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Figure 5.3: Average battery lifetime of the random configurations of 20 nodes for different cost functions and step intervals in constant transmission energy scenario. least max-cost path algorithm whereas it is very close to this optimal value for cost functions d(x) = x50 and d(x) = 1/(1 − x)50 for least sum-cost path algorithm. This suggests that for cost function d(x) = xn in least sum-cost path algorithm, n should not be chosen too small since the cost function becomes almost linear and it may be hard to differentiate between a path containing one node with small residual energy and a lot of nodes with high residual energy, and a path containing a lot of nodes of medium residual energy. Also, n should not chosen too large because it is hard to differentiate between different d(x) = xn values unless x is very close to 1. On the other hand, as n gets larger in cost function d(x) = 1/(1 − x)n for least sum-cost path algorithm, it gets closer to the optimal value since the cost of the path gets closer to taking the maximum of the costs on the path in that case. Figure 5.4 shows the effect of different cost functions on the number of nodes connected to the AP over time. The figure justifies estimating the network lifetime by the
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Figure 5.4: The time at which a specific percentage of the nodes are either dead or disconnected from the AP in constant transmission energy scenario. time duration until the first node dies since the time duration from the disconnectedness of 5% of the nodes to that of 50% of the nodes is very small. The least max-cost path algorithm and least sum-cost path algorithm with cost function d(x) = 1/(1 − x)n for large n gives the best lifetime estimate in terms of the disconnectedness of a small percentage of the nodes. However, they perform worse than the least sum-cost path algorithms with cost function d(x) = xn for small n in terms of achieving a large lifetime until a higher percentage of the nodes become disconnected. The reason is that the latter case considers all the nodes on the path whereas the first case considers only the critical nodes with less remaining energy. In the long run, considering only the critical nodes creates cycles in the resulting flow rates causing more energy to be spent in non-critical nodes, which causes the energy of the remaining nodes to deplete earlier than other algorithms. In the variable transmission energy scenario, we normalize the distances by 25units to get a radius of 4units and transmission range 3.8units. We use the radio model developed in [56] and ignore the energy consumed in listening to the channel and sampling. The 116



transmitter dissipates energy to run the radio electronics and power amplifier whereas the receiver dissipates energy to run the radio electronics. The multipath fading channel (d4 power loss) is used since the sensor nodes are usually placed on the ground [86]: When the horizontal distance between the transmitting and receiving antennas becomes very large compared to their vertical displacements from the ground plane, the direct wave and the reflected wave start to cancel each other out. This result in power loss of d4 instead of d2 . To transmit 1-bit over a transmission radius of d units, the radio spends



Etr = Eelec + ǫamp d4 .



(5.7)



To receive 1-bit, the radio spends



Erec = Eelec ,



(5.8)



where Eelec is the electronics energy and ǫamp is the amplifier energy. The ratio



ǫamp , Eelec



which depends on the digital coding, modulation and filtering, is important in terms of determining the energy efficient routing scheme. To get an estimate of this ratio, assume that Eelec = 50nJ/bit and ǫamp = 0.0013pJ/bit/m4 . If 1 unit is k − meters then the ratio



ǫamp Eelec



is around 10−8 k 4 , which is 10−4 for k = 10 and 1 for k = 100.



Figure 5.5 shows the normalized network lifetime for different



ǫamp Eelec



ratios. The life-



time depends on the weight of the transmission energy and remaining battery energy in the cost function given in Equation 5.6 in Section 5.4, which are characterized by x1 and x2 . As the



ǫamp Eelec



ratio increases, the energy spent in transmission dominates the circuit
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Figure 5.5: Average battery lifetime of the random configurations of 20 nodes for different cost functions in variable transmission energy scenario. energy. The increase in the total transmission energy requires a higher sensitivity for the change in the battery energy. Therefore, as the



ǫamp Eelec



ratio increases, a higher weight x2



should be given to the remaining battery energy to increase the lifetime. Moreover, in contrast to constant transmission energy scenario, least sum-cost path algorithm performs better than least max-cost path algorithms.



5.6



Conclusion



In this chapter, we present a routing protocol for sensor networks with the goal of maximizing the time duration until the first node dies. We show that the lifetime can be estimated by the minimum lifetime of the nodes over the network since the time from the disconnectedness of 5% to 50% of the nodes from AP is very small and the quality of data at the AP decreases as a result of the death of the nodes. We first formulate the path optimization as a Linear Programming (LP) problem. We
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then give a centralized routing algorithm based on this LP solution. This optimal routing is shown to increase the network lifetime by 50-150 days over the minimum hop routing. We also describe a distributed algorithm based on iterative least cost path routing where the cost of each path is either the maximum or sum of the cost of the links on that path and the cost of a link depends on the transmission cost of that link and the remaining battery energy of its end points. We show that the least cost path routing for the first achieves optimal lifetime for general topologies when there is a constant transmission power over the network whereas the latter performs better when variable transmission power levels are allowed.
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Chapter 6 Delay Performance of Energy Efficient Routing



6.1



Introduction



Energy efficient routing introduced in Chapter 5 may choose paths that are much longer than the shortest paths to the AP while avoiding nodes with small residual energy. Longer paths may prevent the system from meeting the delay guarantee. This chapter aims to give a delay guarantee on the arrival of packets at the AP while generating energy efficient paths. Minimizing energy consumption subject to a deadline or delay constraint has been introduced in [87], which proposes an algorithm for the scheduling of the packet transmissions over a wireless link based on the observation that in many channel coding schemes the energy required to transmit a packet can be significantly reduced by transmitting the packet over a longer period of time. In this chapter, we generalize this problem to a 120
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Figure 6.1: Delay performance of the routing trees resulting from the decomposition of the optimal flow graph. multi-hop network, which introduces additional problems related to graph theory. One way to introduce delay constraint in the optimization problem formulated in Chapter 5 is to upper bound the total flow rate by the delay constraint delaymax : XX i



j



fij ≤ delaymax



(6.1)



To understand whether the flow rates optimal for the optimization problem satisfy the delay constraint, we have to understand the routing algorithm in a practical framework. The network with optimal flow rates fij assigned to each link (i, j) ∈ E needs to be decomposed into multiple routing trees. At each time, the network will use one of these trees so a single path from each sensor node to the AP. However, guaranteeing the average delay does not tell anything about the delay at a specific time. Figure 6.1 illustrates this problem. The optimal flow rates are shown on the left whereas the decomposition is shown on the right. If all the nodes interfere with each other, then the delay is 7 time slots for one-half of the network lifetime, even though the average delay satisfies the delay constraint of 6.5 time slots. In this chapter, we introduce delay constraint on the decomposed network based on the 121



distributed implementation described in Section 5.4. We assume that the transmission rate is fixed and limit the number of hops each packet experiences in the network to provide a guarantee on the worst case delay. The rest of the chapter is organized as follows: Section 6.2 incorporates delay into the energy efficient routing with the goal of providing a delay guarantee. Simulation results are in Section 6.3. In Section 6.4, some concluding remarks are made.



6.2



Energy Efficient Routing with Delay Guarantee



In order to bound the maximum delay, the MAC protocol should be based on TDMA instead of random access. In Chapter 4, it is shown that the problem of finding a schedule, which minimizes the maximum delay of the packets to reach the AP, is NP-complete. The problem of finding routes from each node to the AP such that the MAC layer minimizes the maximum length of the schedule is even harder. Therefore, we aim to guarantee the worst case delay while generating energy efficient routes. We assume that the MAC protocol is TDMA and guarantees the transmission of at least one packet in each time slot. We first generate a distributed algorithm based on an upper bound on the worst case delay in Section 6.2.1. Then we show how to improve the performance in terms of energy efficiency and connectivity by using a centralized controller to help the nodes choose one of the paths available at each node based on the worst case delay in Section 6.2.2.
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6.2.1 Level Restricted Energy Efficient Routing (LR-ENR) The distributed Bellman-Ford algorithm is used to provide a guarantee on the delay by limiting the number of iterations. Bellman-Ford algorithm is known to find the minimum cost path of length at most i at iteration i [9]. The number of iterations is found by an upper bound on the worst case delay. The worst case delay in the network is ttΣi∈V li gi where li is the length of the path from node i to the AP, gi is the packet generation rate at node i and tt is the length of a time slot that includes the transmission time of a packet and a guard interval (l1 = 0 since node 1 is AP). This delay is upper bounded by d ∗ g ∗ tt where d is the maximum of the lengths of the routing paths from each node to the AP and g is the total number of packets generated in the network. Given a delay requirement delaymax , we therefore calculate the maximum path length dmax ,



dmax = argmaxd d ∗ g ∗ tt ≤ delaymax .



(6.2)



A modified version of Bellman-Ford algorithm can then be executed to find minimum cost paths of length at most dmax from each node to the AP. Instead of running each iteration of Bellman-Ford pulse for |V | times and just keeping the parent in the routing tree, the modified version runs each pulse for dmax times and keeps the minimum cost path from each node to the AP. The routing protocol is therefore the same as the distributed implementation described in Chapter 5 except for the inclusion of a counter and the complete routing path in the tree 123



construction packet. The time is divided into frames. At the beginning of the frame, the AP floods the network with a tree construction packet. The tree construction packet keeps a counter c and the nodes on the routing path it followed starting at the AP in addition to the node cost and cost of the transmitting node in the routing tree. c is initialized to 0 at the AP and increased by 1 at each transmission. Upon reception of a tree construction packet, the node checks whether the transmitting node is the next hop on a path of smaller cost than previously learned paths only if this counter c is less than dmax and ignores the packet otherwise. If c < dmax and a smaller cost path is found, the node updates the cost in the packet, increases the counter c by 1, adds its ID to the routing path the packet followed, and rebroadcasts the packet. At the end of the flooding, each node chooses the minimum cost routing path, and uses this path until the end of the time frame. For LR-ENR protocol, the per node memory requirement is O(|V |) whereas the CPU requirement is O(degmax |V |2 ), where degmax is the maximum degree of the nodes in G. Each node needs to keep the cost of the minimum cost path and all the nodes on that path. The maximum path length is |V | so the memory complexity is O(|V |). The nodes send and receive packets to find the shortest path to the AP. Each packet contains the ID and cost of the transmitting node, the nodes on the path followed by the packet and the counter. The maximum number of nodes on a path is dmax . Therefore, the CPU complexity is O(degmax d2max ), which is at maximum O(degmax |V |2 ).
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N Minimize ΣN i=2 Σj=1 Aij xij Subject to: xij ≥ 0 for i ∈ [2, N ], j ∈ [1, N ], xij integer ΣN j=1 xij = 1 for i ∈ [2, N ] N ttΣN i=2 Σj=1 jgi xij ≤ delaymax



Figure 6.2: Integer Programming model of path length optimization



6.2.2 Hop Restricted Energy Efficient Routing (HR-ENR) We can achieve higher lifetime and connectivity for a certain delay constraint by using a centralized controller based on the exact worst case delay instead of an upper bound on this delay as in Section 6.2.1. This is achieved by running the Bellman-Ford iterations |V | times and then optimizing the path lengths based on the cost of the paths at each iteration. If the vector containing the length of the routing paths, l = [l1 , ..., l|V | ], was given, the minimum cost paths would be found by running Bellman-Ford algorithm for the number of times equal to lj for node j ∈ V . In this problem, on the other hand, the delay requirement delaymax is given. This restricts the lengths of the paths such that ttΣi∈V li gi ≤ delaymax . The problem is then to find the optimal vector l = [l1 , ..., l|V | ] that minimizes the total cost while satisfying ttΣi∈V li gi ≤ delaymax . Figure 6.2 gives the IP formulation for choosing the optimal length of the paths based on the costs determined by Bellman-Ford algorithm. The variables of the problem are xij , which is 1 if the length of the path chosen by node i is j and is zero otherwise. The input to the problem is the cost of the paths Aij and the packet generation rates gi , in which Aij represents the cost of the minimum cost path of length at most j from node i to the AP and gi represents the packet generation rate at node i ∈ V .
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The goal of the problem is to minimize the total cost of the paths. The first constraint represents the non-negativity constraint of xij whereas the second constraint represents the requirement that only one of the paths be chosen by each node i ∈ V . The third constraint rewrites the delay constraint requirement ttΣi∈V li gi ≤ delaymax in terms of the variables xij . The routing protocol is as follows. The time is divided into time frames. At the beginning of the frame, the AP floods the network with a tree construction packet, which contains the counter, its routing path, node cost and the cost of the transmitting node in the routing tree. The first part of the algorithm is similar to the one described in Section 6.2.1. The only difference is that each node i ∈ V keeps the minimum cost path of length at most l for all 1 ≤ l ≤ |V |. Upon reception of a tree construction packet, the node checks whether the cost of the path is smaller than that of previously learned paths of the same length. If so, it updates its minimum cost path for that length, and rebroadcasts the packet. At the end of the flooding, each node knows about the minimum cost path of each length. They then send only the cost of the paths corresponding to each length 1 ≤ l ≤ |V |, not the paths themselves, to the AP. The AP finds the optimal path length for each node based on the formulation in Figure 6.2 and sends it back to the nodes in the network. The nodes then use the routing path of the optimal length until the end of the frame. For HR-ENR protocol, the per node memory requirement is O(|V |2 ) whereas the CPU requirement is O(degmax |V |2 ), where degmax is the maximum degree of the nodes in G. Each node needs to keep the minimum cost path corresponding to each length l for 1 ≤ l ≤ |V |. The maximum path length is |V |, which results in memory complexity of 126



O(|V |2 ). The nodes send and receive tree construction packets to find the shortest path to the AP. The complexity of this step is O(degmax |V |2 ). The nodes then send their costs and forward their children’s cost information to the AP. The maximum number of packets that is forwarded is |V | whereas each packet contains the cost of |V | paths, resulting in a complexity of O(|V |2 ). Finally, the optimal path lengths are sent back to the nodes, resulting in a complexity of O(|V |).



6.3



Simulation



The purpose of the simulations is to observe the effect of the delay constraint on the network lifetime and understand the tradeoff between delay and lifetime. In the simulations, the nodes are randomly distributed in a circular area of radius 100 units. Two scenarios are simulated: constant transmission energy and variable transmission energy. In the constant transmission energy scenario, a constant transmission power is used across the network, which is chosen to be slightly larger than the threshold necessary for connectivity of the network [60]. In the variable transmission energy scenario on the other hand the transmission range is 90 units but the nodes can adjust their transmission power according to the distance. The results discussed below are averages of the performance of ten different random configurations. In all plots below, ‘maximum allowed level’ and ‘maximum delay (slot)’ denote dmax and delaymax respectively, which were defined in Section 6.2. In the constant transmission energy scenario, the energy consumed in transmission and reception of packets, listening to the channel and sampling are derived from the power
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consumption figures for the Berkeley mica nodes, which is given in Table 5.1. The transmission rate is 50 kbps. The packet generation rate gi at each node i is 1/30 per second unless otherwise stated. The battery power level ei is chosen to be that of a pair of AA batteries, which can supply 2200mAh at 3V, for all nodes i, i ∈ V − {1}. The sampling rate is 128Hz at each node. Figure 6.3 shows that the increase in the maximum allowed length of the routing paths beyond the value required for connectivity does not affect the network lifetime for LRENR for both least-sum and least-max cost path algorithms for random configurations of different number of nodes. The first decrease in lifetime results from the increase in connectivity of the network. The maximum level used in the network however keeps increasing as the maximum allowed length increases for the same lifetime as shown in Figure 6.4. This suggests that increasing the delay of the network does not necessarily increase the network lifetime. Although the maximum level used in routing is higher in least-max cost path algorithms than least-sum cost path algorithms, least-max cost path algorithms achieve a higher lifetime in terms of the death of the first node. Therefore, the following simulations that compare the performance of LR-ENR and HR-ENR in terms of achieving optimal lifetime is performed for least-max cost path algorithms. Figure 6.5 shows the lifetime of the network for LR-ENR and HR-ENR and random configurations of different number of nodes. For the maximum allowed delay where LRENR cannot provide connectivity, HR-ENR provides connectivity of all the nodes and achieves optimal lifetime. At the delay value where the connectivity of all the nodes is achieved, the lifetime is equal to optimal lifetime. This means that the uniform distribu128
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Figure 6.3: Average battery lifetime of the random configurations of different number of nodes as a function of maximum allowed path length in constant transmission energy scenario.
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Figure 6.4: Maximum number of levels used in the routing of the random configurations of different number of nodes as a function of maximum allowed path length in constant transmission energy scenario.
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Figure 6.5: Average battery lifetime of the random configurations of different number of nodes as a function of maximum allowed delay in constant transmission energy scenario.



tion of packets in a uniform topology causes the connectivity and optimal lifetime of the network to be achieved simultaneously. Figure 6.7 shows the lifetime of the network for the grid configuration of 49 nodes for LR-ENR and HR-ENR. ‘same’ refers to the case where all the nodes generate packets at the same rate whereas ‘diff’ refers to the case where the packet generation rate at one side of the grid is twice that of the other side. For LR-ENR, once the connectivity of the nodes is achieved, the optimal lifetime is also achieved as in the uniform configuration of the nodes. For HR-ENR, although the lifetime is close to the optimal lifetime once all the nodes are connected for the ‘same’, the lifetime increases from 80% to 100% as the maximum allowed delay increases for the ‘diff’ case. This suggests that the non-uniform distribution of the packets in a uniform distribution of the nodes results in achieving connectivity before achieving the optimal lifetime. Figure 6.6 shows the lifetime of the network for the ring configuration of 50 nodes
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Figure 6.6: Average battery lifetime of the ring configuration of 50 nodes as a function of maximum allowed delay in constant transmission energy scenario.
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Figure 6.7: Average battery lifetime of the grid configuration of 49 nodes as a function of maximum allowed delay in constant transmission energy scenario.
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for LR-ENR and HR-ENR. ‘same’ refers to the case where all the nodes generate packets at the same rate whereas ‘diff’ refers to the case where the nodes on one side of the ring generate twice as many packets as those on the other side of the ring. In the ‘diff’ case, the lifetime increases from 77% to 100% after the connectivity of the nodes is achieved for both LR-ENR and HR-ENR. There is even a slight increase in the lifetime of ‘HR-ENR, same’ case after the connectivity is achieved. The main feature of ring network is that there are only two path options for each node, which may be of very different lengths for some nodes. The non-uniform distribution of the nodes therefore is another factor for the network lifetime to be below the optimal lifetime despite network connectivity. When the maximum allowed delay increases, the network delay keeps increasing although the connectivity of all the nodes and optimal lifetime is achieved. To understand the decrease in network performance by not putting any constraint on the network delay, Table 6.1 compares the minimum and maximum value of the path and delay values that achieves optimal lifetime and connectivity for LR-ENR and HR-ENR respectively. ‘LR-ENR min’ and ‘LR-ENR max’ correspond to minimum and maximum path length, whereas ‘HR-ENR min’ and ‘HR-ENR max’ correspond to minimum and maximum delay. For random configurations, the difference between them increases as the number of nodes increases for both LR-ENR and HR-ENR. For 40-50 nodes, for random, ring and grid configurations and same or different packet generation rates, the ratio of maximum delay to minimum delay increases up to 2. This ratio is expected to increase as the number of nodes increases. In the variable transmission energy scenario, we normalize the distances by 25units to get a radius of 4units and transmission range 3.8units. We use the radio model described 132



configuration random, 20 nodes random, 30 nodes random, 40 nodes ring, 50 nodes - same ring, 50 nodes - diff grid, 50 nodes - same grid, 50 nodes - diff



LR-ENR min 5 9 9 26 32 7 7



LR-ENR max 9 13 16 49 49 7 17



HR-ENR min 48 115 153 625 1100 168 250



HR-ENR max 68 152 264 1177 2054 168 479



Table 6.1: Minimum and maximum path lengths and delays used for LR-ENR and HRENR respectively to achieve optimal lifetime with all the nodes connected to the AP. in Section 5.5. Therefore, the radio spends Etr = Eelec + ǫamp d4 to transmit 1-bit over a transmission radius of d units whereas the radio spends Erec = Eelec to receive 1-bit, where Eelec is the electronics energy and ǫamp is the amplifier energy. We ignore the energy consumed in sampling and listening to the channel. In the figures, ’ratio’ denotes ǫamp Eelec



and x1 = 1, x2 = 20 in the link cost function given in Equation 5.6 in distributed



routing algorithm unless otherwise stated. Figure 6.8 shows the network lifetime as a function of the maximum allowed length of the routing paths for randomly distributed 20 nodes in the variable transmission energy case. The effect of the delay on the network lifetime is much clearer in this case since the nodes just increase their transmission range to satisfy the delay constraint without any connectivity issues. What is surprising is the decrease in lifetime when the allowed maximum path length increases, especially for the least max-cost path algorithm. The maximum level used in the network depicted in Figure 6.9 shows behavior similar to the constant transmission energy case. Although the optimal lifetime is achieved, the maximum level used in the network keeps increasing, which again favors delay constraint.
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Figure 6.8: Average battery lifetime of the random configurations of 20 nodes as a function of maximum allowed path length in variable transmission energy scenario.
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Figure 6.9: Maximum number of levels used in the routing of the random configurations of 20 nodes as a function of maximum allowed path length in variable transmission energy scenario.
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Figure 6.10: Average battery lifetime of the random configuration of 20 nodes as a function of maximum allowed delay in variable transmission energy scenario. Figure 6.10 compares the performance of LR-ENR and HR-ENR in terms of achieving optimal lifetime for least sum-cost path algorithms since they perform better in terms of both lifetime and the maximum level used in the network. It shows similar behavior to the constant transmission energy case except the fact that the decrease in lifetime by the decrease in the maximum allowed delay is more considerable.



6.4



Conclusion



In this chapter, we extend the energy efficient routing described in Chapter 5 to provide a delay guarantee by limiting the length of the routing paths from each sensor node to the AP. The decrease in battery lifetime as a result of decreasing the maximum allowed delay is shown to be considerable for non-uniform distribution of the nodes and uneven packet generation patterns across the network in constant transmission energy case, and random distribution of the nodes and even packet generation rates in variable transmission
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energy case. We also show that when the maximum allowed delay increases, the network delay keeps increasing even after the optimal lifetime is achieved. This favors limiting the maximum delay to the value at which the optimal lifetime is achieved.
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Chapter 7 Fault Tolerance of Energy Efficient Routing



7.1



Introduction



Wireless links are prone to temporary failures unlike their wired counterpart due to the channel fading caused by the movement of the nodes (not very common for sensor networks) or the change in the environment (such as moving cars inside a parking lot). Figure 7.1 depicts this instability for the wireless link between two Berkeley mica2dot [4] sensor nodes. To overcome the temporary link failures in sensor networks, we aim to extend energy-efficient routing described in Chapter 5 for multiple paths in this chapter. Multiple paths have been proposed in [48] to rapidly find alternative paths between source and sink. The first to combine multiple path and minimum energy routing is [79]. The goal is to minimize the total energy consumed in forwarding each packet between a source and a destination. However, the impact of this routing on network lifetime is not
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Figure 7.1: Reception probability of a 36 feet long wireless link for different moving window sizes. considered. We introduce an algorithm to find multiple paths in order to maximize the network lifetime while increasing network resilience. The rest of the chapter is organized as follows. Section 7.2 discusses multiple path routing algorithm. Section 7.3 gives the simulation results. Section 7.4 provides some concluding remarks.



7.2



Energy Efficient Multipath Routing



The goal of multipath routing is to increase the resilience of the network against the failure of the links by trading off the energy consumption. The network comprises one access point (AP) and several sensor nodes that generate data for transfer to the AP. Network topology is represented by a graph G = (V, E). V is the set of nodes; the AP is node 1; N = |V | is the number of nodes. Edge (i, j) ∈ E ⊂ V × V if nodes i and j can communicate. Links fail independently with the same 138



probability. The lifetime of the sensor network is the time when the first node “dies” (consumes all its energy). Recall from Section 5.4 that the directed graph equivalent of the topology graph G = (V, E) is represented by Gd = (V, Ed ). A cost Cij is associated with each link < i, j >∈ Ed . The cost of a path p from node i to node j is the maximum of the costs of the links in p whereas the cost of a set of paths P = {p1 , p2 , ..., pk } is the maximum of the cost of each path in P . The minimum cost k link-disjoint path problem can be stated as follows: Given Gd = (V, Ed ), find a set of k link-disjoint paths P from node AP to a sensor node such that the cost of the set is minimized. The algorithm in [13] gives a minimum cost edge-disjoint path algorithm in an undirected graph where the cost of a path is the sum of its link costs. We modify this algorithm to find minimum cost edge-disjoint paths in Gd with the cost of a path being the maximum of its link costs based on the assumption that < i, j > and < j, i > are not disjoint links. Since nodes i and j transmit at the same power to reach each other, links < i, j > and < j, i > both fail at the same time. Therefore, if one of them is used in a path, the other cannot be used in another path to provide edge disjoint multiple paths. This is the algorithm for minimum cost two edge-disjoint paths from AP to a sensor node i: 1. Run Bellman-Ford algorithm to find the shortest path from AP to the sensor node i in Gd . 2. For each < i, j > on the shortest path, remove the edge < i, j > and set the cost of the link < j, i > to Cji = −Cij . 139



3. Run Bellman-Ford algorithm to find the shortest path from the AP to node i in the modified graph. 4. Remove the overlapping edges of the two paths. The desired pair of paths result. Removing the arcs belonging to the shortest path in step 2 ensures that this path is not reproduced when the Bellman-Ford algorithm is run in the modified graph. Moreover, modifying the cost of the link in reverse direction permits the interlacing of the shortest path to be found in Step 4 with the one found in the original graph while eliminating the possibility of including the reverse link before removing the forward link. At the end of the algorithm, two disjoint paths are obtained by erasing the interlacing part of the two paths. Allowing for interlacing and the negativity of the links leads to optimality. Minimum cost k edge-disjoint paths are generated iteratively from minimum cost k−1 edge disjoint paths. The algorithm is similar to the 2 edge-disjoint path case: 1. For each < i, j > on the minimum cost k − 1 edge disjoint paths, remove the edge < i, j > and set the cost of the link < j, i > to Cji = −Cij . 2. Run Bellman-Ford algorithm to find the shortest path from the AP to node i in the resulting graph. 3. Remove the overlapping edges of the different paths. The desired k paths results. Proof of Optimality: The proof is by induction on the number of edge-disjoint paths. For k = 1, the algorithm finds minimum cost path from AP to node i so the path is optimal. Assume that you have the minimum cost k edge disjoint paths at the beginning of the iteration and 140



denote them by the set Pk = {p1 , p2 , ..., pk } with cost ck . We now prove that the k + 1 paths obtained at the end of the iteration are also optimal. Let us denote the optimal set containing minimum cost k + 1 edge disjoint paths by o Pk+1 = {po1 , po2 , ..., pok+1 } with cost cok+1 . Since Pk is optimal, ck ≤ cok+1 . Now remove o all the arcs that do not belong to Pk or Pk+1 in Gd and assume that a capacity of 1 is



associated with each link. Denote this graph by Gkd . Since there are k + 1 edge-disjoint paths from AP to node i in this graph, the value of a maximum flow is greater than or equal to k + 1. Moreover, since maximum cost of the arcs in this graph is cok+1 , any k + 1 paths found from AP to node i is optimal. Let us find the residual graph of Gkd with respect to Pk . Since the value of a maximum flow is greater than or equal to k + 1, there exists a path of capacity 1 from AP to node i in this residual graph. This path can be discovered at Step 3 of the algorithm. Since the cost of the path that can be discovered by the algorithm is at most cok+1 , k + 1 paths obtained at the end of the iteration are also optimal.



2



If node i has infinite cost in Step 2, then no more edge disjoint paths can be found. The algorithm then stops before reaching k. An example of generating two edge-disjoint paths from AP to node 4 is given in Figure 7.2. The original network is given in Figure 7.2(a). The first path found is {AP, 2, 3, 4}, with the modified graph given in Figure 7.2(b). The next path found is {AP, 6, 7, 3, 2, 5, 4}. The two edge-disjoint paths resulting from the removal of the overlapping edges are then {AP, 2, 5, 4} and {AP, 6, 7, 3, 4}. Figure 7.2 (c) gives the modified graph as a result of these two paths. Since there is no path from AP to node 4 in this modified graph, no more edge-disjoint paths can be found. 141
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Figure 7.2: (a) Original graph Gd = (V, Ed ). (b) Modified graph after finding the path {AP, 2, 3, 4}. (c) Modified graph after finding the paths {AP, 2, 5, 4} and {AP, 6, 7, 3, 4}. The algorithm is executed k times for each node. The running time of each iteration is dominated by the Bellman Ford algorithm. The resulting running time of the algorithm is therefore O(k|E||V |2 ). The multipath routing can be implemented in a centralized manner at the AP by running the above algorithm for each node after collecting the topology information and then disseminating this information to the nodes. The algorithm can be made distributed by running a distributed Bellman-Ford algorithm for each path updating the link cost according to the previous paths found. Bellman-Ford algorithm takes |V | pulses for each path so k|V | pulses to generate k edge-disjoint paths to each node.



7.3



Simulations



The simulations help to understand the tradeoff between the resilience of the network to link failures and the extra energy consumption.
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In the simulations, the nodes are randomly distributed in a circular area of radius 100 units. Two scenarios are simulated: constant transmission energy and variable transmission energy. In the constant transmission energy scenario, a constant transmission power is used across the network, which is chosen to be slightly larger than the threshold necessary for connectivity of the network [60]. In the variable transmission energy scenario on the other hand the transmission range is 90 units but the nodes can adjust their transmission power according to the distance. The results discussed below are averages of the performance of ten different random configurations. In the constant transmission energy scenario, the energy consumed in transmission and reception of packets, listening to the channel and sampling are derived from the power consumption figures for the Berkeley mica nodes, which is given in Table 5.1. The transmission rate is 50 kbps. The packet generation rate gi at each node i is 1/30 per second unless otherwise stated. The battery power level ei is chosen to be that of a pair of AA batteries, which can supply 2200mAh at 3V, for all nodes i, i ∈ V − {1}. The sampling rate is 128Hz at each node. Figure 7.3 shows the average percentage of the nodes that can send their packets successfully to the AP for different link failure probabilities, p, for a random 20-node network in the constant transmission energy case. The cost d(x) = x corresponds to minimizing the maximum cost on the k disjoint paths for the cost defined in Chapter 5 whereas d(x) = 1 corresponds to choosing any k disjoint paths without considering the real costs. The percentage of the successful nodes increases by 15 − 30% for both cases. The rate of increase decreases with the number of paths since no more paths can be found for the nodes (The average number of paths found for the nodes 143
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Figure 7.3: Average percentage of the nodes that can send their packets successfully to the AP for a random 20-node network in constant energy transmission scheme. are 1, 1.8421, 2.6316, 3.2632, 3.8947, 4.4211 for 1, 2, 3, 4, 5, 6 paths respectively). The d(x) = 1 case gives slightly better result since the total number of edges in the least cost paths for d(x) = x may be larger than that for d(x) = 1. Figure 7.4 shows the average percentage of the lifetime that can be achieved at different multiple paths for a random 20-node network. Since the edge-disjoint multiple paths between a sensor node and the AP can contain common nodes, we consider two cases: join and no join. The join case assumes that a node common to multiple paths for the same source-destination pairs waits until it receives the same packet over multiple paths and then sends it only once whereas no join case assumes that they are transmitted separately. The d(x) = x cost increases the network lifetime by 20% over the d(x) = 1 cost. Moreover, the lifetime only decreases by 50% for 6 multiple paths, where an average of 4.4211 paths are found for each node. This slow decrease is because the nodes may not find another edge-disjoint path after choosing minimum cost paths, thereby preventing the load of critical nodes from increasing linearly with the number of multiple paths. 144
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Figure 7.4: Percentage of optimal lifetime that can be achieved at different multiple paths for a random 20-node network in constant transmission energy scheme. Figures 7.5 and 7.6 show that the percentage change in the number of successfully received packets and the lifetime as a result of multipath routing does not depend much on the number of the nodes in the network. The percentage of successful nodes increases by 15 − 30% whereas the lifetime only decreases by 50% for 6 multiple paths. The only difference is that the percentage of the successful nodes decreases as the number of nodes increases since the number of hops to reach AP increases. In the variable transmission energy scenario, we normalize the distances by 25units to get a radius of 4units and transmission range 3.8units. We use the radio model described in Section 5.5. Therefore, the radio spends Etr = Eelec + ǫamp d4 to transmit 1-bit over a transmission radius of d units whereas the radio spends Erec = Eelec to receive 1-bit, where Eelec is the electronics energy and ǫamp is the amplifier energy. The cost of link (j, i) is



1 Cji = pxtx,ij Cix2 + pxrx1 Cjx2 ,
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(7.1)
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Figure 7.5: Average percentage of the nodes that can send their packets successfully to the AP for d(x) = x and different number of nodes in constant transmission energy scheme.
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Figure 7.6: Percentage of optimal lifetime that can be achieved at different multiple paths for d(x) = x and different number of nodes in constant transmission energy scheme.
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where Ci is the ratio of the energy consumed up to now to the total battery energy at node i, ptx,ij is the transmission energy from node i to node j and prx is the reception energy. We ignore the energy consumed in sampling and listening to the channel. In the figures, ‘ratio’ denotes



ǫamp . Eelec



Figure 7.7 shows the average percentage of the lifetime that can be achieved at multiple paths for a 20-node random network and no join case since the transmission power depends on the distance to the receiving neighbor. It illustrates the advantage of considering both the transmission energy and the remaining energy of the nodes in the network. The lifetime gets saturated at a larger number of paths than constant transmission case due to the higher connectivity (The average number of paths found as a result of the multi-path algorithm are 1, 1.9987, 2.9958, 3.9902, 4.9925, 5.9874, 6.9821, 7.9823, 8.9754, 9.9689 for 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 paths respectively in the variable transmission energy case). The decrease in lifetime however is compensated by the increase in the number of nodes that can send their packets successfully to the AP as shown in Figure 7.8. The percentage of successful nodes increases by 40% whereas the lifetime decreases by 90% for 10 multiple paths.



7.4



Conclusion



In this chapter, the distributed energy efficient routing algorithm described in Section 5.4 is extended to include multiple paths between each source and destination in the network to provide the resiliency of the network to link failures. We introduce a multipath routing algorithm that is optimal in terms of minimizing the maximum cost on the multiple paths
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Figure 7.7: Percentage of optimal lifetime that can be achieved at different multiple paths for a random 20-node network in variable transmission energy scheme.
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Figure 7.8: Average percentage of the nodes that can send their packets successfully to the AP for a random 20-node network in variable energy transmission scheme with x1 = 1, x2 = 20.
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from each sensor node to the AP. We show that the number of successfully received packets at the AP increases by 20% and 40% for a decrease of 50% and 90% in the resulting lifetime of the network in the constant and variable transmission cases respectively.
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Chapter 8 Multi-Hop Routing for Energy Efficiency



8.1



Introduction



A wireless sensor network is a special case of ad hoc network, in which the packets travel from a large number of sensor nodes to a few data collectors. Various poweraware metrics have been discussed in [77] to find the traffic distribution that balances the energy consumption optimally. The metric of maximizing the time during which all nodes are alive is analyzed in Chapter 5. However, the metric of minimizing the total energy consumption is still commonly used in proving the energy efficiency of the algorithms [29]. It is important to analyze the implications of these two objectives on the routing scheme. In short-range communications, the total of circuit and transmission energy needs to be considered. The digital coding, modulation and filtering determine the energy spent 150



in the circuit and transmission. Therefore, it is important to understand the effect of the ratio of transmission energy to circuit energy on multi-hop routing in sensor networks. The rest of the chapter is organized as follows. Section 8.2 describes the system model. Section 8.3 gives the LP formulation of maximizing network lifetime in terms of maximizing the minimum lifetime of each node and minimizing total energy consumption. Simulation results are in Section 8.4. Section 8.5 concludes the chapter.



8.2



System Model



Consider a wireless ad hoc network that consists of one access point (AP) and several sensor nodes that generate data for transfer to the AP. The topology information of the sensor network is represented by a graph G = (V, E), in which V is the set of nodes, including the AP as node 1. The edges E ⊂ V × V are such that (i, j) ∈ E if nodes i and j can transmit to each other. N = |V | denotes the number of nodes in the network including AP. The nodes in the network are assumed to generate data at a specific rate, which may be different for each node. We assume the radio model for variable energy developed in Section 5.5. As a result, to transmit 1-bit over a transmission radius of d units, the radio spends Etr = Eelec + ǫamp d4 whereas to receive 1-bit, the radio spends Erec = Eelec , where Eelec is the electronics energy and ǫamp is the amplifier energy. The ratio



ǫamp , Eelec



which depends



on the digital coding, modulation and filtering, is important in determining the energy efficient routing scheme. Two transmission schemes are analyzed: constant transmission energy and variable
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transmission energy. In the constant energy scheme, if the transmission range is r, the energy to transmit to any node within range r is given by Eelec + ǫamp r4 . On the other hand, if the transmission range is r in variable energy scheme, the transmission power is adjusted such that the energy spent for transmitting packets to a node at distance d ≤ r is given by Eelec + ǫamp d4 . The variable energy scheme is obviously more energy efficient. The reason to consider the constant energy scheme is its advantage of providing bidirectional links. Bidirectional links are useful at medium access control (MAC) layer to support implicit or explicit acknowledgment and routing layer to implement distributed Bellman-Ford algorithms.



8.3



Linear Programming Formulation



The optimization problem for the maximization of the minimum lifetime of the nodes has been formulated as a Linear Programming (LP) problem in Chapter 5. Figure 8.1 shows this formulation for the case where only the transmission and reception energy is considered. Figure 8.2 on the other hand gives the optimization problem for minimizing the total energy. The only difference from the optimization problem in Figure 8.1 is that the battery energy of the nodes, ei , i ∈ [2, N ], are variables and the lifetime of the network t is fixed, and the goal is to minimize the total battery energy that must be provided to the nodes for a specific lifetime.
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Maximize t Subject to: fij ≥ 0 for i, j ∈ [1, N ] fij = 0 for (i, j) ∈ /E Σj fij − Σj fji = gi tt for i ∈ [2, N ] t(Σj ptx,ij fij + Σj prx fji ) ≤ ei for i ∈ [2, N ] Figure 8.1: Linear Programming model for the objective of maximizing the minimum lifetime of each node Minimize ΣN j=2 ej Subject to: fij ≥ 0 for i, j ∈ [1, N ] fij = 0 for (i, j) ∈ /E Σj fij − Σj fji = gi tt for i ∈ [2, N ] t(Σj ptx,ij fij + Σj prx fji ) ≤ ei for i ∈ [2, N ] Figure 8.2: Linear Programming model for the objective of minimizing total energy consumption



8.4



Simulations



The goal of the simulation is to understand the effect of the objective function and ratio of transmission energy to circuit energy on the optimal forwarding strategy. In the simulations, eleven nodes are arranged in a linear network as illustrated in Figure 8.3. The distance between adjacent nodes is 1-unit. The lifetime in the figures is normalized by the lifetime of the constant energy scheme at transmission distance d = 1. Figure 8.4 shows that the average number of hops is larger for the “maxmin” objective (Figure 8.1) than for the “sum” objective (Figure 8.2) for small values of the ratio of transmission energy to circuit energy, ǫamp /Eelec . The reason is the need to distribute the load among the nodes as seen in the example of Figure 8.3. However, as the transmission energy dominates the circuit energy, the number of hops in the “sum” objective increases above the “maxmin” objective. We observed similar behavior for networks with 153
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Figure 8.3: Optimal routes for the optimization problems in Figures 8.1 (left) and 8.2 = 0.0001, Eǫamp = 0.1 and Eǫamp = 1 in (a),(b) and (c) respectively for (right) for Eǫamp elec elec elec transmission radius of 5-units and packet generation rate of 1 at each node in variable energy scheme. topologies that are not linear. Figures 8.5 and 8.6 show that the transmission range of constant energy scheme should decrease to approximate the performance of variable energy scheme as the increases. Moreover, the transmission structure is not a function of the
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constant energy scheme.



8.5



Conclusion



Multi-hop routing is known to increase the energy efficiency for the objective of minimizing the total energy consumption when the overall energy consumption of the communica154
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Figure 8.4: Comparison of the total number of hops traversed by the nodes for the optimization problems given in Figures 8.1 and 8.2 for a 11-node linear network, transmission radius of 3-units and packet generation rate of 1 at each node.
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Figure 8.5: Comparison of the network lifetime for the cases where the transmission power is constant and variable over the network for the optimization problem given in Figure 8.1 for a 11-node linear network and packet generation rate of 1 at each node.
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Figure 8.6: Comparison of the total number of hops for the cases where the transmission power is constant and variable over the network for the optimization problem given in Figure 8.1 for a 11-node linear network and packet generation rate of 1 at each node. tion is dominated by the transmission energy. However, in short-range communications, the total of circuit and transmission energy needs to be considered. The chapter investigates the energy efficiency of multi-hop routing with two different objectives: The first objective is to maximize the minimum lifetime of each node whereas the second objective is to minimize the total energy consumption. The chapter explores the effect of these two constraints on the routing since the first is more practical whereas the second is more commonly used in the formulations. Multi-hop routing is preferred for the first objective to even out the energy consumption in the network when the ratio of transmission energy to circuit energy is low. However, the number of hops for the latter objective increases above that of the first objective as this ratio increases. Increasing the transmission range of the networks may therefore help the sensor network to save energy depending on the amount of energy spent in transmission amplifier and circuitry.
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Chapter 9 Fault Tolerance and Energy Efficiency of Data Aggregation Schemes



9.1



Introduction



Eliminating idle listening, overhearing and collisions saves energy at the MAC layer whereas adjusting the routes between the sensor nodes and the central data collector balances the energy consumption in the network. Data fusion or aggregation is another method of saving energy by reducing the rate of data transmission of the nodes based on the correlation of their data. Let X = (X1 , X2 , ..., XN ) be the quantized measured samples that are to be collected losslessly. Node n measures Xn . We sometimes use Xn as the name of node n. Node N + 1 is the sink node, S. The interaction between the correlation among the data X and the transmission structure used to transport these data is studied in [29]. Data aggregation can be based on joint coding of X without or with explicit communication. The former 157



approach is possible using Slepian-Wolf coding [78]. Slepian-Wolf coding saves a lot of energy by the optimal transmission and coding structure. However, it requires centralized knowledge of the correlation in X. Furthermore, such a scheme may not be tolerant to link or node failures due to the dependence in the compressed data. In the second approach of explicit communication, nodes exploit data correlation only by receiving explicit side information from other nodes. The data of a node are available to the relay nodes and used as side information in data coding. This does not require any information about the correlation of the nodes’ data. However, the challenge here is that the data transmitted by a given node depends on the incoming flow from other nodes which use that node as a relay, and also on the transmission structure of these nodes. Therefore, the routing and data compression depend on each other, requiring a joint optimization. Coding based on explicit communication on the other hand can be more tolerant to link or node failures than Slepian-Wolf coding. The rest of the chapter is organized as follows. Section 9.2 shows the advantage of explicit communication over Slepian-Wolf coding in terms of its tolerance to link failures at the cost of extra energy consumption. Section 9.3 shows that multiple paths can increase network resiliency against link failures. Section 9.4 gives simulation results. Section 9.5 concludes the chapter.
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9.2



Fault Tolerance and Energy Performance of Data Aggregation Schemes



This section studies the fault tolerance and energy efficiency of data aggregation schemes based on joint coding with and without explicit communication. Data aggregation based on Slepian Wolf coding assumes knowledge of the correlation of data at all nodes, X. Lossless encoders can then separately encode data at each node as efficiently as if each encoder could see the data values of all other nodes. However, the schemes’ inability to tolerate failures eliminates this advantage, because if the encoded bits from one node are lost, the collector node S may not be able to reconstruct several sensor values. The optimal gathering routing tree for Slepian-Wolf coding is the shortest path tree (SPT) [29]: Once the rate allocation is fixed, the best way to transport any amount of data from any node to the sink is to use the shortest path. Suppose nodes are numbered in increasing order of their distance to the sink on the SPT: (X1 , X2 , ..., XN ) with dSP T (X1 , S) ≤ dSP T (X2 , S) ≤ ... ≤ dSP T (XN , S), where dSP T (i, S) is the total weight of the path connecting node i to S on the SP T tree. Then the optimal data rates are ∗ R1∗ = H(X1 ), R2∗ = H(X2 |X1 ), ..., RN = H(XN |X1 , ..., XN −1 ).



Data aggregation based on explicit communication does not assume knowledge of the correlation structure of X. Coding at each node is simple but finding the optimal data gathering tree is difficult. Let G = (V, E) be a weighted graph with |V | = N + 1. Node N + 1 is the sink node, S. Each node i has to transmit at rate Ri through the network to the sink. The problem is to find a spanning tree ST and rate allocations Ri that minimize 159



Σi∈V Ri dST (i, S), where dST (i, S) is the total weight of the path connecting node i to S on the ST tree. This is difficult because the rate Ri depends on the nodes that use node i as a relay on the tree ST and the best tree ST depends on the rate Ri allocated to each node i. The problem is NP-complete [29]. Although encoding data at each node does not require knowledge of the correlation structure in the case of explicit communication, finding a better tree than SPT requires this knowledge. We therefore choose to use SPT for the explicit communication schemes in the analysis. We first analyze the link loss characteristics of the network. Assume that packet losses are independent and have the same probability p at each link. Let us define the loss factor of a sensor network L as the expected fraction of sensor values (packets) that cannot be constructed at the collector [64]. The optimal structure of the Slepian-Wolf coding is SPT. We number the nodes X1 , X2 , ..., XN as before, with dSP T (X1 , S) ≤ dSP T (X2 , S) ≤ ... ≤ dSP T (XN , S). If the link from X1 to its parent fails, no packets can be decoded at the sink. If that link does not fail but the link from X2 to its parent fails, then only one packet can be decoded. If both of these links do not fail but the link from X3 to its parent fails, then two packets are successful. Therefore, the loss factor of a Slepian-Wolf coded network is given by



LSW (p, N ) =



1 N −1 Σ (N − k)(1 − p)k p N k=0



(9.1)



The loss factor in the explicit communication case, LEC , depends on network structure. If a node or a link fails on the tree, all the descendants of the node or link on the tree 160
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Figure 9.1: Example network fail to send their data to S. On the other hand, when a node or link fails in Slepian-Wolf coding, the set containing the nodes of higher distance to the sink fail to send their data. Since this set contains all the descendants of the node on the SPT, LEC is upper bounded by LSW . LEC = LSW if the network is linear. Figure 9.1 shows an example network. The nodes are numbered in increasing order of their distance to the sink node S. If the link from node 1 to the node S fails in SlepianWolf coding, none of the data of the nodes 2 and 3 can be decoded at the sink. On the other hand, in the explicit communication case, failure of the link between node 1 and S does not affect the decoding of the data of node 2 at the sink. The total energy consumed to transport the data also depends on the data aggregation scheme. We analyze the difference in the energy consumption of Slepian-Wolf and explicit communication cases for the linear network. For general random networks we study this through simulations in Section 9.4. The energy consumption is the sum of the product of the size of the data through each link and its link weight over the network. We assume that all links transmit at the same power, so the link weight has the same value C for all. For the linear network, the total
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energy consumed with Slepian-Wolf coding is



ESW =



CΣN k=1 kH(Xk |X[1,k−1] )



= CΣN k=1 H(X[k,N ] |X[1,k−1] ).



(9.2) (9.3)



Above, X[m,n] = (Xm , · · · , Xn ). On the other hand, the total energy consumed in the explicit communication case is



EEC = CΣN k=1 H(X[k,N ] ).



(9.4)



The difference between them is



EEC − ESW = CΣN k=1 H(X[k,N ] ) − H(X[k,N ] |X[1,k−1] ) =



CΣN k=1 I(X[k,N ] ; X[1,k−1] ) ≥ 0.



(9.5) (9.6)



The difference in energy consumption increases as the correlation between the nodes’ data increases.



9.3



Multipath Routing for Fault Tolerance



The goal of multipath routing is to increase network resiliency against link failures at the cost of increased energy consumption. Finding minimum cost multiple paths from the sensor nodes to the common sink has been considered in Chapter 7. However, the union of these paths may not be a tree. To take 162



advantage of data aggregation along routing trees, we need multiple spanning trees. To protect against failure of k ′ < k edges, we need k rooted trees with the k-edge resiliency property: The paths from every vertex to the sink must be edge-disjoint. (This property does not imply that spanning trees are edge-disjoint.) An algorithm to find two such trees in a 2-edge connected graph is given in [65]. However, finding such minimum cost trees for k ≥ 2 is difficult [65]. Therefore, we use (non-optimal) trees in order to study the tradeoff between energy consumption and expected number of successful packets. We also use clustering to find the routing paths from each sensor node to the sink. We aggregate the data within each cluster through spanning trees with the k-edge resiliency property and then transport this information independently of other clusters to the sink over multiple paths, which may not form a tree. In [60] it is shown that a large cluster size is optimal for high correlation and a small cluster size is optimal for low correlation. We will observe this effect of cluster size in Section 9.4.



9.4



Simulation



The simulations compare the performance of different aggregation schemes in terms of loss factor and energy consumption, and the performance of different multipath routing schemes in terms of resiliency to link failures and extra energy consumption. In all simulations, the nodes are placed on the vertices of a 16-by-16 square lattice. The transmission range is chosen to be 1.5δ; δ is the distance between two neighboring vertices. The graph G = (V, E) comprises edges between nodes closer than the transmission range.
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We quantify the amount of information generated by the nodes and by the aggregation points after compression by the model in [60], which is based on an empirical data set pertaining to rainfall. The amount of information generated at each source is given by the entropy H1 . The average joint entropy of two sources, H2 , as a function of inter-source distance d and individual entropies (H1 ), is



H2 (d) = H1 + [1 −



d c



1 ]H1 . +1



Here c is a constant characterizing the spatial correlation in the data. (The larger is c, the greater is the correlation.) At d = c, H2 =



3 H. 2 1



The joint entropy of n sources



at arbitrary locations is obtained by contributing uncorrelated data with entropy equal to [1 −



1 d +1 c



]H1 from each new source, where d is the minimum distance to the existing set



of sources. In all plots below, ‘spatial correlation measure’ is c/δ, and ‘total energy consumed’ is proportional to the sum of the data rates at all nodes. The energy efficiency of Slepian-Wolf coding over explicit communication case is seen in Figure 9.2. The difference between them increases as the correlation in the data increases. However, the advantage of explicit communication over Slepian-Wolf coding in terms of resiliency against link failures dominates the ‘coding gain’ as shown in Figure 9.3. The percentage of successful nodes for Slepian-Wolf coding drops below 10% for link failure probabilities as low as 0.05; by comparison, with explicit communication the percentage is above 20% for link failure probabilities as high as 0.25. Figure 9.4 shows the effect of data aggregation on total consumed energy for different 164



1400



Slepian−Wolf explicit comm



total consumed energy



1200



1000



800



600



400



200



0



0.5



1



1.5



2



2.5



3



3.5



4



4.5



5



spatial correlation measure



Figure 9.2: Total energy consumption for Slepian-Wolf coding and coding based on explicit communication. schemes of single path routing. ‘One tree, no aggr’ and ‘One tree, aggr’ correspond to minimum cost tree without data aggregation and minimum cost tree with data aggregation along the tree, respectively, based on explicit communication. The plots labeled ‘one path, cl=4’, ‘one path, cl=8’, ‘one path, cl=16’, and ‘one path, cl=32’ correspond to cluster sizes of 4, 8, 16 and 32, in which the data are aggregated along the minimum cost tree within each cluster, the cluster head is taken to be the node inside the cluster closest to the sink, and the data are transferred from the cluster head to the sink without further data aggregation. The ‘one tree, aggr’ case consumes the least total energy since it contains the minimum cost paths from each node to the sink. As noted in [60], clusters of smaller (larger) size consume energy closer to the ‘one tree, aggr’ case in low (high) correlation. Figure 9.5 illustrates the effect of data aggregation on total consumed energy for the 2edge resiliency case. ‘Two tree, no aggr’ and ‘Two tree, aggr’ correspond to two spanning trees with the 2-edge resiliency property without data aggregation and with data aggregation along the tree based on explicit communication, whereas ‘two path, cl=4’, ‘two path, 165
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Figure 9.3: Percentage of successful nodes for Slepian-Wolf coding and coding based on explicit communication. cl=8’, ‘two path, cl=16’ and ‘two path, cl=32’ correspond to cluster sizes of 4, 8, 16 and 32 in which data are aggregated along the two 2-edge resilient trees inside each cluster, the cluster head is the node inside the cluster that is closest to the sink and the data are transferred from the cluster head to the sink without any data aggregation on two edge disjoint paths. Since the spanning trees constructed are not necessarily minimum cost, ‘Two tree, aggr’ does not necessarily consume the least energy. In fact, it spends almost the most energy due to the inefficiencies in tree construction. The behavior for the clustered structure is again the same as for the single path case: Smaller (larger) clusters are more energy efficient for low (high) correlation. Figure 9.6 shows the percentage of the nodes that successfully send their packets to the sink for different link error probabilities. We assume that the link error probability is the same and independent at each link. The 2-path case increases the success probability by nearly 20%. The low cluster size gives highest success percentage since it eliminates the inefficiencies resulting from constructing multiple spanning trees by choosing a smaller 166
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Figure 9.4: Total energy consumption for different schemes of single path routing. cluster size.



9.5



Conclusion



We compared the performance of different data aggregation schemes in terms of energy consumption and resiliency against link failures. Data aggregation based on SlepianWolf coding is more energy efficient than explicit communication, but performs worse in presence of link failures. We improve the fault tolerance of explicit communication case by transmitting packets over multiple paths from each source to the destination. For this, we focus on finding k spanning trees with k-edge resiliency property such that all the nodes in the network remain connected to the sink after the failure of fewer than k links. Clusters of large and small size performs well with high and low correlation respectively, even for the multipath case.
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Figure 9.5: Total energy consumption for different schemes of 2-edge resilient routing.
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Figure 9.6: Percentage of successful nodes for different schemes of single and two path routing.
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Chapter 10 Fault Tolerance and Energy Efficiency of Sensor Field Reconstruction



10.1



Introduction



Chapter 9 focused on collecting and reconstructing the quantized samples of the sensor nodes losslessly at a central controller. In reality however the values one is interested in are not the sensor nodes’ quantized samples but the underlying sensor field. This chapter focuses on the accuracy of the sensor field reconstruction based on the quantized samples of the sensor nodes by considering the errors occurring at the analog-to-digital converter (ADC) for bandlimited sensor fields. Figure 10.1 illustrates a system for reconstructing sensor field F (x, y, z, t) based on the quantized samples at L sensor nodes. Each node i samples and quantizes the sensor field at location (xi , yi , zi ). The quantized samples are then sent over the communication channel, which may have multiple hops, to a central controller. The central controller 169
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Figure 10.1: System for reconstructing sensor field. finally reconstructs the field. Most physical signals are approximately bandlimited, so they can be reconstructed in a stable manner from the samples taken slightly above the Nyquist rate on a uniform lattice. In practice however the errors occurring in the ADC, namely quantization noise, circuit noise, aperture uncertainty and comparator ambiguity, cause unavoidable signal reconstruction errors. The only error mechanism present in an ideal ADC is quantization. This error arises in the transformation of the analog input signal that may assume any value within the input range of the ADC into finite precision output data. In physical ADC devices, on the other hand, there are additional error mechanisms. Aperture uncertainty comes about because an ADC does not sample the input signal at the precise sampling time and location. Comparator ambiguity is due to the finite speed with which transistors in the comparator are able to respond to a small voltage difference. Previous studies [12, 84, 34, 58, 61] have focused on two sampling schemes to reduce quantization error via oversampling in ADCs: Pulse Code Modulation (PCM) style sampling and dither-based sampling scheme. In PCM style sampling, the signal is sampled regularly at constant period τ and then quantized with a step q. Then the signal is
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reconstructed by low-pass filtering the sequence of quantized samples with cut-off frequency equal to the signal bandwidth. In [12], it is shown that the quantization error in this sampling scheme can be modelled as a white noise independent of the input if the quantization step is small enough and a sufficiently large number of quantization levels is available. According to the white noise model, the mean square error between the signal f and the corresponding signal fr obtained after reconstruction is given as



E(|f (t) − fr (t)|2 ) =



1 2 τ q , 12 τN



(10.1)



where τN is the Nyquist sampling interval. This formula suggests that the conversion accuracy improves in proportion to the sampling interval τ . In [84], however, it is shown that the accuracy improvement by a factor τ is valid only in a small range of parameters q and τ and the error does not tend to zero as τ decreases but reaches a floor level for some finite τ . This is because the quantization error becomes correlated as τ decreases. To improve the quantization error, a dither-based sampling scheme has recently been proposed. Dither-based sampling is based on recording positions of quantization threshold crossings of the input signal added to a deterministic dither function. Increasing oversampling provides more precise information about the locations of the crossings of the input signal so describes the signal with higher accuracy. [34] shows that the mean square error between the signal f and the corresponding signal fr obtained after reconstruction is given by E(|f (t) − fr (t)|2 ) ≤ C(∆ + π)2 τ 2 ,
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(10.2)



where |d′ (t)| ≤ ∆ and |f ′ (t)| ≤ π for bounded dither function d(t) and bounded function f (t). Moreover, representing quantization threshold crossing requires only a logarithmic increase of the bit rate in contrast to PCM style sampling scheme. The above schemes assume an ideal ADC so only quantization error is present. It is not clear however how other sources of errors affect the reconstruction performance. This chapter aims to describe and analyze the effect of these random error sources in more detail. We show that a dither based scheme is successful at decreasing the quantization error by increasing the sampling rate but fails to eliminate random errors. On the other hand, PCM style sampling scheme fails to eliminate quantization error when the sampling interval decreases to a certain value but succeeds in decreasing random error as the oversampling rate increases. We propose an advanced dither based scheme that is successful at eliminating both quantization and random errors by combining PCM-style and dither-based schemes. The rest of the chapter is organized as follows. Section 10.2 gives the system model and explains PCM-style and dither based sampling schemes together with their quantization performance. Section 10.3 inspects random error sources and analyzes the performance of these two systems in reducing their effect on the signal reconstruction accuracy. Section 10.4 proposes a new sampling scheme to reduce both quantization and random errors. Section 10.5 analyzes the trade-off between accuracy and energy consumption in the proposed sampling scheme together with the earlier ones. Sections 10.6 and 10.7 describes the bit rate to the central processor and robustness of the scheme to node failures respectively. Section 10.8 concludes the chapter.
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10.2



System Model



The analysis of the sampling schemes is performed for a 1-D spatially bandlimited sensor field at a certain time t0 . This field is represented by f (x) = F (x, y0 , z0 , t0 ) for the rest of the chapter. Without loss of generality, the field f (x) is assumed to belong to the set C, the set of π-bandlimited signals with finite energy and amplitude smaller than 1, C = {f : f ∈ L2 (R), kf k∞ ≤ 1, fˆ(w) = 0, |w| > π}, where fˆ denotes the Fourier transform of f . The Nyquist period for f (x) is TN Q = 1. The sampling rate is assumed to be λ ≥ 1. The PCM-style and dither-based sampling schemes together with their quantization error performance are summarized in Sections 10.2.1 and 10.2.2 respectively.



10.2.1 PCM-Style Sampling Scheme In PCM-style sampling scheme, the signal f (x) is reconstructed from the samples at regular intervals τ = λ1 , { nλ }n∈Z , with k-bit quantizer. Proposition 1: [36] For each λ ≥ 1, there exists a λπ-bandlimited kernel g(x) such P that Cλ = supx∈R ( n |g(x − nλ )|2 ) < ∞ and



f (x) =



1X n n f ( )g(x − ), ∀x ∈ R λ n λ λ



An example g is such that |ˆ g (w)| = 0 for |w| > λπ, gˆ(w) = 0 < gˆ(w) 



√1 2π



(10.3)



√1 2π



for |w| ≤ π and



for π < |w| < λπ.



K-bit quantization perturbs the samples f ( nλ ) by ǫn such that f˜( nλ ) = f ( nλ ) + ǫn ,
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in which |ǫn | ≤ 2−k . In [12], it is shown that the quantization error can be modelled as a white noise independent of the input if the quantization step is small enough and a sufficiently large number of quantization levels is available. According to the white noise model, the reconstructed mean-square error is upper-bounded as



E(|f (x) −



n 1X˜n f ( )g(x − )|2 ) ≤ Cλ 2−2k τ 2 . λ n λ λ



(10.4)



For g(x) = sinc(x), the upper bound is 2−2k τ . However, the white noise model is not asymptotically valid and experimental results in [84] demonstrate that for high oversampling ratios the error decay rate of the reconstruction is lower than that implied by the white noise model since the quantization error becomes correlated. The error does not tend to zero as the oversampling rate increases but reaches a floor level for some finite rate. Therefore, the PCM-style sampling is not successful at decreasing the quantization error when the oversampling rate is above a certain value.



10.2.2 Dither-based Sampling Scheme Dither-based sampling is based on recording the position of the quantization threshold crossings of the function f (x) added to a deterministic dither function db (x) for b-bit quantizer and rate λ > 1. The goal of the dither function db (x) is to guarantee that f (x) + db (x) has a quantization threshold crossing in each interval ( nλ , n+1 ) . The λ n∈Z number of nodes inside each of these intervals then determines the sampling interval τ so how accurate the location of these crossings can be found. 174



+1



0



-1



(a) +1



0



-1



(b)



Figure 10.2: Dither based sampling for a) τ =



1 4λ



b) τ =



1 8λ



Figure 10.2 shows an example of 1-bit dither sampling for sampling intervals τ = and τ =



1 8λ



1 4λ



in parts a) and b) respectively. The arrows show the locations after which



there is a threshold crossing within τ interval. Let xn be the estimated threshold crossing inside interval ( nλ , n+1 ) for n ∈ Z. The λ sequence {xn }n∈Z is uniformly discrete, i.e. infn,k∈Z,n6=k |xn − xk | > 0. Since the lower uniform density of {xn }n∈Z is equal to λ > 1, it constitutes a stable sampling, i.e. f (x) can be perfectly recovered from {f (xn )}n∈Z provided they are exactly accurate [35]. The effect of the estimation error in f (xn ) on the reconstruction accuracy is now briefly explained first for 1-bit then for b-bit dithered scheme. The goal of the dither function in 1-bit dithered scheme is to guarantee that f (x) + d1 (x) has a zero-crossing in each interval ( nλ , n+1 ) . This is satisfied with the following λ n∈Z properties: 1. |d1 ( nλ )| > 1, ∀n ∈ Z 175



)), ∀n ∈ Z 2. sgn(d1 ( nλ )) = −sgn(d1 ( n+1 λ 3. d1 (x) is differentiable and ∆ = supx d′1 (x) < ∞ An example appropriate dither is the sine function, d(t) = γsin(λπt) where γ > 1. ) to record the 2k nodes with 1-bit ADCs are placed uniformly in each interval ( nλ , n+1 λ sign of the dithered signal f (x) + d1 (x) so the sampling interval τ =



1 . λ2k



Let mn ∈



[0, 2k − 1) be the smallest index for which [f + d1 ]( nλ + mn τ ) and [f + d1 ]( nλ + (mn + 1)τ ) have opposite signs. Then from the intermediate value theorem, f (zn ) + d1 (zn ) = 0 at some point zn ∈ ( nλ + mn τ, nλ + (mn + 1)τ ). For xn = mn + 21 , n + xn τ )| λ n n |f ( + xn τ ) − (−d1 ( + xn τ ))| λ λ



|[f + d1 ](zn ) − [f + d1 ](



≤ (π + ∆)|zn −



n − xn τ |, λ



τ ≤ (π + ∆) . 2



(10.5) (10.6)



Proposition 2: [34] Suppose infj,l∈Z,j6=l |tj − tl | > 0 and supn∈Z |tn − nλ | < ∞, where λ > 1. Then there exist interpolating functions ψn with C ′ = supx∈R



P



n∈Z



|ψn (x − tn )| 



∞ such that for any π-bandlimited function f (x),



f (x) =



X n



f (tn )ψn (x − tn )



(10.7)



where ψn and C ′ do not depend on f . ψn are the functions associated with the sequence (tn )n∈Z . By using this proposition with tn =



n λ



+ xn τ , one can reconstruct an approximation f˜
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for f as f˜(x) = −



X n



d1 (tn )ψn (x − tn ).



(10.8)



Then the error between f and f˜ is



τ |f˜(x) − f (x)| ≤ C ′ (π + ∆) , 2



(10.9)



E(|f˜(x) − f (x)|2 ) ≤ C(π + ∆)2 τ 2 ,



(10.10)



so the mean square-error is



where C =



C ′2 . 4



PCM-style sampling uses k-bit ADC at one location in each interval of length



1 λ



whereas 1-bit dithered sampling uses 1-bit ADCs at 2k locations uniformly distributed at intervals of length τ =



1 . 2k λ



From the “conservation of bits” principle described in



[58], for 1 ≤ b ≤ k, there exists a dither-based sampling scheme with not more than 2k−b+1 , b-bit ADCs in each interval ( nλ , n+1 ) achieving a worst-case reconstruction λ n∈Z accuracy of the order of 2−k . In the proposed sampling and quantization scheme developed in [58], 2k−b+1 , b-bit ADCs are placed at locations { nλ + mτ } for m = 0, ..., 2k−b+1 − 1 and n ∈ Z, τ =



1 . λ2k



The dither function db (x) is designed such that the sum f (x) + db (x) crosses some level in every interval of form [An , Bn ] = [ nλ , nλ + (2k−b+1 − 1)τ ]. This is satisfied by a function db with the following properties: 1. |db (An )| = |db (Bn )| > αb , ∀n ∈ Z 177



2. sgn(db (An )) = −sgn(db (Bn )), ∀n ∈ Z 3. db (x) is differentiable and ∆b = supx∈Tn (An ,Bn ) d′b (x) < ∞ where αb =



1 2b−1



+



π . λ2b−1



The error of this scheme is of the same order no matter what



b is since the length of τ does not change and the slope of db stays of the same order by the trade-off between the length of [An , Bn ] and the magnitude difference between quantization threshold crossings. A valid db (x) can be defined in terms of d1 (t) by



db (x) = αb



X n∈Z



d1 (



1 n 2b−1 x + (1 + ))1 n n+1 , −(k−b+1) 1−2 λ 1 − 2−(b−1) [ λ , λ )(t)



(10.11)



1 where 1S (x) is the indicator function of set S. Then ∆b = ∆(1 + πλ ) 1−2−(k−b+1) .



Let mn ∈ [0, 2k−b+1 − 1) be the smallest index for which [f + db ]( nλ + mn τ ) and [f + 1 db ]( nλ +(mn +1)τ ) are on opposite sides of a quantization threshold ln ∈ {0, ∓ 2b−1 , ..., ∓(1− 1 )}. 2b−1



Then from the intermediate value theorem, f (zn ) + db (zn ) = ln at some point



zn ∈ ( nλ + mn τ, nλ + (mn + 1)τ ). For xn = mn + 21 , n + xn τ )| λ n n |f ( + xn τ ) − (ln − db ( + xn τ ))| λ λ |[f + db ](zn ) − [f + db ](



By using Proposition 2 with tn =



n λ



≤ (π + ∆b )|zn − τ ≤ (π + ∆b ) . 2



n − xn τ |, λ



(10.12) (10.13)



+ xn τ , one can reconstruct an approximation f˜



for f as f˜(x) =



X n



(ln − db (tn ))ψn (x − tn ).
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(10.14)



Then the mean square-error between f and f˜ is



E(|f˜(x) − f (x)|2 ) ≤ C(π + ∆b )2 τ 2 .



(10.15)



This means that in contrast to PCM-style sampling, b-bit dithered scheme is able to decrease the mean square quantization error proportionally to τ 2 .



10.3



Random Error Sources



Previous work on sampling schemes have assumed an ideal ADC so only the effect of quantization error on the reconstruction accuracy is considered. Over the last decade however the voltage levels of the circuits have decreased for low-power operation. This decrease together with the improvement in the quantization error requires considering the effect of random error sources on the reconstruction of the sensor field. Random error sources are given as follows [89]:



• Circuit noise: The circuit noise observed at the ADC input consists of various components such as device noise, conducted noise and radiated noise. Device noise comes from devices like amplifiers and resistors that cannot work effectively in the ADC. Usually, these devices are chosen for specifications that are unrelated to noise. Another area that contributes to circuit noise is conducted noise. The origin of conducted noise is either device noise or emitted noise. It can come from the devices in the analog signal path as well as the power supply devices. For instance, a switched-mode power supply creates supply noise, which is injected into the sensi179



tive analog devices. A third source of error is radiated noise. Commonly, this noise can occur because of the coupling of signals from two traces that are parallel and in close proximity. Radiated noise can also come from external electromagnetic interference signals. Circuit noise is usually modelled as an additive zero mean white Gaussian noise with standard deviation much smaller than the dynamic range of the signal. • Aperture uncertainty: In a system where each sample is taken at the same sensor node, aperture uncertainty results since the time difference between sampling events fluctuates due to a combination of timing jitter and skew in the mechanism or clock that triggers sampling. The same effect occurs in the spatial sampling because the ADC in different sensors do not sample the input signal at the expected precise location and time. The error in location comes from the imperfect spatial localization of the sensor nodes whereas the error in time results from the synchronization error of the sensor nodes. Let (xi , yi , zi ) and t0 be the location and time node i should be sampled and (x′i , yi , zi ) and t′0 be the real location and time node i is sampled. The aperture uncertainty is



F (x′i , yi , zi , t′0 ) − F (xi , yi , zi , t0 ).



(10.16)



The mean difference is expected to be zero. • Comparator ambiguity: This effect is due to the finite speed of integrated circuit technology being used. The comparators in an ADC have limited ability of
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resolving an input voltage in a certain amount of time due to the finite transistor speed. This leads to a trade-off between the sampling rate in time and maximum possible resolution of the ADC converter. Based on the assumption that the sampling rate in time is fixed, the comparator ambiguity has the same distribution for any spatial sampling rate. Since the effect of the comparator ambiguity depends on the ADC design, which may be parallel comparator, successive approximation, counting or delta-modulation type, it is usually either ignored or included inside the circuit noise as an additive white Gaussian noise.



Without loss of generality, we assume that the sum of all these errors has mean zero. Furthermore, the error at each spatial sampling point is expected to be independent with the same distribution p(v). Let the variance of p(v) be σ 2 . Notice that we don’t assume any specific distribution. We assume that the quantization error and the random error are additive. This system then becomes very similar to non-subtractively dithered systems. In [90], it has been shown that the moments of the total error can be made independent of the system input signal and of one another by carefully choosing the distribution of the random error. However, in ADC, the distribution of the random error is not known and cannot be controlled. Next, we analyze the effect of the random error on PCM-style and dither-based sampling schemes in Sections 10.3.1 and 10.3.2.
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10.3.1 PCM-Style Sampling Scheme The samples f ( nλ ) are perturbed by an additional error µn such that f˜( nλ ) = f ( nλ )+ǫn +µn , where µn has mean zero and variance σ 2 , and µi and µj are independent for i 6= j. The reconstructed mean-square error is as follows:



1X˜n n f ( )g(x − )|2 ) λ n λ λ n 1X (µn + ǫn )g(x − )|2 ) = E(| λ n λ 1 X n 1 X n = E( 2 | µn g(x − )|2 ) + E( 2 | ǫn g(x − )|2 ) λ n λ λ n λ X X n m 2 ǫn g(x − )) µm g(x − ) +E( 2 λ m λ n λ



E(|f (x) −



(10.17) (10.18) (10.19)



The first term is equal to



E(



n 1 X | µn g(x − )|2 ) = 2 λ n λ



σ2 λ2



P



n



|g(x − nλ )|2



For g(x) = sinc(x), the mean-square random error is equal to



σ2 . λ



(10.20)



The effect of random



error sources therefore decreases as the sampling rate λ increases. The second and third terms on the other hand correspond to the quantization error and the cross correlation of quantization error and random error. In Section 10.2.1, we have seen that the second term does not tend to zero as the oversampling rate increases but reaches a floor level for some finite rate and so it is the bottleneck in PCM-style sampling.
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10.3.2 Dither-based Sampling Scheme The goal of the dither function db (x) in dither-based sampling scheme is to guarantee at ) for n ∈ Z. The least one crossing of a quantization threshold in each interval ( nλ , n+1 λ only way to provide this guarantee is to constrain the sum of the signal f (x) and the random noise e(x) at each location x to have a limited dynamic range. We have seen that circuit noise is usually modelled as an additive zero mean white Gaussian noise with standard deviation much smaller than the dynamic range of the signal. For a variance σ 2 , the probability that the circuit noise is more than 6σ is smaller than 10−9 . We can therefore assume that the circuit noise has a maximum magnitude of 6σ. Comparator ambiguity can also be upper-bounded for bandlimited signals. Since F (x, y, z, t) is bandlimited, there exists us and ut so that: 1. |F ′ (x, yi , zi , t0 )| < us , ∀ node i 2. |F ′ (xi , yi , zi , t)| < ut , ∀ node i which results in: 1. |F (x′i , yi , zi , t0 ) − F (xi , yi , zi , t0 )| < us |x′i − xi |, ∀ node i 2. |F (xi , yi , zi , t′0 ) − F (xi , yi , zi , t0 )| < ut |t′0 − t0 |, ∀ node i Then if the misplacement and synchronization error is upper-bounded by ms and mt respectively, the resulting error in the sample due to aperture uncertainty is upper-bounded;



|F (x′i , yi , zi , t′0 ) − F (xi , yi , zi , t0 )|



≤ us |x′i − xi | + ut |t′0 − t0 | ≤ us m s + u t m t .



183



(10.21)



The error e(x) at location x has mean 0, variance σ 2 and has a limited dynamic range such that |f (x) + e(x)| < (1 + U ).



(10.22)



The dither function db,e (x) is then designed so that the sum f (x) + e(x) + db,e (x) crosses some level in every interval of form [An , Bn ] = [ nλ , nλ + (2k−b+1 − 1)τ ] for n ∈ Z, λ > 1. Since |f (x) + e(x)| < (1 + U ), this is satisfied if the function db,e has the following properties: 1. |db,e (An )| = |db,e (Bn )| > (1 + U )αb , ∀n ∈ Z 2. sgn(db,e (An )) = −sgn(db,e (Bn )), ∀n ∈ Z 3. db,e (x) is differentiable and ∆b,e = supx∈Tn (An ,Bn ) d′b,e (x) < ∞ where αb =



1 2b−1



+



π . λ2b−1



Let mn ∈ [0, 2k−b+1 − 1) be the smallest index for which [f + e + db,e ]( nλ + mn τ ) and [f + e + db,e ]( nλ + (mn + 1)τ ) are on opposite sides of a quantization threshold 1 ln ∈ {0, ∓ 2b−1 , ..., ∓(1 −



1 )}. 2b−1



From the intermediate value theorem, f (zn ) + e(zn ) +



db,e (zn ) = ln at some point zn ∈ ( nλ + mn τ, nλ + (mn + 1)τ ). For xn = mn + 21 , n + xn τ ) λ n n = (ln − db,e ( + xn τ )) − f ( + xn τ ), λ λ



[f + e + db,e ](zn ) − [f + db,e ](



(10.23)



where the error corresponding to quantization and random error are [f + db,e ](zn ) − [f + db,e ]( nλ + xn τ ) and e(zn ) respectively. 184



By using Proposition 2 with tn =



n λ



+ xn τ , one can reconstruct an approximation f˜



for f as f˜(x) =



X n



(ln − db,e (tn ))ψn (x − tn )



(10.24)



Then the mean square-error between f and f˜ is



E(|f˜(x) − f (x)|2 ) = E(|



(10.25)



X (f (tn ) − (ln − db,e (tn )))ψn (x − tn )|2 )



(10.26)



n



X n = E(| ([f + db,e ](zn ) − [f + db,e ]( + xn τ ) + e(zn ))ψn (x − tn )|2 ) λ n X n = E(| ([f + db,e ](zn ) − [f + db,e ]( + xn τ ))ψn (x − tn )|2 ) λ n X +E(| e(zn )ψn (x − tn )|2 )



(10.27) (10.28)



n



X X m e(zn )ψn (x − tn )) +E( ([f + db,e ](zm ) − [f + db,e ]( + xm τ ))ψm (x − tm ) λ n m X 2 2 2 2 |ψn (x − tn )| (10.29) ≤ C(π + ∆b,e ) τ + σ n



X τ +C (π + ∆b,e ) E(| e(zn )ψn (x − tn )|) 2 n ′



2



′′



≤ C(π + ∆b,e )2 τ 2 + C ′ σ 2 + C (π + ∆b,e )τ,



where C



′′



(10.30)



n )|) = C ′2 E(|e(z . This shows that although dither-based sampling scheme is 2



successful at decreasing quantization error by increasing oversampling rate λ, it cannot decrease the random error.
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10.4



Redundant Dither-Based Sampling Scheme



In Section 10.3, we observed that a PCM-style sampling scheme is successful at decreasing random error whereas a dither-based scheme decreases quantization error. In PCM-style sampling, the quantization error does not tend to zero as the oversampling rate increases but reaches a floor level for some finite rate. On the other hand, random error cannot be eliminated in dither-based sampling scheme due to the lack of diversity. This section introduces a redundant dither-based scheme that aims at decreasing the effect of both quantization and random error effect. In PCM style sampling, the decrease in sampling interval τ corresponds to taking more samples of f (x). In dither-based scheme on the other hand the sampling rate λ is fixed. The decrease in sampling interval corresponds to finding the value of the sample with higher accuracy. Therefore, the dither-based scheme can be thought of a spatial quantizer that improves quantization error performance whereas PCM-style sampling provides more samples so more diversity to decrease random errors. It is possible to decrease both kinds of errors by distributing the task of improving the quantization error and random error among the sensor nodes. Let us assume that each sensor node has a b-bit ADC. Let us call λ > 1 the sampling rate and r the oversampling rate. Let the number of nodes inside each interval of length 1 λ



be given by r = r1 r2 where r2 = 2k2 −b+1 , k2 ≥ b − 1. The placement of the nodes is as



follows: • Divide each interval of length



1 λ



into r1 equal intervals.



• Place r2 , b-bit ADCs at locations { r1nλ + mτ } for m = 0, 1, ..., r2 − 1, and n ∈ Z, 186



τ=



1 r1 r2 λ2b−1



• Design dither function db,r1 ,r2 (x) so that the sum f (x) + e(x) + db,r1 ,r2 (x) crosses some level in every interval of the form [An , Bn ] = [ r1nλ , r1nλ + (r2 − 1)τ ]. • Send the level crossing inside each interval [An , Bn ] to the central controller for reconstruction. • Central controller estimates f˜i (x) from the threshold crossings in intervals [ nλ + i r11λ , nλ + (i + 1) r11λ )n∈Z for i = 0, 1, ..., r1 − 1 . Estimate of f (x) is then given by f˜(x) =



P



r1 −1 ˜ i=0 fi (x) r1



.



Notice that dither-based scheme corresponds to r1 = 1. A dither function is designed by following the principles explained in Section 10.3.2 with [An , Bn ] = [ r1nλ , r1nλ +(r2 −1)τ ]. Let min ∈ [0, r2 − 1) be the smallest index for which [f + e + db,e ]( nλ + i r11λ + min τ ) and [f + e + db,e ]( nλ + i r11λ + (min + 1)τ ) are on opposite sides of a quantization threshold 1 lni ∈ {0, ∓ 2b−1 , ..., ∓(1 −



1 )}. 2b−1



From the intermediate value theorem, f (zni ) + e(zni ) +



db,e (zni ) = lni at some point zni ∈ ( nλ +i r11λ +min τ, nλ +i r11λ +(min +1)τ ). For xin = min + 12 , n + xin τ ) λ n n = (lni − db,e ( + xin τ )) − f ( + xin τ ), λ λ



[f + e + db,e ](zni ) − [f + db,e ](



(10.31)



where the error corresponding to quantization and random error are [f + db,e ](zni ) − [f + db,e ]( nλ + xin τ ) and e(zni ) respectively.
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For tin =



n λ



+ xin τ , one can reconstruct an approximation f˜i for f as



f˜i (x) =



X n



(lni − db,e (tin ))ψni (x − tin )



(10.32) (10.33)



Figure 10.3 illustrates the advanced dither-based scheme together with the ditherbased scheme. Theorem 10.4.1. For the scheme above, the mean-square error is



E(|f˜(x) − f (x)|2 ) ≤ C1



1 1 σ2 + C3 , + C 2 2 r2 r1 r2



(10.34)



for some constants C1 , C2 and C3 . Proof. We first make some definitions. Let the quantization error in the estimation f˜i (x) be given by qi (x),



qi (x) =



P



n ([f



+ db,e ](zni ) − [f + db,e ]( nλ + xin τ ))ψni (x − tin ).



(10.35)



Let the random error in the estimation f˜i (x) be given by ei (x),



P



e(zni )ψni (x − tin ).



(10.36)



f˜i (x) − f (x) = ei (x) + qi (x).



(10.37)



ei (x) =



n



Then the error introduced in f˜i (x) is
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(a) +1 1/2 0 -1/2 -1



(b) +1



0



-1



(c) +1 1/2 0 -1/2 -1



(d)



Figure 10.3: Sampling schemes for dither-based sampling (a) and b)) and advanced dither-based sampling (c) and d)). a) r1 = 1, r2 = 8, b = 1 b) r1 = 1, r2 = 4, b = 2 c) r1 = 2, r2 = 8, b = 1 d) r1 = 2, r2 = 4, b = 2
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The mean square error between f and f˜ is



E(|f˜(x) − f (x)|2 ) Pr1 −1 ˜ fi (x) − f (x)|2 ) = E(| i=0 r1 Pr1 −1 ˜ fi (x) − f (x) 2 = E(| i=0 |) r1 Pr1 −1 qi (x) + ei (x) 2 = E(| i=0 |) r1 Pr1 −1 Pr1 −1 ei (x) 2 i=0 qi (x) 2 | ) + E(| i=0 |) = E(| r1 r1 Pr1 −1 Pr1 −1 q (x) i j=0 ej (x) +2E( i=0 ). r1 r1



(10.38) (10.39) (10.40) (10.41)



(10.42)



The amplitude constraint on db,r1 ,r2 does not change as a function of r1 and r2 but the amplitude change requirement is over an interval r2 τ =



1 . r1 λ2b−1



Therefore, the derivative



∆b,r1 ,r2 = Kr1 λ2b−1 for a constant value K. The quantization error is upper-bounded as follows from Sections 10.2.2 and 10.3.2:



|qi (x)|



≤ C ′ (π + ∆b,r1 ,r2 )



τ 2



≤ C ′ r1 λ2b−1 (π + K) =C



(10.43) 1 r1 r2 λ2b



1 , r2



. The inequality 10.44 comes from the fact that r1 λ2b−1 ≥ 1. where C = C ′ (π+K) 2
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(10.44) (10.45)



Then the mean-square quantization error is



E(|



Pr1 −1



qi (x)



i=0



r1



2



|)



≤ E(( ≤ (r1



Pr1 −1 i=0



|qi (x)|



r1



C r12 r1



)2 = C 2



)2 )



(10.46)



1 . r22



(10.47)



The mean square random error is



E(|



Pr1 −1



ei (x)



i=0



r1



2



|)



= E(



Pr1 −1 i=0



ei (x)2



) r12 1 σ2 ≤ r1 C ′2 σ 2 2 = C ′2 . r1 r1



(10.48) (10.49)



The cross correlation of quantization error and random error is



E(



Pr1 −1 i=0



r1



qi (x)



Pr1 −1 j=0



ej (x)



r1



)



C ≤ E(| r2 1 ≤ C3 , r2



Pr1 −1 j=0



ej (x)



r1



|)



(10.50) (10.51)



where C3 = CE(|ej |). The upper bound on the mean-square error then follows. Notice that the errors are on the same order if r1 = r2 = r1/2 . Then the error is equal to



1 ( C1 r 1/2 r 1/2



1 + C2 σ 2 + C3 ) so the error is O( r1/2 ) for oversampling rate r.
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10.5



Energy-Accuracy Trade-off



We have so far described the error performance of sampling schemes. In this section, we analyze the energy performance of these schemes to understand the trade-off between their accuracy and energy consumption. For a specific (λ, r1 , r2 ), the nodes are placed at ( nλ + i r11λ + jτ ) for n ∈ Z, i ∈ [0, r1 − 1], j ∈ [0, r2 − 1], in which τ =



1 . r1 r2 λ2b−1



The measure of efficiency is defined



as the maximum energy consumption in a node per bit gain. The bit gain that the scheme provides is defined to be negative of logarithmic decrease in the mean-square error:



bg = −log(supx∈R E(|f˜(x) − f (x)|2 )) 2



≥ −log(C1 r12 + C2 σr1 + C3 r12 ). 2



(10.52) (10.53)



1 The lower bound is equal to 12 log(r) − log( rC1/2 + C2 σ 2 + C3 ) for the case where r1 =



r2 = r1/2 . Therefore, the bit gain is Ω(log(r)). Let N be the number of periods of length λ1 that are monitored by the central controller. The central controller is located at the rightmost sensor node. The task of each node is as follows:



• Determine b-bit quantized value of f (x) + e(x) + db,r1 ,r2 (x) at its location x. • If the node itself and its left neighbor belong to the same interval ( nλ +i r11λ +[0, r2 − 1]τ ) for the same n and i, receive the information about whether a level has been crossed during that interval, which requires 1 bit, and the value of the level at the left neighbor, which requires b bits. 192



• The nodes at the first level crossing inside the interval ( nλ +i r11λ +(min +1)τ )n∈[1,N ],i∈[0,r1 −1] transmit the level crossing information inside their interval to the right according to the forwarding algorithm, which will be described next. • The nodes forward the level crossing information of the intervals on their right to the left according to the forwarding algorithm.



At each node, the energy is consumed in the sensor, ADC, transmission and reception of packets. Denote the energy consumed in sensor by es , in ADC by eADC , in transmitting a bit over a distance d by et (d) and in receiving a bit by er . es and eADC do not depend on r1 and r2 . The radio spends et (d) = eelec + ǫamp dα to transmit 1-bit over a transmission radius of d units whereas the radio spends er = eelec to receive 1-bit, where eelec is the electronics energy, ǫamp is the amplifier energy and α is the attenuation constant. In determining the level crossing inside each interval ( nλ +i r11λ +[0, r2 −1]τ )n∈[1,N ],i∈[0,r1 −1] , the node receives and transmits the information about whether a level has been crossed during that interval together with the value of the level at the left neighbor over the distance τ . The first part of energy consumption in a node is then upper bounded as



e1



≤ (b + 1)(eelec + ǫamp τ α + eelec ) α



1 = (b + 1)(2eelec + ǫamp ( r1 r2 λ2 b−1 ) ).



(10.54) (10.55)



The forwarding algorithm then determines the energy consumption of the scheme. The sensor node at the first level crossing inside each interval, i.e. ( nλ + i r11λ + (min + 1)τ )n∈[1,N ],i∈[0,r1 −1] , has the level crossing information, which should be forwarded to 193



the central controller. The intervals are classified into r1 groups as ( nλ + i r11λ + [0, r2 − 1]τ )n∈[1,N ] for i ∈ [0, r1 − 1]. For each i ∈ [0, r1 − 1], the packets are forwarded from n-th + i r11λ + [0, r2 − 1]τ ), interval, i.e. ( nλ + i r11λ + [0, r2 − 1]τ ), to n + 1-th interval, i.e. ( n+1 λ for 1 ≤ n < N , and from N -th interval to the central controller (Another scheme would be to send in multiple hops from n-th interval to n + 1-th interval, i.e. from ( nλ + i r11λ + [0, r2 − 1]τ ) to ( nλ + (i + 1) r11λ + [0, r2 − 1]τ ) for 0 ≤ i ≤ r1 − 1. This however consumes more energy due to the domination of circuit energy over the transmission energy at high sampling rates). The energy consumed in forwarding packets at n-th interval is upperbounded as



e2 ≤ (n − 1)(b + log(r2 ))(2eelec + ǫamp dαmax ),



(10.56)



where dmax is the maximum distance between a node in n-th interval and a node in n + 1th interval, which is



1 λ



+



1 . r1 λ2b−1



This energy consumption is distributed among r2 nodes



inside the interval over time such that the energy consumption per node in forwarding is given by



e2 . r2



Finally, the nodes at location ( nλ + i r11λ + (min + 1)τ )n∈[1,N ] transmit the level crossing information inside their interval to the right,



e3 = (b + log(r2 ))(eelec + ǫamp dαmax ).
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(10.57)



The maximum total energy consumption at a node in n-th interval is then given as



etot



= es + eADC + e1 +



e2 + e3 r2



(10.58)



≤ es + eADC + (b + 1)(2eelec + ǫamp ( +n



1 )α ) b−1 r1 r2 λ2



(10.59)



(b + log(r2 )) (2eelec + ǫamp dαmax ) + (b + log(r2 ))(eelec + ǫamp dαmax ) r2



The energy spent in sensing and at the ADC do not depend on the transmission structure so they are O(1). The transmission energy spent in determining the level crossing is also O(1). Although the total amount of data that should be forwarded by the nodes increases as O(log(r2 )), the load is distributed among r2 nodes so the energy consumed in forwarding packets is negligible. Sending the level crossing information inside the interval however requires the energy consumption of O(log(r2 )), which cannot be distributed among the nodes. Therefore, etot is O(log(r2 )) so O(log(r)). The maximum energy consumption in a node per bit gain is therefore O(1).



10.6



Rate of Data Transmission



The energy consumption is determined by the density of the nodes that determines the precision of the quantization, i.e. r2 . The density of the nodes that provides diversity for improving the tolerance to random errors of the ADC on the other hand affects the rate at which the data are delivered in the network. The time duration to determine the level crossing inside each interval is proportional to (b + 1)r2 whereas the time duration required for data forwarding is proportional to r1 log(r2 ). (It can be easily shown that
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the same behavior is observed even in multi-hop forwarding strategy.) The bit rate to the 1 ). central processor is therefore O( r1/2 log (r)



10.7



Fault Tolerance



As stated in [58], the dither-based scheme offers robustness to node failures in terms of a graceful degradation of reconstruction error. If every alternate node fails, the effective node separation would increase to 2τ . This has the same effect as halving the node density r2 . The same dither function continues to work since it does not depend on r2 . The nodes will use higher power to determine the threshold crossing inside their interval but the same power to relay the samples to the central controller.



10.8



Conclusion



We have addressed the effect of the errors occurring at the analog-to-digital converter (ADC), from quantization noise, circuit noise, aperture uncertainty and comparator ambiguity, on the accuracy of sensor field reconstruction. It has previously been shown that PCM-style sampling fails to decrease the quantization error above some finite sampling rate. In this chapter, we have demonstrated that the dither-based scheme, developed to decrease the quantization error, fails to decrease random errors. We propose an advanced dither-based sampling scheme with the goal of reducing both kinds of errors by increasing the density of the sensor nodes. It is based on distributing the task of improving the quan1 tization error and random error among the nodes. The error is shown to be O( r1/2 ) for



196



oversampling rate r. We have also defined the measure of efficiency as the maximum energy consumption in a node per bit gain and shown that the proposed scheme has measure 1 ) and of efficiency O(1). We have also shown that the bit rate of the scheme is O( r1/2 log (r)



it offers robustness to node failures in terms of a graceful degradation of reconstruction error.
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Chapter 11 Optimal Placement of Relay Nodes for Energy Efficiency



11.1



Introduction



The previous chapters have focused on energy management with the goal of increasing operational network lifetime for a given topology of a sensor network. This chapter investigates the determination of this topology and its effect on the energy consumption. The common goal in sensor placement research is to determine the location of the sensor nodes that minimizes the cost while providing high coverage and resilience to failures [18, 37]. High coverage of the areas that the sensor nodes are expected to sense however may bring some geometric deficiencies so limiting energy provisioning to the existing sensor nodes may not yield the most efficient solution. An example system is illustrated in Figure 11.1. Figure 11.1(a) illustrates the placement of the sensor nodes in a parking lot. Each sensor node corresponds to a parking space. The resulting topology 198
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Figure 11.1: a) Locations of the AP and sensor nodes in a parking lot. b) Possible locations for the relay nodes however is not uniform due to the large distance between two sides of the parking lot, so extra relay node placement between these sides as shown in Figure 11.1(b) may decrease energy consumption. The placement of the relay nodes and the resulting energy saving is the subject of this chapter. We assume that the locations and sampling rates of the sensor nodes are predetermined by some sensor placement algorithm in order to make our algorithm suitable for any application and to avoid complexity in the first step of the study. Relay node placement can be interpreted as an additional step between sensor placement and energy management based on the connectivity of the network resulting from the placement of the nodes: After determining the sensor locations and the data generation rate at each of these locations, one executes our algorithm to determine the optimal locations of relay nodes together with the optimal energy provided to them so that the network is alive during the desired lifetime with the minimum total energy. Energy management protocols then provide the desired lifetime. To the best of our knowledge, the use of relay nodes is only introduced in [21] and
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[57]. [21] aims at placing minimum number of relay nodes to maintain the connectivity of a sensor network with a limited transmission range. The problem is formulated as a Steiner Minimum Tree with minimum number of Steiner points (SMT-MSP) problem and then approximated with performance ratio of 3. However, only decreasing the transmission range without taking into account the energy spent in the circuit and along multiple hops may not be always energy efficient. Rather than providing connectivity, [57] considers maximizing the network lifetime by allocating a total amount of additional energy among sensor nodes and relay nodes. Although the energy provided to the nodes is continuous, this problem is formulated as a mixed-integer non-linear programming problem due to the constraint of maximum number of nodes that can be assigned additional energy. Moreover, the proposed heuristic algorithm cannot be compared to the optimal solution. Another idea that is related to the relay node placement is to deploy many sensor nodes and turn only a subset of the nodes on at any given time to save energy [51]. However, putting many sensor nodes inside the interested coverage area may be very costly. Moreover, it is important to understand the best placement of the nodes over a larger area that includes the locations that do not need to be sensed. This chapter is organized as follows. Section 11.2 presents the framework for formulating the problem. The problem of minimizing the total cost for a network allowed to contain relay nodes only in predetermined locations is formulated as linear programming and mixed-integer linear programming problems for continuous and discrete energy allocation respectively in Section 11.3. In Section 11.4, the general problem that removes the location restriction of the relay nodes is formulated as a non-linear programming problem and then approximated by a constant factor algorithm where the constant can be decreased 200



to any value as low as 2 by increasing the complexity of the problem. Simulation results for placing the relay nodes in a parking lot are in Section 11.5. Section 11.6 concludes the chapter.



11.2



System Model



Consider a wireless ad hoc network that consists of one access point (AP), several sensor nodes that generate data for transfer to the AP and several relay nodes. Sensor nodes can act as both source and router whereas relay nodes only act as router. Sensor and relay nodes are static once they are deployed. The topology of the sensor network is represented by a graph G = (V, E), in which V = {1} ∪ Vs ∪ Vr is the set of nodes including AP, node 1, sensor nodes, Vs = [2, N ], and relay nodes, Vr = [N + 1, M ]. (i, j) ∈ E if nodes i and j are in the transmission range of each other. Sensor nodes in the network are assumed to generate data at a specific rate, gi packets per unit time at node i, i ∈ [1, N ]. These rates are estimated at the beginning of the deployment based on the application and the location of the sensors. The power consuming parts in a sensor node are radio, sensor and microprocessor. The energy spent in the sensor is constant over time and does not depend on the communication protocol the network is using. In the formulation, the energy spent per unit time in sensing is denoted by ps gi , where ps is the energy spent in obtaining the samples in one packet. The energy spent in the radio, on the other hand, depends on the communication
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between the nodes. In the formulation, the energy spent in transmission and reception is represented by Σj ptx,ij fij and Σj prx fji respectively, where ptx,ij is the energy spent for the transmission of a packet from node i to node j in unit time, prx is the energy spent for the reception of a packet in unit time and fij is the average time spent for the reception of packets at node j from node i in unit time. ptx,ij is equal to ptx (dij ) in which dij is the distance between nodes i and j and the function ptx that maps distance to the transmission power depends on the environment, the operating frequency and the encoding. ptx is assumed to be a non-decreasing function of the distance between the transmitter and receiver. We assume that the MAC protocol puts the radio of the nodes in sleep mode if they are not transmitting or receiving a packet. The power consumed by the microprocessor and by the radio in sleep mode is assumed to be negligible. The operational lifetime of the sensor network is defined to be the maximum time duration during which all nodes in the network are alive, i.e. the time until the first node dies, since sensor network monitoring can be impaired by the early death of some nodes and the possible disconnectedness of some other nodes as a result.



11.3



Relay Nodes in Predetermined Locations



In this section, we determine optimal energy distribution for sensor and relay nodes to achieve the desired lifetime for the case in which the number of possible locations allowed for the relay nodes is finite. Consider the example scenario illustrated in Figure 11.2. The whole area where the nodes are distributed is divided into a grid. At first, we are given the location of the sensor nodes. Then the grid points shown in the figure are given as a
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Figure 11.2: Example scenario for placing relay nodes in predetermined locations. set of possible locations for the relay nodes. We would like to assign the energy to each of these grid points and sensor nodes while minimizing their total to achieve the desired lifetime. Recall that the topology of the sensor network is represented by a graph G = (V, E) where each edge (i, j) ∈ E is associated with a transmission power ptx,ij . Since the distance between all the nodes in V is predetermined, the transmission power is calculated beforehand by ptx,ij = ptx (d(i, j)) for each (i, j) ∈ E. Figure 11.3 formulates the problem of minimizing the total energy provided to the nodes for a desired lifetime td . P Minimize M i=1 ei Subject to: fij ≥ 0 for i, j ∈ [1, M ] ei ≥ 0 for i ∈ [1, M ] Σj fij − Σj fji = gi tt for i ∈ [2, N ] td (Σj ptx,ij fij + Σj prx fji + ps gi ) ≤ ei for i ∈ [2, N ] Σj fij − Σj fji = 0 for i ∈ [N + 1, M ] td (Σj ptx,ij fij + Σj prx fji ) ≤ ei for i ∈ [N + 1, M ] Figure 11.3: Optimization problem to achieve a desired lifetime td with finite number of allowed locations for relay nodes.
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The variables of the problem are the packet flow rates fij , which is the average time spent for the reception of the packets at node j from node i in unit time, and the battery energy ei for i ∈ [1, M ]. The goal of the optimization problem is to minimize



PM



i=1 ei .



The first and second constraints represent the non-negativity constraint of flows and energy respectively. The third and fifth constraints represent the requirement of the net flow out of each sensor node and relay node respectively. The expected net flow out of each sensor node i ∈ [2, N ] should be equal to the time required to transmit the packets generated in that node per unit time, gi tt, where tt is the transmission time of one packet, while the net flow out of each relay node location, which corresponds to the nodes i ∈ [N + 1, M ], should be zero. The fourth and sixth constraints guarantee that all the nodes are alive during the desired lifetime td . The term in parentheses refers to the energy spent per unit time. It includes the energy spent in transmission and reception of packets for both sensor and relay nodes with the additional energy spent in sensing for sensor nodes. If the optimization variables fij , i, j ∈ [1, M ] and ei , i ∈ [1, M ] are allowed to be any real non-negative number, the problem is a linear programming (LP) problem, which can be solved by simplex method or other polynomial complexity methods. This formulation can also be used for the case in which sensor nodes are already deployed and we are planning to use relay nodes to increase the lifetime of the sensor network to the desired level. In that case, the battery energy ei of the sensor nodes, i ∈ [1, N ], are given, whereas those for the relay nodes, i ∈ [N + 1, M ], are optimization variables. The variables of the problem would then be the packet flow rates fij and the 204



battery energy ei for i ∈ [N + 1, M ]. The goal of the optimization problem would be to minimize



PM



i=N +1 ei .



The formulation yields a mixed-integer linear programming problem for the case where the manufacturer produces a standard package with a standard amount of battery energy for the nodes. Let ec denote the energy of the standard battery package. Then the variable ei is replaced by xi ec for i ∈ [1, M ] in which xi is integer. The goal is to minimize the total number of batteries that should be provided, which is given by



11.4



PM



i=1



xi .



Relay Nodes in Any Location



This section extends the results of the previous section by removing the restriction of predetermined locations for the relay nodes. The topology of the sensor network is represented by G = (V, E). The fixed locations of the AP and sensor nodes are given by Ls = {l1 , l2 , ..., lN }, whereas the variable locations of the relay nodes are given by Lr = {lN +1 , ..., lM }. Notice that the probability ptx,ij associated with a link (i, j) ∈ E is variable if either i or j, or both are relay nodes. This general problem is formulated as a non-linear programming problem in Figure 11.4. The variables are the packet flow rates fij , i, j ∈ [1, M ], the battery energy ei , i ∈ [1, M ], and the location of the relay nodes li , i ∈ [N +1, M ]. The goal of the optimization problem is to minimize



PM



i=1 ei .



The first six constraints are the same as those in Figure 11.3. The last two constraints are added since the distance between nodes i and j where either i ∈ Vr or j ∈ Vr is variable, resulting in variable ptx,ij .
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P Minimize M i=1 ei Subject to: fij ≥ 0 for i, j ∈ [1, M ] ei ≥ 0 for i ∈ [1, M ] Σj fij − Σj fji = gi tt for i ∈ [2, N ] td (Σj ptx,ij fij + Σj prx fji + ps gi ) ≤ ei for i ∈ [2, N ] Σj fij − Σj fji = 0 for i ∈ [N + 1, M ] td (Σj ptx,ij fij + Σj prx fji ) ≤ ei for i ∈ [N + 1, M ] ptx,ij = ptx (d(i, j)) for i, j ∈ [1, M ] d(i, j)2 = |li − lj |2 for i, j ∈ [1, M ] Figure 11.4: Optimization problem to achieve a desired lifetime td without any restriction on the locations of relay nodes. The formulation yields a mixed-integer nonlinear programming problem for the discrete energy assignment scenario. The variable ei is replaced by xi ec for i ∈ [1, M ] in which xi is integer. The goal is to minimize the total number of batteries that should be provided, which is given by



PM



i=1



xi .



This problem is not a convex optimization problem. We therefore try to find a constant factor approximation algorithm. We basically restrict the allowable locations for the relay nodes and compare the total energy allocation to the optimal one. The complexity of the resulting polynomial algorithm is expected to increase as its approximation constant decreases. We consider a grid structure for the allowable locations of relay nodes. Assume that the nodes are allowed to be distributed inside a rectangle of area A. The number of possible locations for the relay nodes on the square lattice in which the distance between two neighboring lattice vertices is ∆ is given by



A . ∆2



This means that as the distance ∆



decreases, the number of variables in the formulation given in Figure 11.3 increases by a
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factor of



1 . ∆2



In the following, we find the dependence of the approximation constant on



this distance ∆ so as to understand the cost of restricting allowable locations for the relay nodes. Theorem 11.4.1. Let ei be continuous and G ⊂ R2 be the set of all vertices of a square lattice in which the distance between two neighboring lattice vertices is ∆. Then the optimal total energy required for the case where the relay nodes are only allowed to be √



2



2



+2∆ ) on the vertices of G is at most 2maxd ptx ( ptxd (d) times the optimal total energy required



for the case where there is no restriction on the location of the relay nodes, which we call no-restriction case. Proof. We prove this theorem by providing an algorithm that takes the graph representing the optimal solution for the no-restriction case and obtains a solution for the grid structure by splitting each relay node in the optimal graph. For this purpose, we first introduce some notation. Let the optimal solution of the norestriction case be given by the graph Gnr = (Vnr , Enr ), where Vnr contains the sensor nodes and relay nodes that are used to carry packets and Enr = {(i, j)|fijopt > 0, i, j ∈ Vnr }, where fijopt refers to the optimal flow rate from node i to node j. Let us initialize the graph that will represent a solution of the grid structure with Gg = (Vg , Eg ), where Vg = Vs is the set of sensor nodes and Eg = (Vs × Vs ) ∩ Enr contains only the edges of Enr between the sensor nodes. The nodes corresponding to a relay node i are defined to be the vertices of the lattice node i is in. If node i is located on a vertex of the lattice, then there is only one corresponding node. Otherwise, there are 4 corresponding nodes. The node corresponding to 207



a sensor node is itself. The excess at the node k corresponding to a relay node i is defined as



eik = Σj I(i, j, k)fijopt − Σj I(i, j, k)fjiopt ,



(11.1)



where I(i, j, k) = 1 if k is the node corresponding to node i that is closest to one of the corresponding nodes of node j and I(i, j, k) = 0 otherwise. The pseudocode of the transformation algorithm is given in Figure 11.5. For each relay node i ∈ Vnr add one relay node at each of the vertices corresponding to node i to Vg if it is not already in Vg if (i, j) ∈ Enr ((j, i) ∈ Enr ) and node j is a sensor node or relay node that has already been processed add a directed arc between the closest nodes corresponding to node i and j to Eg with the corresponding flow rate fijopt (fjiopt ) For each relay node i ∈ Vnr determine the excess eik at each corresponding relay node k ∈ Vg solve the resulting transportation problem by assigning flows along the shortest path between these relay nodes update Gg with the resulting flows from the transportation problem Figure 11.5: Algorithm to transform optimal solution for the no-restriction case to a solution for the grid structure



In the first part of the algorithm, the relay nodes in Gnr are split so that all the relay nodes in the resulting graph Gg are on the vertices of the lattice. Each link (i, j) ∈ Enr is transformed into a link between two nodes, one corresponding to node i and the other 208



corresponding to node j in Gg . Although this transformation does not change the flows fij incident to sensor nodes, it affects the flow balance equations at the relay nodes. The second part of the algorithm aims to satisfy the flow balance equations in Gg by adding flows between the vertices corresponding to relay nodes in Gnr . The sum of eik over all the corresponding vertices k of node i should be zero. Flows are assigned between these vertices to make the resulting eik equal to zero for all i. The essence of the algorithm lies in the fact that the resulting Gg keeps the flow rates incident on sensor nodes the same while possibly increasing the number of relay nodes between them compared to Gnr due to the restriction of placing them at the vertices of the lattice. The first 2 constraints in LP problem in Figure 11.3 are obviously satisfied for Gg resulting from the above transformation. If the flow balance equations for the nodes are satisfied for Gnr , so do they for Gg . The flows incident on sensor nodes do not change. Therefore, the reception energy at the sensor nodes is the same. If the sensor node i and the relay node j are in the same lattice, then the maximum distance between the sensor node and the closest corresponding relay node is



√1 ∆. 2



consumption is



The maximum ratio of the energy consumption to the optimum energy



ptx ( √1 ∆) 2



ptx (dij )



. The maximum value of this ratio is given by



which is upper bounded by



ptx ( √1 ∆) 2



mind ptx (d)



ptx ( √1 ∆) 2



mindij ,i,j∈Vnr ptx (dij )



,



, which is more than or equal to 1. On the other



hand, if they are on different lattices, then the distance between the corresponding relay q node and the sensor node may decrease or increase from dij to at most d2ij + ∆2 . This √ ptx ( d2ij +∆2 ) increase corresponds to transmission energy increase of a factor of , which ptx (dij ) √



2



2



+∆ ) is upper bounded by maxd ptx (ptxd(d) , which is more than or equal to 1. The total re-



sulting energy consumption at the sensor nodes therefore increases by at most a factor of 209
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ptx ( √1 ∆)



2



√



2



2



2



+∆ ) +∆ ) 2 , maxd ptx (ptxd(d) ) = maxd ptx (ptxd(d) since mind ptx (d) = ptx (0). max( mind ptx (d)



The total flow rate incident on relay nodes is at most doubled to balance flow equations in second part of the algorithm so the reception energy of the relay nodes is at most doubled. The energy spent for the transmission of the flow fij from relay node i to node j is ptx (dij )fij in Gnr . During the first step of the transformation algorithm, if the nodes are in the same lattice and node j is a relay node, the closest corresponding relay nodes are the same so no energy is required to transmit the flow. If the nodes are in the same lattice and node j is a sensor node, the maximum distance between the sensor node and corresponding relay node is ptx ( √1 ∆) 2



a factor of



mind ptx (d)



√1 ∆ 2



resulting in energy consumption increase by at most



. If they are on different lattices and node j is a relay node, the



transmission energy from the relay node corresponding to node i to that corresponding to node j is less than ptx (dij )fij since they are closer than dij . If they are on different lattices and node j is a sensor node, the transmission energy increases by at most a factor √



2



2



+∆ ) of maxd ptx (ptxd(d) . The maximum ratio of the energy consumption at this stage to the ptx ( √1 ∆)



√



2



2



+∆ ) 2 optimum energy consumption is upper bounded by max( mind ptx , maxd ptx (ptxd(d) )= (d) √



2



2



+∆ ) , which is more than or equal to 1. maxd ptx (ptxd(d)



During the second step, flows are added to satisfy the flow balance equations. The maximum additional flow between the relay nodes at the corresponding vertices for fij is fij transmitted at maximum distance



√



√ 2∆ resulting in transmission energy ptx ( 2∆)fij . √



ptx ( 2∆) . The ratio of this energy to the optimum energy consumption is upper bounded by min d ptx (d)



The total transmission energy at the relay nodes therefore increases by at most
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√ ptx ( 2∆) + mind ptx (d)



√



2



2



+∆ ) , which is upper bounded by the following: maxd ptx (ptxd(d)



√ √ √ √ ptx ( 2∆) ptx ( d2 + ∆2 ) ptx ( 2∆) ptx ( d2 +2∆2 ) 2max( , maxd ) ≤ 2max( min , max (11.2) ) d ptx (d) d ptx (d) mind ptx (d) ptx (d) √



2



+2∆ ≤ 2maxd ptx ( ptxd (d)



2)



(11.3)



√



2



2



+2∆ ) The overall energy consumption increases by at most a factor of 2maxd ptx ( ptxd (d) .



Since the optimal energy required for the relay nodes restricted to be placed at the vertices of the lattice is less than the energy required for Gg , the approximation constant is √



2



2



+2∆ ) 2maxd ptx ( ptxd (d) .



Theorem 11.4.2. Let ei be discrete, i.e. ei = xi ec in which ec is the battery energy and xi is integer for each i ∈ [2, M ], and G ⊂ R2 be the set of all vertices of a square lattice in which the distance between two neighboring lattice vertices is ∆. Then the optimal total energy required for the case where the relay nodes are only allowed to be on the vertices of G is at most



√ ptx ( d2 +2∆2 ) ⌉ 4⌈maxd ptx (d)



times the optimal total energy required for



the case where there is no restriction on the location of the relay nodes, which we call no-restriction case. Proof. We prove this theorem by providing an algorithm that takes the graph representing the optimal solution for the no-restriction case and obtains a solution for the grid structure by splitting each relay node in the optimal graph in the same way as Theorem 11.4.1. The additional restriction here is that we have to look at each node separately due to the discrete energy allocation requirement.



211



As a result of the transformation algorithm explained in the proof of Theorem 11.4.1, √



2



2



+∆ ) ⌉. the total energy consumption at the sensor nodes increases by at most a factor of ⌈maxd ptx (ptxd(d)



The flow rate incident on each corresponding relay node so the reception energy of the corresponding relay node is less than or equal to that of the relay node itself. The energy spent for the transmission of the flow fij from node i to node j is ptx (dij )fij in Gnr whereas the maximum energy spent in transmission at each corresponding vertex q √ of the relay node is the maximum of ptx ( 2∆)fij and ptx ( d2ij + ∆2 )fij . The ratio of √



2



2



+2∆ ) the latter to the first is at most maxd ptx ( ptxd (d) . The resulting energy increase ratio at √



2



2



+2∆ ) each relay node is therefore ⌈maxd ptx ( ptxd (d) ⌉. Since there are at most 4 relay nodes in



G corresponding to each relay node in Gnr , the total energy consumption increases by at √



2



2



+2∆ ) most a factor of 4⌈maxd ptx ( ptxd (d) ⌉.



Since the optimal energy required for the relay nodes restricted to be placed at the vertices of the lattice is less than the energy required for Gg , the approximation constant √



2



2



+2∆ ) is 4⌈maxd ptx ( ptxd (d) ⌉.



Remark Note that the approximation constant can be made arbitrarily close to 2 in Theorem 11.4.1 by choosing small enough ∆.



11.5



Simulation



The purpose of our simulation is to examine the effect of relay nodes on the total energy provided to the network for a parking lot application. In the simulations, the locations of the AP and sensor nodes in the parking lot are as shown in Figure 11.1 (a). The relay nodes are placed onto the vertices of a grid in 212



the parking lot. Figure 11.1(b) shows the relay nodes placed on the vertices of a square lattice of side length 20f t. Two scenarios are simulated: constant transmission energy and variable transmission energy. In the constant transmission energy scenario, a constant transmission power is used across the network. In the variable transmission energy scenario on the other hand the nodes can adjust their transmission power according to the distance. Figure 11.6 shows the correct reception probability as a function of the distance between two mica2dot nodes [71]. The quality of the link exhibits high variation when the distance is larger than a certain value, which is 40-feet in this case. To provide a system that is guaranteed to give a specific lifetime unless the nodes fail and a robust communication between the deployed nodes with a correct reception probability close to 1 in the constant transmission energy case, we first assume a basic reception model: The probability of communication is 1 if the distance between the nodes is less than a distance d and 0 otherwise, which ignores the links with a success probability less than 1 due to the inconsistencies in those links. We then extend this transmission range over k times d to obtain extended reception model: The probability of correct reception is 1 if the distance between the nodes is less than d and decreases linearly from 1 to 0 as the distance increases from d to kd. In this case, the transmission energy is given by the constant transmission power to reach the distance d, ptx (d), times



1 pc



in which pc is the correct



reception probability. This variability in the transmission power allows us to observe the effect of low quality links on the total energy required for the network. The assumptions about the energy dissipation in transmit and receive modes will change the advantages of different protocols. We use the energy model described in Sec213
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Figure 11.6: Correct reception probability at different distances for mica2dot motes. tion 5.5: The radio spends Etr = Eelec + ǫamp d4 to transmit 1-bit over a transmission radius of d units whereas the radio spends Erec = Eelec to receive 1-bit, where Eelec is the electronics energy and ǫamp is the amplifier energy. In the figures, Eelec = 100nJ/bit and ‘ratio’ denotes



ǫamp . Eelec



The battery package is assumed to be a pair of AA batteries,



which can supply 2200 mAh at 3V. We further assume that the desired lifetime is 10 years and each sensor node consumes 1/10-th of battery energy in sampling during the desired lifetime. Figure 11.7 shows the total energy consumption in the network as a function of the transmission range at 5-ft grid size for the constant transmission energy and basic reception model. If the



ǫamp Eelec



ratio is large enough, there exists an optimal transmission range.



The relay nodes remove the geometric deficiencies by allowing the sensor nodes to decrease their transmission range. However, the transmission range should not decrease below a certain level since the increase in the number of hops to reach the AP starts to dominate the decrease in the variable part of the transmission energy, which contradicts 214
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Figure 11.7: Energy consumption for different transmission ranges and basic reception model at 5-ft grid size. placing minimum number of relay nodes to maintain the connectivity of a sensor network with a limited transmission range for energy efficiency [21]. Moreover, the total energy consumption in the discrete energy allocation case is more than that in the continuous allocation as expected. The effect of the grid size on the energy consumption compared to the case where no relay node is used is depicted in Figure 11.8. The energy saving increases as the ratio ǫamp Eelec



increases due to the dominance of the transmission energy over the circuit energy.



Notice that the value of the approximation function and 11.4.2 decreases as



ǫamp Eelec



√ ptx ( d2 +2∆2 ) maxd ptx (d)



in Theorems 11.4.1



decreases for the same grid size ∆. Furthermore, the energy



saving is observed to be less for the discrete energy allocation. Figures 11.9 and 11.10 show the energy consumption as a function of transmission range at 5-ft grid size and grid size respectively for the constant transmission energy and extended reception model: The transmission range d means that the probability of correct
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Figure 11.8: Energy consumption normalized by that in the ‘no relay node’ case for different grid sizes with basic reception model. reception is 1 if the distance between the nodes is less than d and decreases linearly from 1 to 0 as the distance increases from d to 3d. The behavior of the figures is similar to those for the basic reception model except that the energy consumption is less compared to that in the basic reception model. Moreover, the energy saving as a function of the grid size has also decreased since the transmission energy has become variable over a certain range. This of course comes at the cost of decreased robustness. Figure 11.11 illustrates the energy saving by the decrease in the grid size for the variable transmission energy scenario. The energy saving is less compared to the constant transmission energy case since the nodes can save energy by adjusting their transmission power even in the ‘no relay node’ case. Notice that Figures 11.10 and 11.11 do not show any energy saving for the discrete energy allocation case. This is because at least one battery energy is assigned to each sensor node, which is enough to handle all the transmissions. Figures 11.12 and 11.13 demonstrate the effect of the grid size on the energy saving for 216
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Figure 11.9: Energy consumption for different transmission ranges and extended reception model at 5-ft grid size. 1/10-th of battery energy. As expected, the discrete and continuous energy allocation have similar behavior with slightly more energy saving in the continuous energy allocation.



11.6



Conclusion



We explore a novel idea of energy management by using relay nodes in a wireless sensor network. We assume that the locations and data generation rates of sensor nodes are predetermined by the sensor placement algorithm of the application. The problem is to determine the optimal locations of relay nodes together with the optimal energy provided to them so that the network is alive for a desired lifetime with minimum total energy. We formulate the problem as a nonlinear programming problem. We then propose an approximation algorithm based on restricting the locations where the relay nodes are allowed to a square lattice. The algorithm approximates the original problem with performance ratio of as low as 2 by trading complexity. 217
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Figure 11.10: Energy consumption normalized by that in the ‘no relay node’ case for different grid sizes with extended reception model. For the parking lot application we consider, the relay nodes provide a significant decrease in the total energy provided to the network by decreasing the minimum transmission range required for the network to achieve connectivity. We also observe that the transmission range should not decrease below a certain value since the increase in the constant energy dissipation in transmitter and receiver circuitry over multiple hops start to dominate the decrease in the variable energy dissipated in the transmit amplifier.
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Figure 11.11: Energy consumption normalized by that in the ‘no relay node’ case for different grid sizes and variable transmission energy.
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Figure 11.12: Energy consumption normalized by that in the ‘no relay node’ case for different grid sizes, basic reception model and 1/10-th battery energy.
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Figure 11.13: Energy consumption normalized by that in the ‘no relay node’ case for different grid sizes and variable transmission energy at 1/10-th battery energy.
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Chapter 12 Conclusion and Future Work



12.1



Summary of Contributions



This thesis investigates the design issues at the medium access control, routing and application layers to provide energy efficiency, delay guarantee and fault tolerance. The analysis of sensor network application in traffic monitoring enables us both to prove the potential of sensor network technology and to understand the application-specific characteristics of sensor networks, namely many-to-one communication, collaborative processing and asymmetry of constraints. The trade-off between energy efficiency, delay and fault tolerance and using application-specific characteristics to minimize this trade-off have been addressed throughout the thesis. In Chapter 2, based on the experiments performed with the magnetic vehicle sensor nodes of Sensys Networks, we show that sensor nodes provide vehicle detection accuracy exceeding 98 percent, which is higher than that of the current standard vehicle detection scheme, inductive loops. We also achieve 90 percent accuracy in average vehicle length 221



and speed estimates with a single sensor. Two magnetic sensors achieve average vehicle speed estimation better than the video due to the high sampling rate of the sensors. Moreover, the highly localized change associated with the magnetic sensor allows us to classify the vehicles with accuracy over 80 percent in real-time, without using vehicle length by a simple algorithm that tracks the rate of change of consecutive samples. We have also demonstrated that the vehicle re-identification based on magnetic sensors and a simple signature matching algorithm is very promising for measuring turn movements at intersections and roundabouts. In Chapter 3, we describe a TDMA based MAC protocol to achieve both energy efficiency and delay guarantee. We show that the traditional belief that there is a tradeoff between delay and energy may be misleading when the application-specific characteristics are not considered. PEDAMACS demonstrates that one can achieve both of them by using special characteristics of sensor networks: many-to-one and asymmetric communication. These characteristics are exploited in efficiently discovering the network topology and eliminating the synchronization overhead in the execution of the TDMA schedules. PEDAMACS is shown to provide a lifetime of several years compared to several months and days based on random access schemes with and without sleep cycles respectively. In Chapter 4, the scheduling problem for sensor networks is defined based on the conflict graph that takes into account the broadcast nature of the wireless links. The scheduling problem is to determine the smallest length conflict-free assignment of slots during which the packets generated at each node reach their destination. This optimization problem is shown to be NP-complete. Moreover, we propose two centralized heuristic algorithms: one based on direct scheduling of the nodes or node-based scheduling, and 222



the other based on scheduling the levels in the routing tree before scheduling the nodes or level-based scheduling. The performance of these algorithms depends on the distribution of the nodes across the levels, which demonstrates the importance of considering application-specific characteristics in the scheduling. In Chapter 5, we formulate the energy load balancing problem as a linear programming problem with the goal of determining optimal routing paths in the network. The routing algorithm is based on decomposing the LP solution into multiple routing trees. Introducing delay guarantee into this routing scheme in Chapter 6 has shown that the constraint of instantaneous delay guarantee cannot be included in the LP formulation. The traditional way of introducing delay constraint via capacity constraints only provide average delay performance not anytime delay guarantee. Anytime delay guarantee is a restriction on the routing trees after the decomposition of the LP solution. We show how to provide this guarantee via a distributed algorithm that implements the decomposition by a sequence of least cost path problems. Finally, in Chapter 7, the lifetime optimization problem is extended to include multiple paths between each source and destination in the network so as to provide the resiliency of the network to link failures. In Chapter 8, we investigate the effect of physical layer and application layer characteristics on the multi-hop routing. Multi-hop routing is known to increase the energy efficiency for the objective of minimizing the total energy consumption when the overall energy consumption of the communication is dominated by the transmission energy. We explore the effect of considering constant circuit energy and reception energy in addition to the variable transmission energy and optimizing the distribution of energy consumption across the network instead of just minimizing the total energy consumption on the 223



multi-hop routing. We show that multi-hop routing is more preferred for the energy load balancing objective to even out the energy consumption in the network when the ratio of transmission energy to circuit energy is low. However, the number of hops for minimizing the total energy consumption objective increases more considerably as this ratio increases. This demonstrates the sensitivity of multi-hop routing to the parameters of other layers. In Chapter 9, we focus on the energy efficiency and fault tolerance of data compression schemes in multi-hop networks. The goal is to compress the quantized samples measured at the sensor nodes losslessly in order to limit the amount of data transmitted by the sensor nodes. It has previously been shown that Slepian-Wolf based coding provides higher energy efficiency than joint entropy coding model based on explicit communication in sensor networks [29]. We show that the fault tolerance of the first is so low that the latter may be preferred in the presence of link failures. In Chapter 10, we generalize the analysis in Chapter 9 by considering the errors occurring at the analog-to-digital converter, namely quantization noise, circuit noise, aperture uncertainty and comparator ambiguity. The goal is to reconstruct the underlying sensor field to maximum point-wise accuracy instead of just collecting the quantized samples losslessly. We propose an advanced dither-based scheme with the goal of reducing all of these errors by increasing the density of the nodes. We have also defined the measure of efficiency as the maximum energy consumption in a node per bit gain and shown that the proposed scheme has measure of efficiency O(1). In Chapter 11, the interaction between energy efficient routing and topology control has been illustrated by the placement of relay nodes. Given a set of sensor node locations, the idea is to place extra relay nodes to increase the network lifetime by helping the ex224



isting nodes forward the packets. The problem is formulated as a nonlinear programming problem. A linear programming problem is then proposed as an approximation algorithm based on restricting the locations where the relay nodes are allowed to a square lattice. The algorithm approximates the original problem with performance ratio as low as 2 by trading complexity.



12.2



Future Work



As an extension of the results in Chapter 2, we plan to work in several directions for the traffic application of sensor networks: robust vehicle detection, anonymous vehicle tracking, vehicle classification and incorporation of other sensing modalities. Vehicle detection of sensor networks can be improved by introducing robustness. Since the cost of a sensor node and installing it is expected to be much less than the inductive loops, more than one sensor node can be placed on each lane. This in turn can increase fault tolerance of the system by redundancy so decrease the replacement cost of the failed monitoring systems. We plan to improve the robustness and accuracy of vehicle detection via an array of sensor nodes. Another research direction is anonymous vehicle tracking by re-identification of the vehicles. The detailed magnetic signatures of the sensor nodes can complement the inductive loop based vehicle tracking. The magnetic signatures at the sensor nodes change significantly when the position of the vehicles deviates slightly. Therefore, in the experiments of vehicle re-identification, we have placed multiple sensors along the road to identify the downstream sensor with the magnetic signature most correlated with the upstream sensor node. In the near term, we plan to investigate vehicle re-identification by
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collecting more data at intersections and at roundabouts. In addition, we want to investigate the feasibility of this technique in estimating travel times. Vehicle classification via wireless sensor networks is very promising due to the localized change associated with magnetic sensors. We have so far achieved over 80 percent accuracy in classifying vehicles in real-time, without using vehicle length. The most challenging task in vehicle classification is identifying feature vectors. The current method is based on determining the patterns of increase and decrease in the signatures and comparing it to the database. More elaborate algorithms are needed to extract the best feature vectors to improve the accuracy. Another advantage of the wireless sensor nodes is that the same hardware design can be used in conjunction with other sensors. We are currently investigating the use of accelerometers to estimate the weight of the trucks based on the vibrations of the road. Other interesting sensing modalities are temperature and fog sensors to detect the ice and fog so that changeable signs can alert the drivers to the condition ahead. In Chapter 3, we have demonstrated that one is required to consider both the applicationspecific characteristics and the performance metrics before designing a medium access control protocol for sensor networks. TDMA is shown to outperform random access protocol in terms of providing delay guarantee and energy efficiency in the case when the nodes generate packets periodically. TDMA and random access schemes can be thought of instances of a more general communication scheme: In the reception of a packet at the MAC layer, a node waits for a deterministic amount of time until the assigned time slot and then transmits the packet with probability one in TDMA whereas the node waits for a random amount of time to transmit a packet and then transmits it with some probability, 226



which may be less than one, in random access schemes. We are planning to investigate the generalization of transmission schemes so as to understand the cases where one transmission scheme is better than the other and maybe find out alternative transmission mechanisms, e.g. adapting the distribution of random waiting time before transmission based on the knowledge of data generation patterns at the nodes [83]. In Chapter 3, a topology discovery protocol that takes into account the broadcast nature of wireless links has been introduced. The scheme is based on distinguishing between the transmission ranges in topology discovery phase and data transmission phase with the goal of detecting and eliminating the interfering nodes in the network. This idea of interference detection does not require any information about the location of the nodes and can be used in several ways. One way is to choose the interference range much larger than the transmission range together with some marginal protection to tolerate some interference in the receivers. This eliminates the problem of coupling between the wireless network model and scheduling while potentially decreasing the network efficiency. Alternative approaches are either providing feedback of successful transmission information to the scheduling algorithms to reduce the set of simultaneously transmitting nodes [39, 63] or jointly optimizing the performance of wireless network model and scheduling algorithms [30]. On the other hand, maximizing the lifetime of a sensor network is formulated as a linear programming (LP) problem with the goal of determining optimal routing paths in the network in Chapter 5. The power control at the physical layer has been included in the formulation. Including the rate adaptation however has been shown to be a mixed-integer convex optimization problem in [63]. Furthermore, we demonstrated that the source coding at the application layer is affected by the link quality determined at the physical layer. 227



It is important to understand the performance gains via the interactions of the protocol layers together with the disadvantages in the near future. A new architectural design needs to be developed for wireless networks to capture fundamental characteristics of wireless links while still allowing enough modularity to facilitate the development and update of the system without stifling further innovations due to the new interactions introduced by the cross-layer design [59, 33]. In Chapter 4, we demonstrated the importance of considering the application-specific characteristics of the networks in scheduling algorithms. The distribution of the nodes and the data flow across the network have major impact on the performance of scheduling algorithms. Therefore, scheduling algorithms for specific topologies may be of interest in the future. In Chapter 10, we have addressed the effect of the errors occurring at the analog-todigital converter (ADC) on the maximum point-wise accuracy of sensor field reconstruction. In sensor networks however one is not usually interested in the sensor field itself but a relevant function of this sensor field. We are planning to study the amount of energy that can be saved for specific functions such as calculating the mean or maximum of the field or specific tasks such as detection, classification or localization. It is also important to understand the relation between compressing data at the sensor nodes to save energy and introducing redundancy not to make any transmission errors as illustrated in Chapter 9, e.g. joint source-channel coding is needed for sensor networks [49].
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