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Abstract Writer identification and verification has been studied over the past decade due to the high demand of such implementations in a wide variety of offline handwritten data applications. Among the applications are verification of the identity of a person whom he or she claimed to be and forensic and historic document analysis in identifying the identity of the writer of the documents. This paper provides a review on the state-of-art of writer identification and verification techniques which have been used and implemented. There are three main stages involved in writer identification and verification: feature extraction phase, classification phase and verification phase. In each phase, commonly used techniques and algorithms would be discussed.



them by taking into account the temporal nature of data presents in online handwriting. For writer identification, there are two problems to be considered. They are text-independent and textdependent approaches [1]. Both approaches are different in terms of the handwritten document whether they contain the same text or not. Textdependent approach means that the system can only identify the writer for text which is composed of the same specific text which is shown in Figure 1 or there should be a recognizer which has been trained to identify certain writer. Signature verification is a special example of such approach whereby the text is the signature of a signer. For text-independent approach, identification can be carried out irrespective to the contents of the handwritten text. Thus, identification task can be carried out easily on any given documents.
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1. Introduction Writer identification deals with identifying the writer of a handwritten document. Each individual’s handwriting is unique and thus it is feasible for person identification purposes. This is rather a new area of research as compared to signature verification which has been researched in depth over the years [2]. Signature verification involves the process of verifying a signature whether it is genuine or forgery by comparing the signature with few templates stored in the database. Most of the present studies concerning writer identification deal with offline handwriting [3] [12] [16]. However, with the widespread of digital pen and paper solutions, it would be interesting to extend



Figure 1: These two handwritten lines are written by two different writers. Two different tasks can be identified: one is writer identification, another one is writer verification. In the identification process, it strives to identify the writer of the handwritten text by comparing the handwritten text with those stored in the reference database. The output would be a list of ranked handwritten texts starting with those having the highest similarity with the handwritten text. In the verification process, it aims at verifying the writer of the handwritten text. Generally, the handwritten text would be compared with another text to verify



whether both texts are written by the same writer. The text used in the comparison would be the highest ranked handwritten document extracted from the reference database in the identification process. From these two processes, it seems that the identification process acts as a filtering step for verification process [5] [6]. According to [1], handwritten text can be categorized into sub-character level, character level, word level, line level and paragraph level where each conveys different individuality information for identification purposes. Sub-character is also known as grapheme; it gives the information of the basic structure of a character. One specific character exhibits different allographs. One writer will use actually the same allograph most of the time, while another writer would probably use another allograph of this same character. Word tells the information about how the characters are connected. Line tells the arrangement of the entire sentence and paragraph gives the global information of few lines of text. From all these levels, one can study the features to be used for writer identification. For example, at the sub-character level, the commonly used feature is the grapheme codebook. Handwritten Documents
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Figure 2. The processes involved in writer identification and verification. In [1], it listed down few of the writer identification systems that have been carried out solving different kind of problems and implementing different kind of methods. It also listed the pros and cons of each of the writer identification systems. Traditionally, the identification of the writer consists of three processes [5] [12]. This is illustrated in Figure 2. The three processes are pre-processing phase, feature extraction phase and classification phase. The techniques used in feature extraction phase and classification phase would be discussed in the next section. Pre-processing phase will not be discussed in this communication.



2. Approaches and Methods This section summarizes few techniques and methods for feature extraction phase, classification



phase and verification phase that have been implemented in writer identification.



2.1 Feature Extraction Phase Feature extraction phase is a process of identifying features that can be used in discriminating the writer in writer identification and verification. There are three groups of features in writer identification namely global measures, local measures and measures related to individual character shapes [10]. Eight features would be discussed here. They are run-length distribution, edge-based distribution, edge-hinge distribution, graphemes codebook, stroke-endings, autocorrelation and dynamic features. 2.1.1 Run-length Distribution. According to [11], a run is a connected sequence of pixels with the same value. The length of the run is computed by measuring the same pixel value either in vertical and horizontal direction. The accumulated run lengths for both horizontal and vertical run would then be normalized and put into a probability distribution function. This feature represents the probability of certain vertical or horizontal run lengths occur in the handwritten text of a writer. In [4], the considered run length size is up to 100 pixels with 120 pixels as the height of the written line. 2.1.2 Edge-based Distribution/Slant. This feature describes the orientation of strokes with respect to the baseline of the handwritten text as well as the regularity of handwriting through the computation of slant [11]. Each individual’s handwriting slant is different. Thus, it can be used as a feature to discriminate handwriting of different writers. In [4], the algorithm used to extract this feature from handwritten text is through the use of a convolution filter with two orthogonal Sobel kernels. This step is to produce a thinned version of the handwritten text. Then, a sliding window is used to compute the directions of the thinned text where only the ‘on’ pixels are considered. The central point in the sliding window is used to check for direction of the entire fragment of edge. The computed directions would then be tabulated into a probability distribution. If the probability distribution of slant shows higher peaks, it means there is a plot of regular handwriting and vice versa [11]. 2.1.3 Edge-hinge Distribution. Edge-hinge distribution is a new feature introduced by [4]. The difference of this feature with slant is that it considers two edges’ direction rather than one. It is a feature that considers the change of direction during writing [11]. The process of extraction is the same as slant. However, in the sliding windows, two edge



fragments’ directions exiting from the central point are considered which then give a joint probability distribution. This feature has been compared with other features (edge-based distribution, run-length distribution, graphemes codebook and direction cooccurrence distribution) and achieved the better result with 91% success identification and 4.8% Equal Error Rate (ERR) for verification procedure as compared to those mentioned [10].



Figure 3. This figure shows the graphemes codebook generated using K-means clustering and containing 400 graphemes. Figure was extracted from [10]. 2.1.4 Grapheme Codebook. Grapheme is a small segmented handwriting [11]. For grapheme extraction, two stages involved which are the grapheme codebook construction stage and grapheme feature construction stage [3] [10] [11]. In [10], this feature has been compared with other features as mentioned in edge-hinge distribution section and has achieved a result of 92% success identification and 5.8% of EER for the verification task. In the grapheme codebook construction stage, graphemes are extracted from samples of handwritten text. This step is performed by segmenting the handwriting text into segments of lines and then the segmented lines are segmented using vertical segmentation algorithm to obtain small handwriting segments. Each segment would contain zero, one or more than one grapheme. Graphemes are then extracted from these segments and processed using Moore’s algorithm [10] to obtain the contours of the graphemes. The collected graphemes are used to construct the codebook either using Kohonen SelfOrganizing Feature Map (SOFM) [3] [11], multiple fast sequential clustering algorithm [5] or k-means clustering [10]. The codebook is finally composed of classes of graphemes clustered accordingly and an example is shown in Figure 3. The codebook generated in the previous stage is used as a reference to build the probability density function for the writer. This stage is known as grapheme features construction stage [11]. The test handwritten text would be segmented accordingly as mentioned previously. The segmented graphemes



would then be compared to those stored in the codebook by computing the distance using Euclidean distance or other distance measures. The succeed matches would then be tabulated into probability density function which can be used for classification. 2.1.5 Stroke Endings. A stroke ending is defined as the end-point of a stroke which happens when a pen either has entered or left the paper during writing [11]. Sliding window is used to check for stroke ending with some constraints applied. When a stroke ending is found, the direction of the stroke ending is identified which then be tabulated into a probability density function. 2.1.6 Autocorrelation. Autocorrelation is a feature that tells the regularity of handwriting. The feature is computed by obtaining the dot product of the shifted lines of the original handwritten text with the original lines. The original lines of handwritten text is firstly shifted according to a fixed number of pixels and then it is multiplied with original handwritten text [4] [11]. The products are summed up and normalized to a value between 0 and 1. This value shows the regularity of handwriting [11]. 2.1.7 Dynamic Features. These dynamic features can only be found in case of online writer identification. Among the dynamic features are pressure, altitude and azimuth. These features have been used combined with static features (word shape) of handwriting by [2] to check the interdependency of both features. The reported False Acceptance Rate (FAR) was 8.6%. 2.1.8 Others. There are many other features which have been used in writer identification such as entropy [4], baseline direction [11], and number of black pixels [13]. Entropy relates to the ink distribution on the handwritten document [4] or a measure of degree of disorder [13]. Baseline direction is the regressed imaginary of a line of handwritten text obtained by using the minimum points. Number of black pixels is the count of the total number of black pixels in the handwritten document which gives the information of pressure, thickness of strokes and size of writing [13]. 2.1.9 Problems in Feature Extraction. Among the features listed, some have high discriminative power while the rest have lower discriminative power. For example, baseline direction is dependent on the paper of the handwritten text as most of the time the writer follows the line given and it can be easily forged by other writers [11]. Thus, this feature will not be suitable for writer identification. In case of dynamic features, it is only available in online handwritten texts. Thus, the system must be customized to either



online writer identification or offline identification systems. In the case of graphemes codebook, a lot of training data is needed to have a variety of graphemes which are different for each writer. This will eventually lead to expensive computation. Thus, features have to be studied to identify their discriminative power to achieve accuracy in writer identification and verification.



2.2 Classification Phase This part discusses the techniques used for writer identification. There are two major groups of classification techniques which are classifier, known as supervised classification technique and clustering, known as unsupervised classification technique. 2.2.1 Classifiers. Classifiers are commonly used in the writer identification phase where the handwritten text is first classified into few classes based on their similarity. The classifiers that would be discussed are K Nearest-neighbours Classifier, Bayesian Classifier, Weighed Euclidean Distance and neural networks. 2.2.1.1 K nearest-neighbours Classifier (K-NN). KNN is a simple density estimation technique [14]. This method was used in [10] with leave-one-out strategy. All the samples in the database are compared with the test handwritten document. The result would be a list of ranked document with increasing distances. In [12], this is used for computational simplicity. The feature vector of the test handwriting sample is compared with the ideal feature vector from each class in the training set using Euclidean distance. The minimum distance obtained from the computations would decide the test sample’s class. The classifier was tested on 40 different writer using features extracted from multichannel Gabor filtering technique and grey-scale cooccurrence matrix and the success identification result was 85%. 2.2.1.2 Bayesian Classifier. This classifier has been used by [9]. The classification strategy was leave-onout strategy. Weighted distance from the center of the cluster is the important criteria here. The center point of each cluster and the covariance matrix are computed for the training procedure leaving one point. However, due to expensive computational steps, the means and covariance matrix have been weighted. The achieved experimental result on a set of 50 writers for identification procedure was 92.48% for English words and 92.63% for Greek words. The tested data consists of a single word only. For verification procedure, the error rate was in the order of 5%.



2.2.1.3 Weighted Euclidean Distance Classifier (WED). This type of classifier has been used by [12]. There is a representative feature vector for each writer. The test sample is compared with a set of known writers’ feature vector and minimum distance would decide the class of the test sample. The classifier was tested on features extracted using multi-channel Gabor filtering technique and the greyscale co-occurrence matrix technique on 40 different writers and achieved a success identification result of 96.0%. 2.2.1.4 Supervised Neural Networks. In [13], multilayer perceptrons (MLP) with 11 inputs, 5 hidden and one output neurons, respectively, has been trained to classify the distances computed from features extracted from handwritten text (document level, paragraph level, line level and character level) into within-author distances or between-author distances. The system was tested using within-author distances and between-author distances on all the levels of features extracted and achieved average accuracy with 95%, 88%, 82.9% and 83.5% with respect to the feature level. In [9], the MLP used is 20-20-6 neural network. The input is a 20dimensional feature vector and the output is a six-bit binary number which gives the cluster which the test sample belongs to. The achieved experimental result is in the order 3.5% of identification error rate and in the order 2% of verification error rate. Hidden Markov Model (HMM) based recognizer was used in [8]. Each individual’s handwritten text lines would be used to train the recognizer which gives result of a recognizer for each individual. The output for the identification process is a list of ranked possible writers in decreasing order. The system was tested on a set of 100 writers with 96.56% of correct identification and over 8600 text lines from 120 writers with 2.5% of Equal Error Rate (EER) for verification procedure. 2.2.2 Clustering. Clustering techniques that would be discussed are K-means Clustering and Kohonen Self-Organizing Feature Map which are commonly used in clustering the training samples such as construction of graphemes codebook. 2.2.2.1 K-means Clustering. This technique has been used to accelerate convergence and simplify computation steps [14]. A point of representative is used to represent each cluster. As mentioned previously, this method has been used in clustering the graphemes or primitives from the handwritten text. In [1], this technique has been used to cluster the primitives (shape based curve) extracted from handwritten text into clusters. In [10], this clustering algorithm was applied to the training set of graphemes extracted from the handwritten samples to



construct the graphemes codebook. Those similar graphemes would be grouped in the same cluster with one representative in each cluster. 2.2.2.2 Kohonen Self-Organizing Feature Map (KSOFM). This has been used in clustering the graphemes extracted from handwritten texts. This clustering method was used to construct the grapheme codebook [3] [11]. Each node in a KSOFM is fed with input vectors and then they would produce different output as it depends on response of the node with the weight that is assigned in each of the nodes. The node with the highest response will update its weight accordingly at each loop so as its neighbour nodes. The size of the neighbourhood would decreases as iterations increased. The end result would be a map that maps the training data well. 2.2.3 Problems in Classification Phase. The major problem with classification phase is the expensive computation steps. Most of the methods require a great deal of training data to learn about the writers’ handwritten text. Since each individual writes differently, with the use of methods such as HMM, the need to have trained a recognizer for each individual would definitely need a sufficient amount of training handwritten samples. These samples must also cover all the possible handwritten texts that could be written by the writer. Clustering methods which are used in generating grapheme codebook would need even large sample of data from each writer. This is to be able to identify different sets of graphemes.



2.3 Verification Phase In this phase, it involves verifying the identity of the writer whether it is true against what he or she claims. The most commonly used method is through the calculations of a similarity score and this similarity score is compared with a threshold to make the decision whether the handwritten text is written by the claimed writer. Threshold is a value which is abstract and commonly determined empirically. This phase would generally lead to the evaluation of the system on a testing database to results of error rates. The commonly used error rates are False Rejection Rate (FRR), False Acceptance Rate (FAR) and Equal Error Rate (EER). FRR is the number of wrongly rejected genuine handwritten text. FAR is the wrongly accepted forgery handwritten text. EER is the equivalent point of FAR and FRR.



3. Discussion In this section, few issues related to writer identification would be discussed.



3.1 Dependent versus Independent As mentioned earlier, there are two problems to be considered which are text-dependent approach and text-independent approach. Text-independent approach would simulate the actual situations in the real world where different types of scripts and texts exist and suitable in identifying different documents’ writers. For text-dependent approach, it is the same as signature verification where same text or scripts are provided. Recognizers have to be trained using samples from the writer for identification and verification tasks.



3.2 Discrimination Power of Features Researches have been carried out to study the discriminative power of the features that are extracted from handwritten text [4] [13] [15]. For example, evaluation done in [4] [15] is to evaluate the performance of the edge-based features or angular features in comparison with non-angular features in writer identification. The result shows that angular features such as edge-direction distribution and edge-hinge distribution outperform non-angular features such as run-length distribution and autocorrelation [4] [15]. New feature has been proposed for writer identification i.e. edge-hinge distribution [4] which was tested and proven to improve the performance of writer identification [4]. However, there is no feature that can really claimed to have the highest discriminative power as it is subjected to the database of handwritten text that the features are extracted from and the database that is used in comparing the features to check the discrimination power. Combinations of features have also been tested in [10] to improve the performance of writer identification system. Working at the character level appears appealing but it requires an efficient segmentation and recognition system, which is quite difficult to achieve with unconstrained handwritten text.



3.3 Robustness of Classification Techniques Experiments have been carried to study the accuracy and effectiveness in writer identification using different classification techniques such as in [12]. In [12], WED and K-NN have been tested and the result shows that WED performed better than KNN with 96% accuracy as compared to 85% accuracy using same data set and features.



4. Conclusion Writer identification and verification have been researched over the past years aiming to add new discoveries to the field especially in terms of features that can uniquely identify writers and classification techniques that keep the phase simple yet achieve high accuracy. The research would continue as the demand for such applications are increasing along with the technology advances and problems that occur in the field that need to be solved. Results of developed systems showed great accuracy. However, there is no standard database which has been used to justify such results. In terms of features extracted, each feature has its own weaknesses and strength. For example, graphemes codebook construction needs a lot of training samples from the writers to cover all the possible set of graphemes but it keeps the classification step simple. Some features however are not suitable to be used for writer identification as it does not uniquely identify the writer itself. There are many classification techniques that can be used for writer identification. Some techniques are simple and easy to implement. Some involves expensive computational steps. All these need in depth research to solve the problems of writer identification.
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