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ABSTRACT YOUNG CHILDREN’S LEARNING VIA SOLVING PROBLEMS IN THE REAL WORLD Sharona-Tal Levy



This study explores children’s learning processes while gaining practice in building operating water pipe systems. The learning is described through a few perspectives: mental models – including both device topology and causal rules underlying the water flow, perceptual discrimination of water behavior, motor action rates and spatial reference systems. The children constructed four different systems, based on increasingly complex combinations of three physical relations. They were tested individually and carried out the tasks with minimal involvement of the researcher. 29 children aged 5’2”-6’3” participated in the study, 15 in an experimental group and 14 in a control group.



Both groups were interviewed before and after the activities, and the



experimental group was interviewed at the end of each of the four building sessions. The control group participated in alternative activities that involved astronomy and Greek mythology. The main conclusions are the following. Mapping before Moving. Learning a novel technological system advances through the process of mapping the main parts and connections (constructing a device topology), as will be described. Identification of the main static connections is a condition for understanding dynamic functional relationships unambiguously. Learning on an island. The principles underlying system operation were gradually learned through building and they were partially combined in more complex models. Nevertheless, this learning was not consolidated and did not transfer to other settings. Casting an anchor before floating off – the shift from simple to complex reasoning. Learning of complex phenomena takes time.



This learning progresses through a unification of reasoning



processes (stabilizing the framework), the release of consistency in order to explore additional dimensions and finally the integration of the various dimensions into a single framework. Simple is not always easy. Learning was found to benefit more from complex environments when some of its component rules are reinforced – rather than from simpler settings when only one unfamiliar relationship is at work. In the relationship between reality and idea, the degree of specificity in perceiving data interacted with conceptual change in different ways. Learning was found to operate in a datadriven or a theory-driven mode. A third of the children shifted from the first to the latter, but not the other way around.



The route between general abilities and particular knowledge is not a one-way road. Although system-wide constraints limited the children’s learning, their spatial abilities were advanced through practice in building large mechanical systems. A conceptual map for the study of the mental processes that participate in building and learning has been proposed. While navigating with this map, we have discovered learning phenomena that require further investigation. In order to complement these findings research in needed in other parts of the map - children’s problem-solving strategies and their interaction with conceptual and perceptual change; and the relationship between building and exploring in the process of learning a new system. Implications of these findings for technology education are discussed.
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INTRODUCTION



Our study set, as its two main goals, the identification of young children’s learning through building novel technological systems, and providing a rich description of the learning process while bridging old and new concepts. One of the descriptions of technology views it as an interface between idea and reality, with the dynamics of technological development based upon the strain between these two (Staudenmaier, 1985).



Technological knowledge is illustrated as knowledge structured and characterized by “a



tension between the demands of functional design and the specific constraints of its ambience”. We suggest that in this tension lies a great potential for learning: for the builder or reality-changer, idea and reality adapt to each other and are modified to achieve a mutual fit. Conflict between the two makes up the mechanism lying at the heart of mental growth (Piaget, 1952). The concrete aspect of technology allows this learning to start in the sensorimotor channel. For three million years, human learning has focused upon solving problems in the real world, this knowledge multiplying while new aims are constantly formed. In the goal-dominated processes of exploring and constructing with materials, shapes and phenomena, it is possible to create new knowledge states. This knowledge may be formulated as local rules or as more general rules, which may be applied elsewhere.



These rules span the continuum between ‘rules of thumb’ and



technological theories (Mitcham, 1994; Vincenti, 1993). The latter can be captured by symbols, but all express and offer understanding aimed at manipulating the environment in service of man’s purposes. Later on in our evolution, human civilization and culture have grown on the background of the invention of symbol systems, and these enable the collective learning and the growth of public knowledge. We can see two channels to learning. One is the direct experiential one emerging through interactions with the material world. representations.



The other is symbolic learning, through interaction with knowledge



Educational institutions have opted for the latter, focusing on symbolic systems



(Dewey, 1916). The planned interfaces for learning in schools, as well as its required ‘products’, are mainly in the form of text or numbers. We explore the alternative channel - conceptual learning through direct experience with tangible objects in a physical environment – by making concrete artifacts, solving problems in the real world. Young children’s time at preschool is heavily marked by activity, much of it involving physical objects (Montessori, 1964). ‘Experiential learning’ or ‘hands-on learning’ is the dominant curriculum for the younger ages. Children are encouraged to make simple technological systems with various materials such as blocks.



In some countries, such experiences are structured into the national curriculum



(Fleer, 1999). Despite the prevalence of these activities and their potential for learning, little research has been conducted to reveal learning as it unfolds during such activities. Sensorimotor intelligence is the first to develop (Piaget, 1970). It is described as intelligence aimed at practical goals, non-reflective, unconscious, of perception and action. This cognition is expressed in



the elaboration and mutual-coordination of structures called schemes. categories of organized and practiced patterns of action.



Schemes are groups or



External data (objects and events) are



assimilated into these schemes, while the schemes accommodate themselves to this data.



An



important characteristic of the schemes is that they can be combined to create larger wholes - units of sensorimotor intelligence, or a “logic of action” (Piaget, 1972).



When elementary schemes are



gradually generalized and become more discriminating and coordinated in a variety of complex paths, behavior begins to seem more and more “intelligent” (Flavell et al, 1993). Learning for infants as well as for adults, when encountering novel and complex phenomena, usually starts through a physical interaction with the real world, the sensorimotor channel. For infants, direct perception and physical manipulation are a main learning channel, and they continue to serve the growing child also beyond the stage of language acquisition (Gibson, E.J., 1991). This experiential learning forms the basis for representations and abstractions in the development of the individual (Piaget, 1970; Fischer, 1980; Werner, 1957) and while learning (Granott, 1991). For infants, the importance of action and the sensorimotor channel can be seen in Schlesinger and Langer’s (1999) study. They examined the question of whether perception or action led learning of causal relations in tool-use (such as using a hook to catch and transport an object). Their findings show that infants develop causal understanding in tool-use actions before they do so as tool-use observers. This supports the constructivist claim that infants' causal cognition is constructed through their developing sensorimotor activity. Granott (1991) found that when placing adults in a room with various confusing electronically controlled phenomena that they were asked to explain, they started their exploration by using their body to elicit various responses from the system and related its responses to body-centered descriptions. Only later, could they decenter and search for causes outside their body. Effectiveness of such sensorimotor learning can be seen in Druyan’s (1997, 2001) studies. She found that children aged 5-12, but especially the younger children, learned new concepts (length, torque) more efficiently through a kinesthetic conflict, which involves both action and perception of the relevant phenomena, as opposed to visual or social conflicts. Motor schemes express a dynamic interaction between an organism and its surroundings and they include knowledge states about the future (von Hofsten, 1993).



As performance becomes more



adept, action is more flexible and the knowledge states reach farther into the future. Knowledge about the future includes knowledge about the body itself but also about physical states and events in the external environment: invariants in an array, multi-modal specification of the surroundings’ properties, causal relations and features of objects (Gibson, E.J., 1993).



To succeed in building desired



mechanical systems, one needs to know about the physical states on the way to a solution and the operators or actions that support moving between these states. Knowledge that is used to monitor action allows evaluation and correction in the process of solving the problem. It is proposed that in skilled action there is a great store of knowledge which is not utilized or developed in educational programs, apart from ‘peripheral’ courses such as sports or art.



A unique property of this knowledge is the difficulty in articulating it explicitly, as it is, according to Polanyi (1966), a kind of tacit knowledge. He describes learning the use of tools as their incorporation into our body so that the impact of the tool on the objects it touches is directly translated into the appropriate sensory information. The feel for the material properties of the wall when drilling into it or the ripeness/softness of a fruit when cutting it are described as tacit knowledge. He distinguishes between skill and connoisseurship. The sensorimotor expertise of the auto mechanic includes the ability to hear the differences between the most subtle sounds of the engine (connoisseurship) and the ability to adjust nuts bolts and valves with just the right degree of tightness (skill) (Mitcham, 1994). The richness and complexity of knowing-in-action is not always captured in words or knowledge-inaction and this kind of knowing can be seen among diverse professions such as engineer, psychotherapist, business manager and town planner (Schön, 1983). Its expression is in the actual doing which changes from moment to moment and is difficult to ‘freeze’ in verbal descriptions (Bamberger, 1991). Once a problem is solved, the problematic situation which preceded disappears and is not easily reconstructed. The difficulty to express this knowledge verbally and explicitly is a barrier to its use in educational systems. So that learning will not remain only in the context where it was learned to make it applicable in other situations, reflection upon action is necessary (Salomon & Perkins, 1989; Bamberger, 1991; Schön, 1983). In the current study we try and expose the learning which flows from action, where it is richest (knowing-in-action), to an explicit form which can be expressed in words or other representations (knowledge-in-action).



The active role of the learner in constructivist or experiential learning (‘learning by doing’, hands-on learning, inquiry learning, discovery learning) in different content areas has intrigued educators as an important setting for learning (Itin, 1999; Perkins, 1999).



Furthermore, when the ‘doing’ is the



construction of physical entities, where the functions, structures and mechanisms are determined by the builder, one can capitalize upon learners’ motivations, on one hand, and on physical interactions on the other hand, in feeding the interplay between ideas and their realization (Papert, 1991). The latter kind of activity is frequently included in the curriculum of technology education. We differentiate between building and assembling. In assembling a system from pre-designated parts and with standardized relationships, we do not necessarily capture the constructor’s motivation and interest. The process itself is not a creative endeavor, involving essential decisions on the part of the assembler.



In contrast, building entails the process of design, with a strong element of making



decisions and intricate relations between evolving ideas and reality. Therefore, in the current study, we refer to building and not to assembling of technology systems. In the past years, when science and technology curricula have joined forces, the making of technological systems affords an investigation of the technological and scientific principles demonstrated in such artifacts. The ongoing dialogue between expectations and reality through the enacting of desired functions holds a potential for revision in the understanding of this reality (Schön, 1983). Correct predictions of system behavior under its different and multiple variations are required for increasingly competent problem solving. These changed predictions can be encapsulated in sensorimotor knowledge such as the tacit knowing



described above. However, they may also reflect an explicit understanding of the kind of phenomena, which make the system work, at least within the particular context. We propose that the construction of technological systems offers a powerful way of learning for young children. Building artifacts and communicating about how they work holds a potential for learning about their causal models. In his book about children’s understanding of causality in different physical systems, Piaget (1956) remarks upon children’s earlier causal reasoning regarding technological systems with respect to natural phenomena. He even considers whether understanding technological systems is a necessary condition for grasping causality in natural phenomena. The process of inferring causal mental models from the device topology (parts, connections and their layout) has been described by de Kleer and Brown (1983). They point to two processes through which a causal model is built: one is 'envisioning’ and one is ‘running’ the model. In the first, the various parts and their models are evoked and coordinated into a single model, constructing a qualitative simulation. The second ‘running’ process simulates the results of this construction, involves the refinement of the model, when ambiguities are resolved ending with a full causal model. Making technological products is viewed as an important channel to understanding and perhaps appreciating, the knowledge upon which they are based (Resnick & Ocko, 1991), or constructing a more robust and unambiguous mental model. The creation of objects that work involves one of the fundamental ways of learning - the cycling between constructive action upon reality and reflection upon its results.



This study attempts to



uncover the processes taking place in the children’s changing understanding of technology systems while building them and increasing their own proficiency. Foremost in the course of this activity is the STRUCTURE being built. From its vision in the mind’s eye until its realization, it is the goal in a goal-oriented activity. In seeking to disentangle the different mental processes participating in building, one can separate the following strands: (a) PERCEPTION. Perceptual information gleaned from reality, channeling filtering and giving meaning to the sensory data that can be obtained from the structure under construction and its operation into the mental system. (b) MENTAL MODEL. Mental model of the structure and its functioning – system parts and their layout, causal relations and simulation of system behavior. (c) ACTION. Motor action, the physical motions of construction, which changes and shapes the structure (taking parts and transporting them, connecting two parts etc.)



Although



externalized in physical motion, motor schemes, their choice and implementation are guided by internal mental activity. (d) PROBLEM SOLVING. Problem-solving strategies, which involve both the actual steps to solution, choice of strategy, and monitoring of its execution. The following conceptual map, which we introduce, names and relates the mental processes that participate in building artifacts:



Figure 1: Conceptual map of the mental processes involved in building a technological structure



The structure or system being built is the focal point: building actions operate upon it and perception of its workings provides a gate for other processes. Actions are guided by the strategy employed to solve the problem or to design the system.



The problem-solving strategy can be seen as the



sequence of steps, which implement the creation of a particular structure. Meta-strategic processes are the choices made of the particular solutions or strategies, as well as monitoring of their execution. Perceptions are limited and structured by representations or mental models (Gibson, E.J., 1991), but they also provide information from reality that may coincide or collide with existing concepts. Action itself includes perception of the relevant environmental features (e.g. Schmidt, 1975; Neisser, 1985; Berthental & Clifton, 1996), and one of perception’s roles is the service of action (ecological approach, e.g. Gibson, J.J. 1979).



Relations can be seen between mental models and problem-solving



strategies, such as the bearing of expertise upon ways of solving problems (Chi, Glaser & Rees, 1982). While building over an extended time, it is expected that some of these entities will change. Motor, perceptual and conceptual learning, as well as shifts in problem-solving strategies, may occur. The particulars of the interplay between these changes may be at the heart of learning through building. We investigate three processes on this map and some of the temporal relationships between them: mental models, perception and action. In addition, the children’s spatial reference systems are examined.



Spatial reference systems define



the way in which locations and orientations of objects in space are coordinated. Conceptual spatial systems refer to the internal processing of spatial information such as mental rotation, and in our case, the ability to construct the system in the minds’ eye, manipulate it and predict its behavior.



This



system differs from that involving perceptual spatial processing. The latter refers to the determination of spatial relationships with respect to the orientation of one’s own body, in spite of distracting information (Linn & Peterson, 1985) or the ability to perceive the three dimensional layout of our environment, both localization and distance perception (Sedgwick, 1986).



Conceptual spatial



processing, and particularly reference systems, are a more general property of the mental system and are important in the understanding and planning of mechanical devices (Hegarty & Sims, 1994;



Hegarty, 1991). Within the above framework, reference systems are associated with mental models but are a separate entity. Regarding the mental models of the structure being planned and built, different reference systems (topological, projective, Euclidean) can limit and allow consideration of certain kinds of spatial relationships based on coordinating the location and orientation of different objects and events in space.



In our study, children built dynamic water systems. The content matter involves qualitative principles of hydrodynamics. Children from a very young age have an understanding of water flow. From birth, contact with liquids such as water and its movement - in bathtubs, through faucets, in bottles and in glasses - is part of everyday life. Children believe water can go only down and they can qualitatively describe its flow (Piaget, 1956; Ackermann, 1991). Some of these concepts are robust, yet wrong (e.g. water always goes down).



Robust concepts yield consistent results even when we introduce



noise, adjust the parameters or effect small changes to the background assumptions (Wilensky & Reisman, in press).



They are resistant to change, so that any deep learning needs involve theory



change. In our attempt to promote and observe learning, water systems were chosen because of this familiarity and model robustness.



Choice of other contexts, such as electricity, for which young



children hold shallow non-robust knowledge, would not allow us to observe fundamental change in the children’s mental models.



Rather, these would show the learning of new concepts, or the



transformation of easily changeable superficial ‘ad hoc’ concepts. In addition, children hold incorrect beliefs regarding two of the three rules relevant for regulating their water systems. This allows us to observe two separate conceptual changes and compare the effect of practice upon learning.



The study has both dependent and independent variables. The dependent variables are (1) mental models regarding the parts and layout (hence, device topology) as well as causal structure of technological systems, (2) perception of the system’s behavior, (3) action in service of constructing water systems, and (4) spatial reference systems. The causal relations in the mental models and the perception of system behavior are derived from the children’s predictions, descriptions and explanations of water-flow from different systems. Device topology of the mental model is obtained from descriptions of flow in familiar and unfamiliar home water systems. Action rates and regularity were measured using videotapes of the actual building. Spatial reference systems were determined with the Water-level task (Piaget & Inhelder, 1948/56). The children built with the same parts and principles over four sessions. It may be expected that they would become more experienced in building such systems.



Research comparing novices with



experienced individuals indicates differences between them, in the (1) understanding of causal relations (Chi, Glaser & Rees, 1982) (2) percepts of particular phenomena (Gibson, 1991)), and in (3) action schemes (Keele, 1986). Change in spatial systems is viewed as a long-term effect. Spatial systems change with age (Piaget & Inhelder, 1948/56; Kalichman, 1988; Liben, 1991) or with expertise, the latter in an unclear relationship regarding cause and effect. For example, among adults,



career skills reflecting science and engineering, and particularly manual skills and mechanical interests, are significantly higher in subjects exhibiting the mature Euclidean spatial system (with the water-level task) than those who do not (Kalichman, 1988). Causality is confounded as higher spatial abilities might be a pre-requisite for success in these fields, and practice in these fields may develop spatial skills. In our investigation, we control this problem of self-selection and can observe whether practice in building large mechanical systems may induce change in children’s spatial systems. The independent variable was practice in constructing artifacts. Studies show that understanding of technological systems changes through experience in building them (Mioduser et al, 1996; Liu, 2000). We examined the children’s predictions of water coming out of different systems. We collected their descriptions of the expected water streams and their explanations in tasks that included a variation of one or two dimensions. These dimensions included pipe-end height, pipe-end width, and resistance along the water routes. One of these dimensions – height - was investigated more extensively as its rule was the first to change. Generality of the newly acquired understandings of height and water flow characteristics is inquired into by using a transfer task with a different water system. In addition, the number of parallel routes the children can hold in mind when thinking about water flow through a hierarchical system is explored.



This study is prompted by both theoretical and practical motivations. On the side of educational theory and philosophy, the learner’s active engagement in constructing his knowledge has long been viewed as central. Different approaches, such as experiential learning, ‘hands-on’ learning, ‘learning by discovery’, ‘learning by doing’ and inquiry learning base their convictions upon the importance of the individual’s self-directed activity (e.g. learning by doing, Bruner, 1961; Constructionism, 1991; Learning by discovery, 1966). Nevertheless, the effectiveness and the extent of this type of learning have not been thoroughly examined. In the field of technology education, few investigations have gone into the learning or cognitive change effected through planning and constructing technological systems (Zuga, 1997).



Among the few



studies, most focus upon procedural knowledge. McCormick et al (1994) and Welch (1999) investigated junior-high students’ understanding of the design process. For younger children, Fleer (1999) examined the kinds of questions asked while designing and building as well as other functions in the design process. Rogers & Wallace (2000) looked into young children’s design processes when planning and building vehicles. Carr (2000) explored young children’s developing ways of learning (intent, response to difficulty, taking responsibility) while making hats and Schauble et al (1991) observed students’ manipulation of variables in order to reach optimal results. Roth (1996) described 4th-5th graders’ increasing specificity and accuracy in language, design and artifacts used in an extended ‘design and make’ period. Few studies such as Mioduser et al’s (1996) and Liu’s (2000), look into students’ conceptual learning as a result of technological activity. Even then, the overall learning outcomes are described and not the process through which conceptual change comes about. In the paper summarizing the JISTEC conference (1996) one of the main goals in the concluding research agenda was “identification of key principles describing the cognition and learning of



technology…”, information very much lacking in the field. This study attempts to fill this gap by looking into the processes of learning new concepts, as well as their outcomes, while building technology systems. To date, little research has been done, using methods, which closely follow conceptual change over an extended time period (Siegler & Chen, 1998; Siegler & Crowley, 1991) and whose goal is to uncover mechanisms of change.



Moreover, minute examination of the processes in the specific



activity of problem solving, and more particularly by building working machines are lacking. In the psychological literature learning under such conditions has not been explored.



We believe that



methodological problems concerning the richness of the knowledge on which such systems are based, and the open-endedness or the ill-definition of the tasks has prevented research into this issue. Here we attempt to go beyond a case study and control as many factors as possible without losing the essence of the real process that involves the children’s independent determination of their routes and solutions. The children build water systems with a general task in mind that allows for many solutions, and not a pre-determined assemblage. In addition, while research has looked into conceptual change, it has not been investigated together with other processes such as motor learning (action) and perceptual learning (perception). We hope to provide a more comprehensive viewpoint tying different processes that occur concurrently or sequentially. In this way, we offer a step forward towards understanding the special situation where goal-oriented behavior, sensory, motor and conceptual processes and technology are all entwined.



Research questions 1.



Device topology in mental models: What time progression is observed in constructing the initial phase of a mental model, the device topology (parts and layout identification) of familiar water systems?



2.



Causality in mental models: What types of causal relations are seen in young children’s mental-models of water-flow in pipe-systems? What changes are seen in the children’s causal models regarding water flow over a time period when they are building water systems?



3.



Perceptual learning: What patterns describe the changes in the children’s perceptual resolution of system behavior over a time period when they are building such systems?



How is perceptual resolution related to conceptual change while gaining experience in building water systems? 4.



Motor learning: What changes are seen in the children’s building actions - rate and regularity - while they gain expertise in constructing unfamiliar water systems? How are the temporal changes in building actions related to task difficulty?



5.



Spatial concepts and practice: Does practice in building large working connected water systems induce change in 5-6 year old children’s spatial systems?



Although a few studies have examined learning outcomes following design and construction of technological systems, no previous study has dealt in depth with children’s learning while building, solving problem in the real world. As a consequence there are no empirical precedents on which to base this study. Theory in this area is also somewhat deficient. The above sets out the argument that motivated this research and outlines the areas and issues addressed. We now turn to a survey of the literature connected to the variables of this study.



LITERATURE SURVEY



In this chapter, we present theory and research related to the research questions. We first present the topic of practice in constructing water systems. Then we introduce mental models of mechanical systems, perception, action, spatial systems and some relationships between them.



Very few studies were found specifically on the subject of children’s conceptual learning processes while building technological systems but there are a number of related studies, which are relevant to our study. These will be presented in the next section.



Independent variable Practice in building water systems



This part of the literature survey presents research relating to the independent variable of this study: practice in building water systems, as an example of extended problem solving in the real world. In the current study, the children are involved with effecting change while solving various simulated problems in progressively difficult tasks of building water systems. These problems take different forms, such as ‘getting the water to a two-story building so that the neighbors would not complain one was getting more water than the other’ or ‘leading the water to two plants – one large, one small – so that both will receive water over an extended time’. We now turn to presenting the subject of ‘problem-solving’, both generally and in the context of technological knowledge. We introduce the effect of expertise, or practice in problem solving, upon an individual’s knowledge. We then examine the role of the real world context of problem solving - the interaction with physical systems in learning. Finally, educational literature regarding both aspects – learning through interacting with physical systems (in science) and learning while solving problems (in technology) - will be reviewed. Problem solving – general A problem can be defined by its conditions: (a) a goal; (b) a barrier that prevents direct access to the goal (Thorndike, 1911, in Rowe, 1987); with Simon (1978, p. 272) adding another condition: (c) attempt or commitment to achieve the goal. Problems can be characterized in different ways: the amount of knowledge needed to solve them (knowledge-poor, knowledge rich, Eysenck & Keane, 1990), the degree to which they are defined (well-defined, ill-defined, wicked, Simon, 1978) and according to the thinking skills that are operated in the process (e.g. Greeno, 1978). Knowledge-rich situations are more difficult to characterize and study because of the amount of knowledge and the variety of way in which it can be implemented. In knowledge-rich fields, such as mechanics in the



current investigation, problem solving includes search in the knowledge space in addition to a search in the problem space (Hegarty, 1991). Thus, developing technological systems belongs to problem solving in knowledge-rich domains, with ill-defined problems. In the process, there is much activity that includes defining the problem and investigating methods to identify the best/satisfactory solutions (satisficing, according to Simon, 1996). ‘Problem-solving strategy’ is a term used to describe the way in which an individual chooses a step among all those possible in constructing a solution path towards a target state. In the theory of problem-solving, there



has been much research involving identification of principles that govern



people’s search for solutions. Historically, research on problem-solving strategies shifted from Wallas’ description (1926, in Eysenck & Keane, 1990) of four stages (preparation, incubation, illumination and verification), to associationist and behaviorist approaches (trial-and-error steps, their reinforcement or extinction as a function of their success). Gestalt approaches contributed the idea of restructuring the problem in order to solve it, rather than just reproducing solutions. Simon and Newell’s (1972) work on problem-solving within the information processing approach was pivotal. They conducted experiments with people solving various problems, and computer-simulated these processes.



Their theory of a problem space



remains, even today, central to problem solving research. Within this framework, problem solving is described as the process of searching though a state space that contains physical or knowledge states. A number of strategies enable a solver to move from the original state to the target state. One of the general widely applicable strategies is the means-ends analysis. In the ensuing years, it was found that general problem-solving strategies are successful in dealing with well-defined and knowledge-poor problems but not with knowledge-rich problems where much prior knowledge is required, such as physics.



For the latter as well as the problems in the current study, expertise



includes acquiring a store of rich knowledge and the development of specific highly contextual strategies (Chi et al, 1982).



Technological problem solving and its place within technological knowledge Technological knowledge is organized in two patterns: Problems to be solved (e.g. flying-aeronautics), and Solutions to problems (e.g. electronics, mechanics).



Thus, technology knowledge reflects a



central concern with solving problems.



One can find technological knowledge ranging from



generalization to concrete experience.



Mitcham (1994) describes four kinds of technological



knowledge: (a) sensorimotor skills or technemes. (b) technical maxims or rules of thumb, a kind of recipe knowledge. (c) descriptive laws or technological rules, in the form of production rules with a concrete reference to experience from which they are derived, and (d) technological theories, applications of scientific laws or operative theories such as decision theory, operations research and systems theory. design



Vincenti (1993) describes six categories of engineering knowledge: fundamental



concepts,



criteria



and



specifications,



theoretical



tools,



quantitative



data,



practical



considerations and design instrumentalities. Some of these knowledge types are descriptive but most of them are in an operative form of production rules, condition-action pairs, that relate directly to



experience. This way of organizing knowledge is oriented to solving problems. We assume that children’s developing concepts will be organized along the same lines – empirical rules regarding the effects of different variations upon system behavior in a way pertaining to the problems being solved In addition, some categories such as Mitcham’s sensorimotor skills and rules of thumb and Vincenti’s practical considerations and design tools are mainly implicit or tacit. Therefore, in the current study, we access sensorimotor skills using non-verbal behaviors. The process of technological problem solving has been described in different ways that may be sorted into linear and complex types. Linear models include Mitcham’s (1994): conceptualizing in abstract terms, simulating in concrete terms, making as ‘thinking with the hands’, and evaluation – operating and testing the product, or Simon’s (1996) proposal for a ‘theory of design’. In educational practice, similarly linear models include models such as Eggleston’s (1991) descriptions. Alternative models accentuate the recursiveness of defining the problem (Schön, 1983).



In a more spiral process,



evaluation of the problematic situation and of the process of solution promote re-definition of the relevant elements in the problem. Reflection-in-action expresses a dialogue between action and its results, so that new understandings of the situation arise and change the way the problem is defined and then transformed. The latter may be more suitable for describing children’s learning through building because of the conceptual change possibly taking place parallel to the building process. The concepts involved may be fundamental to the decisions being made along the path of solving the problem, so that backtracking and redefinition of the problem may become so dominant as to characterize the process.



Practice in solving problems The question we address here is whether conceptual change may occur through practice in solving problems. Sweller (1988) has studied mathematical problem solving among high-school students on the subject of geometry. His findings show that the problem-solving activity was not effective for learning new concepts. He suggests that the cognitive load of the two processes – solving problems and learning new concepts – is too large so that the latter cannot occur. He also describes findings that when goals are less defined, their specificity is reduced, expertise in problem solving and concept learning increased more rapidly. Therefore, although both solving problems and learning may be too much to hope for in a single-shot learning environment, the open-ended and numerous problems may support learning better. The children in the study cannot be called ‘experts’, but they may be regarded as ‘experienced’ by the end of the building period. Younger children’s expressed causal models of physical phenomena are usually focused on a single causal dimension (Siegler, 1978; Case, 1989) and attend to the perceptually more salient features (Driver et al, 1985). Research into differences between experts and novices has been carried out with various age groups (including preschool children) and in diverse areas, such as physics, chess and dinosaurs (Chi et al, 1982; Gobbo & Chi, 1986; Chi et al, 1989;



Anzai & Simon, 1979). These studies present challenges to the normative view of young children’s knowledge and reasoning processes. Novices and experts differ in three respects: 1.



Experts have a larger knowledge base than novices do.



2.



The experts’ content knowledge is deeper than that of novices and is chunked into larger and more cohesive units, which are structured hierarchically.



3.



Experts and novices differ in the strategies used to solve problems.



The particular strategies



depend upon the content area. For the children in the latter studies, causal reasoning was more dominant when inferring attributes of a ‘novel’ dinosaur. Even though these differences are found in relation to experts and novices, they may hold for children in our study as well, who become more experienced in controlling water flow. Studies with young children found that they remembered items better when the process of learning included solving problems such as going to shop for these items in a pretend store (Istomina, 1975; Murphy & Brown, 1975). Anzai & Simon (1979) explain adults’ learning while solving problems by pointing to the results obtained while solving the problems. If non-satisfactory ‘bad’ results were obtained, new rules were formed to avoid them. ‘Good’ results provide cues to further the solution and serve as templates for new rules in other problems.



Learning through interacting with real-world (physical) systems A particular feature of technological problem solving is the solutions’ concreteness. This property of the problem supplies cues and indexes for knowledge states. In turn, these facilitate remembering previous steps (Hegarty, 1991; Antonietti, 1991), particularly in more complex problems (Helstrup & Anderson, 1991). The possibility for an ‘external’ memory means one does not need to remember the route to a particular state.



It then allows easier backtracking when the solution process is not



advancing satisfactorily, without losing previously attained partial solutions. When external memory is supplied, Simon (1978) has found that search for solutions branches out to more alternatives and includes backtracking to previous states. Thus, concreteness of the solution systems may decrease the load on working memory so that its resources may be diverted to develop conceptual knowledge. Wilensky (1991) proposes that constructing objects engages the builder in a relationship with them and the knowledge needed for their construction. In creating multiple ways of relating to the object at hand, one reaches a greater understanding of it. Different writers have described processes of learning through interaction with physical phenomena. On one hand, Siegler (1978) proposes that following feedback, children’s conceptions regarding physical phenomena such as balance scales, can move one step beyond their current understanding. He found that this understanding develops with age from a single-dimension rule model to a doubledimensioned rule model if the first dimension is not varied, to one coordinating two dimensions



qualitatively and then quantitatively. Critical to the shift from the first to the second rule-model is the encoding of the second dimension - noticing the potential source of variation it affords. On the other hand, Schauble (1990), as well as Klahr, Fay & Dunbar (1993), illustrate the perseverance of prior beliefs in the face of conflicting evidence and the lack of valid heuristics in coping with this discord. Schauble showed this for 5-6th graders in the exploration of a computerized multi-varied microworld of racing cars and Klahr et al for 3-6th graders in trying to figure out the function of a key in operating a programmable robot. Klahr & Dunbar (1988) have proposed a model of scientific reasoning that describes the process as a coordinated search through two spaces: the hypotheses space and the experiment space.



They found that younger children had difficulties in



formulating multiple hypotheses and coordinating their experiments and the hypothesis they were testing.



In the same vein, Kuhn (1989) suggests that younger children may have difficulties



differentiating and coordinating evidence and theory. Schauble (1990) demonstrates this difficulty in more detail. Thus, it would seem that we should proceed cautiously



in determining whether a young child’s



interaction with physical objects leads to conceptual change. When narrowing down ‘physical interaction’ only to problem solving in the real world, the picture changes.



For example, Schauble et al’s (1991) investigation reveals that starting a learning



progression with a goal-oriented construction activity facilitates learning of concepts and of reasoning skills. She found that the children’s initial reasoning, when trying to understand causes and effects, is framed by an attempt to manipulate variables in order to attain a particular outcome. She names this the ‘engineering’ model of experimentation, as opposed to the more neutral knowledge-seeking scientific experimentation. Therefore, one might find here a solid case supporting conceptual change through such goal-oriented building of physical systems.



The educational setting Since educational research focused upon learning through technological problem solving in the real world is sparse, we shall enlarge our scope from technology education to include both technology and science education. We describe laboratory work or inquiry learning, an aspect of science education that is relevant to us since it involves interaction with physical phenomena. In science education, ‘learning by doing’ comes into play with the introduction of laboratory work into the curriculum. Since learning in the laboratory can be pitted against learning through verbal and other interactions with a teacher or with peers, using symbol systems, we turn to this vein in the literature. Laboratories entered the science curriculum following, among others, Piaget’s constructivist approach to knowledge and learning. Learning is described as personally constructed in an active and selfdirected way (Piaget, 1970, 1972). In translating this idea to education different ways have been used. These include experiential learning, discovery learning (Bruner, 1961; Learning by discovery,



1966) and constructionism (Constructionism, 1991; Constructionism in Practice, 1996). One can sort out the different approaches according to the relative importance of the following three dimensions: (1) Construction of knowledge by the individual: interaction between teacher and student starts with exposing the student’s prior knowledge. The teacher’s role is to stimulate the learner to re-construct this knowledge in two ways. One is by promoting conflicts between data and previous schemes, or disequilibrium, and then guiding the individual in reaching a new equilibrium. The second is by elaborating existing schemes. (2) The physical environment: which invites an interaction between the learner and the materials, structures and phenomena. Approaches which accent this dimension claim that contact with and action upon the concrete world supplies data which can effectively reinforce or conflict with existing theories as a gate to re-structuring of knowledge. (3) The social milieu: this includes peer interactions and those between students and teacher/professional. In science education emphasizing the physical environment, as supporting the learning of concepts and developing thinking skills associated with scientific inquiry, led to the integration of educational science laboratories.



In technology education the experiential curriculum has always been there.



Joining an expert as an apprentice started within the family framework, continued in the professional setting, and continues to be practiced in classrooms today. In the fields of science and mathematics education different forms of teaching have been developed that are based upon the personal construction of meanings and informal theories of natural phenomena resulting from interaction with physical phenomena (Driver et al, 1985; Scott et al, 1987). As opposed to the constructivist approach to learning, which is more focused on the individual student, the social-cultural approach (Rogoff & Lave, 1984; Brown, Collins & Duguid, 1989) stresses the importance of discussing common experiences and the teacher’s intervention for introducing and initiating students into the scientific culture.



Educational setting: Learning through interacting with physical systems (science) Many studies have been conducted to test for the effectiveness of laboratories in advancing learners understanding of science and various science inquiry skills. What has been found is that learning through interacting with phenomena in the scientific lab, as implemented in schools, holds no advantage over traditional learning (Watson, Prieto & Dillon, 1995; Hodson, 1993; Clackson & Wright, 1992; Tamir, 1991). When studies did find improved learning, (Stohr-Hunt, 1996; Bredderman, 1983), the differences were small. Even when high-school students are freed of the more structured highschool laboratory and perform their research projects in educational greenhouses (Dvir & Chen, 1999, Dvir, 2000), the students’ inquiry skills and conceptual knowledge did not develop from their initial state. Explanations for this evidence relate mainly to the faulty mapping between learning goals and the way the learning environment is organized and practiced: (1) The activity in the laboratory is not



determined by the students but by the teachers, and according to recipes or sequences of instructions. Under these conditions the motivation for resolving possible conflicts between personal theories and the observed phenomena is overrun by a motivation to satisfy the teacher. (2) Building the bridge between evidence and theory is not done explicitly so that the setting does not capitalize on the possible conflicts between the two for learning. Another problem that has been highlighted is that children develop informal theories of their own in the experiential setting (Driver, 1985). Explanations do not map in a clear-cut way onto data since the data can be interpreted in different ways. For example, a study which compared reception learning with discovery learning among kindergarten children regarding simple probability concepts (Cantor, Dunlap & Rettie, 1982) found that reception learning was more effective. Reception learning, where the experimenter demonstrated inquiry, contributed to understanding more than discovery learning, where the children initiated and interpreted the experiments on their own.



Educational setting: Learning through building physical systems (technology) Studies relating to learning through building, and especially while building are sparse. Teaching technology around the world, as well as in Israel, is in a period when clarity is lacking and perception of the field is in a process of re-structuring. One of the leading trends is that of learning for personal meaning within individual or in group work, where the goal is the design and construction of technological products. In technology education, practical work is organized around designing and building in service of solving problems.



Few studies have examined the role of this practical activity in learning



technological and scientific concepts.



Third grade elementary students were studied during two



months of activities involving rollers (Liu, 2000). During this period, they enriched their perception of relevant characteristics of the rollers to include the surrounding conditions (ramps’ characteristics slope and length), as well as the criteria for judging good rollers (distance, speed), and the causal relations, such as that between the ramp’s slope and the rolling characteristics. When comparing the learning outcomes for junior-high students engaged in building artifacts, as opposed to those studying through the lecture format, the ‘builders’ achieved greater understanding (Korwin & Jones, 1990; Perkins, 1984).



One may extrapolate, though with caution and reservation (the ‘doing’ is not a



controlled variable), from studies that compared high-school students’ learning outcomes following a program combining science, mathematics and technology, where the practical part is organized around technological design, with traditional science programs. One study focused upon the field of technological problem solving (Childress, 1996). Two others focused upon concepts from physics (Scarborough & White, 1994; Dugger & Johnson, 1992). The results are inconclusive: no significant differences were found in the Childress and in the Scarborough & White studies. The other studies mentioned above show improved learning outcomes.



Summary of literature relating to learning though problem-solving in the real world •



Practice in solving problems may drive conceptual change based upon research and theory in a number of fields: skilled action as knowledge-laden; research showing the efficacy of concrete results in producing such change by providing ‘external memory’ for previous steps and research showing the efficiency of learning when the activity is framed by goal-oriented problem-solving.



•



Relating to young children, practice in solving problems may drive conceptual change. This can be seen in expert-novice differences among young children. Expert children reason in more mature ways when they are more experienced in a particular field. Similar advantages can be seen in higher performance when physical action is involved or when activity is embedded in goal-oriented problem-solving.



•



Practice in solving problems does not necessarily generate conceptual change. This can be seen in the following claims. When an individual is concerned with both solving the problem and learning new concepts, the tasks are too numerous and the latter is forsaken. The difficulty in articulation of the knowledge that is involved in making objects may prevent its transformation from implicit to explicit forms, which enable re-formulation.



•



As for young children, the problem of overload while both problem-solving and learning is exacerbated by their smaller working memory capacity. In addition, research has shown children have difficulty in coordinating data and theory, so that surprising evidence does not necessarily stimulate the conflict necessary for conceptual change.



•



Studies relating to learning outcomes through problem solving in technology education are sparse and inconclusive.



•



Research dealing with learning through engagement in real world science inquiry in schools does not show significant differences in learning outcomes with respect to more traditional educational settings.



We now turn to the dependent variables in our study: mental models, action, perception and spatial reference systems.



Dependent variables



Mental models of dynamic mechanical systems



In the current study, we approach the investigation of the children’s mental model of water systems from two perspectives. The first perspective relates to the device topology – the layout of the parts and connections, in addition to static and dynamic aspects of the system (deKleer and Brown, 1983). The second perspective regards the causal relations that explain system behavior: the system features that one can manipulate – choice of parts, locations and relations (e.g. choice of pipe-end size, vertical location of pipe-end) - to achieve desired results. Since the latter was investigated partially using Siegler’s (1978) rule assessment scales (though not his method), these will be described too.



Greeno (1989) presents a problem using the information processing approach to describe human cognition since it refers only to symbolic representations. This approach is limited since it cannot explain performance that is very contextualized.



When knowledge and the situation in which it



operates are so tied up with each other, it would be better to characterize knowledge as a relationship between the knower and the situation and not as something internal to the knower. Situatedness of knowledge has been suggested by Lave & Wenger (1991) and by Brown, Collins & Duguid (1989) as well. Knowledge and learning are perceived as situated with the situation’s features, events, social context, learning environment and media - the roles and actions of the learner and other individuals in the situation are all consequential factors in the process of learning.



As an alternative, Greeno



suggests an understanding of knowledge as a potential in localized activity. He claims that reasoning processes are situated. These processes use knowledge from the situation rather than symbolic calculation in order to reach conclusions. Traditionally, knowledge has been represented in two ways: declarative (explicit, including facts and episodes, about the world and its properties, ‘knowing what’) and procedural (implicit, accessible through performance, such as how to ride a bicycle, ’knowing that’) (Solso, 1991).



Qualitative



knowledge is distinct from procedural and declarative knowledge (Anderson, 1988). It is described as a causal knowledge structure, in the form of qualitative models, illustrating the dynamics of a system’s operation or a process. The representation itself is a mental model – a particular concrete knowledge representation. It can be all analog or a combination of analog and propositional, distinct from yet attached to an image (Eysenck and Keane, 1990), conserving the structure of the object which it represents (Vosniadou, 1995). It is different from an image, in that it includes different perspectives of



the object. The mental model construct is used in two different ways. Some see it as a knowledge structure: a proposal of how knowledge is stored and organized in memory, used in reasoning and based on long-term knowledge or theories (Gentner and Stevens, 1983). Others view mental models as temporarily constructed in order to deal with particular situations (Johnson-Laird, 1981). These models are generative, in the sense that they can be used to construct explanations and predictions of a system or a phenomenon that were not explicit in the knowledge base, by using a mental simulation. Nevertheless, the human cognitive system’s ability to “run” a mental model is very limited. The test of a mental model is its functionality – the degree to which it reduces mental effort (Norman, 1983). Even if temporary, mental models can provide us with important information related to the conceptual structures, underlying and limiting them. The distinction between temporary flexible representations and permanent knowledge structures in long-term memory solves the problem of inflexibility in describing schemes and explaining how people use prior knowledge to cope with new situations. From the point of view of learning theory, mental models are important since they point to the time when new information is integrated into the system, and therefore present a main source for cognitive change in existing knowledge structures.



A mental model is particularly suited for describing conceptual understanding of mechanical systems. From the documentation of engineers’ work, it is suggested that they use spatial information processing, simulating the component configuration and following through the dynamic process, in order to solve problems (Hegarty, 1991). Motion is a central feature in mechanical systems that arises from an interaction between the components. Understanding the way a mechanical system works is mainly an understanding of relationships between the components.



This knowledge can be



characterized as empirical rules that present relations between sub-systems in a system, its kinematics and dynamics – or as a mental model. It is used in describing qualitative reasoning about physical systems by various scientists in the field of ‘qualitative physics’, a branch of Artificial Intelligence, where machine thinking is explored (Bobrow, 1985). Its use emphasizes that this kind of knowledge is processed by a problem-solver to construct an internal representation of the behavior of a dynamic system. These models can include a variety of levels of understanding from specific to general and they can be described along a continuum between qualitative and quantitative (deKleer & Brown, 1983). In a mental model of a dynamic mechanical system, predicting the behavior of a system is associated with the ability to mentally simulate its operation. The causal structure of the system can be deduced qualitatively from its topology, as local interactions between the various components. deKleer and Brown (1983) have proposed that these kinds of models contain rules that set the causal relations between the components, which describe how the components work together to achieve the machine’s function or overall operation.



The ability to deduce the kinematics and dynamics of



mechanical systems from information about their structure includes three processes. The first process is mapping – naming and locating the parts and their connections. Through mapping, one constructs



a device topology (identity of components, connections, their local bonds and their overall layout). The second is envisioning, which operates on the representation of the device topology to deduce how each component effects the components with which it has contact, in order to build a causal model of the mechanical system. The third is running: using functional relations from the process of envisioning in order to mentally simulate the device’s operation.



Mental models can change in different ways as a result of learning. One way includes changes in the model itself but not of the structures, which underlie and limit it. Some learning phenomena, such as the formation of misconceptions or conflicts, can be explained as attempts to integrate new information into an existing mental model, with little or no change in the assumptions, which limit it. More radical changes in mental models demand transformations in the knowledge structures below them (Vosniadou, 1995). A user of a technological system possesses a mental model of this system, which changes and develops over time (Norman, 1983). Through interaction with the system, people create a mental model of it. This model doesn’t need to be correct or precise – but it has to be functional. Through this interaction, the individual continues changing this model until a working result is achieved. Limits on mental models are associated with technical knowledge and prior experience with similar systems within the boundaries of the human information processing system.



Research on young children’s mental models of technological systems is sparse. Therefore, a wider range of ages will be described. Developmental as well as learning studies will be described. Some studies have suggested that adults in unfamiliar environments may recapitulate the stages that are developed by young children (Granott, 1991) and so we search for similarities between the two as a way of reaching some general trends. The dimensions used to describe the evolving mental models are derived from studies relating to both learning and development.



Learning, or change in mental models of technological devices was



explored by different researchers: Mioduser et al (1996) regarding controlled systems, deKleer and Brown (1983) relating to dynamic mechanical systems in general and Hegarty (1991) on gear-wheels. Developmental studies regarding mental models of technological devices include Brandes and Ackermann (1991) relating to everyday machines, Piaget (1956) on bicycles, Metz (1991) and Lehrer & Schauble (1998) regarding gear-wheel mechanisms. The following three dimensions are used to discriminate between mental models of dynamic mechanical systems: (1) differentiation of parts in the structure (device topology in the mental model), (2) hierarchical integration of causal-functional relations (causality in the mental model) and (3) inclusion of a dynamic aspect in perception. In addition, a shift from noticing ‘outside’ or input and output features in the system to the inclusion of internal and less prominent features is suggested. Werner (1957) describes perceptual learning in the following way. Perception of an undifferentiated whole (global stage) precedes perception of the parts (differentiated to an analytical stage). After the



analytic stage, the individual integrates the parts and perceives a whole as a hierarchical organization of interacting parts (synthetic stage). Here we can see the first two dimensions: differentiation of components to construct a device topology and their integration into a causally described mechanism or causal model. These are mirrored in the general systems approach and framework recommended for science and technology education (Chen & Stroup, 1993). This approach enables relating the parts and wholes of the system and accounting for both complexity and change, the third dimension above – the dynamic aspect of the phenomena at hand. In a dynamic mechanical system, we have two different aspects that need to be perceived - namely the static layout of the parts, their shapes and their dynamic operation. Therefore, we utilize the inclusion of static and dynamic aspects of the system as a dimension in describing different mental models.



Researchers in perception and in system dynamics (Bertenthal & Clifton, 1998; Smith &



Katz, 1996) use a similar division between static and dynamic. For example, in explaining their results regarding separation of an object from its background among infants, they suggest two coupled interacting sub-systems: the WHAT for the object’s identity and static shape, and the WHERE for following the objects motion. Learning starts from different points - as a function of prior knowledge - and ends at different points, dependent on the individual’s abilities and his purpose in the understanding process.



Differences in



purpose could end the learning process at different levels of understanding. For example, using a system demands different kinds of understanding than that required when constructing a new system. Hale & Barsalou (1995) have compared adults’ descriptions when learning a system and when troubleshooting it. In the latter, the descriptions included a higher frequency of mechanisms and spatial layout. The troubleshooting tasks demanded deeper understanding of the inner workings of the system. Thus it would seem that the goals or task one sets oneself is important in determining the final level of knowledge.



Research on development Different features have been accentuated in the developmental literature: emergence of artifacts as a separate category (e.g. Behl-Chadha, 1996); development of the design stance, a core theory regarding artifacts, which gives precedence to the designer’s original intentions (Matan & Carey, 2001; Gelman & Bloom, 2000); and a comparison of the relative importance of shape versus function (Keil, 1989; Ahn, 1998; Kemler-Nelson, 1995, 1999; Kemler Nelson et al, 2000; Nazzi & Gopnik, 2000; Smith et al’s, 1996). We focus on two aspects of children’s understanding of artifacts: constructing a full map of the different parts in the system and formulating the causal relations in the interactions between system features and its behavior. The development of such understanding has not been sufficiently investigated. One pioneering work is Piaget’s (1956) exploration of children’s understanding of three artifacts, one of them bicycles (the other two are omitted since girls were not interviewed). Regarding bicycles, he found that young (4-6 year old) perceive the bicycle as an undifferentiated whole shape, distinguishing only some of the parts. Function explains the operation, rather than mechanism. With age, children



shift to a more detailed perception of parts (ages 6-7). Only later (ages 7-8), children search for causality. At this time, organization and ordering of the parts gains meaning. At 8-9 years, the children reach a full mechanistic explanation of the bicycle – relating function to mechanism with no logic failures.



Thus, from a gradual awareness of more and more parts - development shifts to



exploring mechanistic facets of the bicycle, finally reaching the integration into a concerted working of parts. Supporting the claim that children do not ‘see’ all the parts that are exposed in a mechanism, Tversky (1989) has found that young children fail in identifying small but relevant missing pieces in common artifacts, such as scissors. This indicates that they are unaware of the joint action of the different parts, that the causal relations between the pieces are neither searched for nor determined. Metz (1991) explored children’s development in the understanding of gear mechanisms.



She



investigated 3-9 year old children’s explanations when determining the direction a particular gear wheel will turn in a gear configuration. She found the children’s explanations developed with age through 11 successively more sophisticated kinds of explanations. These are grouped into three types: (1) function of the object as an explanation, (2) connections between parts as an explanation, (3) mechanistic explanation. Although children gave the three types at all ages (only 3-year olds did not give mechanistic explanations), their relative weights changed with age, with more advanced explanations provided by the older children. Thus while a functional and mechanistic explanation was described in Piaget’s description, the attention to connections between the parts in a mechanism is highlighted through this description. The tasks were different - understanding of a simplified gear arrangement (Metz) versus explaining the working of a whole complex bicycle (Piaget) – and this may account for the difference in resolution. Thus Metz contributes the search for interactions between the parts as a bridge to a mechanistic explanation. Brandes and Ackermann (1991) have explored children’s perceptions of what features define a machine. They found that the younger children focused on the input units – control units: mainly switches among kindergarten children and sources of energy (gasoline, electricity, and electrical outlets) in order to define a machine.



Attention to internal mechanisms (gear wheels, electrical



connections, and engines) emerged only in the later ages (towards the 5th grade). The contribution of this study is in its use of a variety of different everyday artifacts and not just one particular mechanism. From these we can see a general shift ‘from outside to inside’, the inclusion of more parts, ending with a mechanism. In the relationship between the construction of local rules and more general rules for neighboring parts, one can see differences between the younger and older children, or between people with different levels of mechanical ability. In Metz’s (1985) work on children’s understanding of gear wheels, children were asked to predict the direction particular wheels would turn. The younger children imagined the motion of neighboring wheels from the handle’s operation until the target wheel. Lehrer & Schauble’s (1998) study with primary school children’s understanding of transmission in motion gear wheel mechanisms showed a similar local reasoning among the younger children that could not be generalized over the



configuration. The younger (2



nd



grade) children provided very incomplete explanations of motion



transmission: they focused on parts and local interactions, but could not build an explanation based upon the mechanism of the meshing teeth or other rules for the configurations. The explanations of th



the older children (5 grade) were similar to those of the younger children at the start of the interview. As the interview progressed, they began providing more general rules for the configuration, even though the tasks were more complex and they did not receive feedback.



They began using a more



general rule for turning direction and started using arguments about the quantity and ratio of gear teeth to explain relative speed of the wheels. According to this study, the children in our study should not be able to provide general rules of operation in mechanical systems and would not extend their understanding in successive tasks without feedback.



Regarding the causal reasoning about



interaction between parts in a mechanism, this changes with age to encompass more and more parts, until system-wide abstract rules are achieved. Parts are discerned, then connections are examined, short causal mechanisms are discriminated and these gradually propagate until generalizations can be reached. Hegarty et al (1988) studied adults’ understanding and reasoning when inferring pulley systems’ behavior.



Individual differences showed that in a progression from low to high ability, low-ability



subjects used rules based on components, while high-ability subjects used rules based on configurations.



While learning about simple pulley systems (Hegarty & Just, 1993) using text and



diagrams, eye fixation data shows the adult subjects first inspected local relations between 2 or 3 components, and only later integrate these local representations to construct a global mental model of the pulley systems. Again we can see here the shift from local concrete parts to more abstract rules that govern their behavior system-wide. Developmental studies show that children’s mental models grow from a functional description to noticing more and more parts, then focusing on their connections to create local causal mechanisms, which gradually propagate over the system, ending with a fully integrated mechanistic causal model.



Research on learning deKleer and Brown (1983) describe the process where function is inferred from structure in mechanical devices.



From knowledge of the parts and their local functions, dynamics are set in



motion between neighboring parts, finally culminating in a general configuration of mutually interacting parts. They start their description with an assumption of knowledge of the layout of the parts and their functions.



Thus, they separate the dynamic and static aspect of artifacts and differentiate local



interactions from system-wide interactions. Miouduser et al’s (1996) study examined 6th grader’s mental models regarding controlled systems while planning and building them. The initial model was usually an undifferentiated general ‘black-box’ input-output model (whole shape and function). From here, with experience, other models gradually emerged: those which included distinguishing more system parts (sensing units, operating unit, control unit) as well as mechanisms of operation. A full causal model was seen only at a very low frequency. When it did appear, it was only after a lengthy experience with such systems.



With experience, mental models advance from an external description, to understanding of internal mechanism and processes that bring about the function or system behavior (Hegarty, 1991). In the few studies on learning we can see similar strains: distinguishing more and more parts, from the outside-in, until some local interactions can be set up, ending with a full integrated causal model. These trends parallel those in the descriptions on development.



According to Piaget’s description, the children in our study will start out largely viewing the system as a functioning whole, with only the older children among them beginning to discern the different parts, though with no mechanistic aspects.



In Metz’s investigation, 5-year old children gave mainly



explanations of the type relating to connections, such as ‘will move “cause they’re all stuck together” ’. Here, they are paying attention to the parts and see them as a collection put together in a way that is relevant to their functioning. Nevertheless, they cannot explain the relationships, which bring about their operation. Brandes and Ackermann suggest that among the system parts, they will attend to the inputs – in our case these may be the faucets and the water source.



This sums up our review of mental models of mechanical devices. We can see that parts and shapes (device topology) are perceived earlier than the dynamic aspects of the systems. With development and learning, more parts are discerned, moving from the external use-relevant parts to those that are internal and sometimes hidden.



Local functional rules regarding the behavior of parts are



discriminated earlier than those that are more system-wide. We expect that children’s’ mental models of the systems they are building will progressively differentiate more parts and functions and may later integrate them into more complex compounds, perhaps including dynamic descriptions. The extent to which they will reach such an integration is dependent on age-related limits, the child’s goals as well as the particulars of the task and environment.



So far we described the sparse literature on learning and development of knowledge regarding artifacts.



A richer account of conceptual change can be seen in the are of science.



Conceptual change in science Conceptual change names a family of theories concerned with the source and development of knowledge as a result of learning (Kaufmann et al, 2000). It is the subject of considerable research and is central to our understanding of cognitive development and science education. Conceptual development research in science focus on (a) characterizing transformations in learners that results in transformations in understanding of scientific phenomena and (b) promoting instructional situations that increase the likelihood of robust and generative understanding. There is a general agreement that conceptual change demands a considerable reorganization of knowledge. Different approaches also agree that by the time children go to school they have acquired considerable knowledge about



the physical world that exercises important influence on later learning. Theories differ in the extent to which they view the “child-as-intuitive-scientist” metaphor as useful in describing the process of change. Conceptual change regarding scientific content is described through a number of perspectives. In Piaget’s account of conceptual change, knowledge grows by reformulation. Piaget identified a set of invariant change functions, which are innate, universal and age independent.



These are



assimilation, accommodation and equilibration. Assimilation increases knowledge while preserving of structure, by integrating information into existing schemata. Accommodation increases knowledge by modifying the structure to account for new experience. For Piaget, the critical episodes in learning occur when a tension arises between assimilation and accommodation, and neither mechanism can succeed on its own. Equilibration coordinates assimilation and accommodation, allowing the learner to craft a new, more coherent balance between schemata and sensory evidence. Reformulation does not replace prior knowledge but rather differentiates and integrates prior knowledge into a more coherent whole.



Piaget generated many innovative task-settings in which children become involved



in active manipulation of physical objects. Trying to achieve a goal in a physical task can promote conflict between assimilation and accommodation in the accompanying psychological task. Moreover, alternative physical actions can suggest different conceptual operations. Thus opportunities that arise in physical activity can inspire mental restructuring. With respect to learning science, interaction with physical settings can promote learning when evidence and personal structures contradict through differentiation and integration of prior knowledge. Vygotsky emphasizes the role of social interaction while learning. In one of his studies (Vygotsky, 1986) he examined the role of prior knowledge in science learning. He argues that children have spontaneous concepts and that these are not in conflict, but are part of a unitary process. In this process, he sees spontaneous concepts growing upwards in generality preparing the ground for more systematic reasoning. Simultaneously, scientific concepts, which are introduced by instruction grow downwards to organize and utilize the spontaneous concepts.



The restructuring process that



intertwines spontaneous and specialized concepts occurs in social interaction and is mediated by sign systems, such as language and drawing.



Whereas Piaget focuses on disequilibrium among



schemata, Vygotsky turns our attention to the ‘Zone of Proximal Development’ (ZPD). The ZPD is formed by the difference between what the child can do without help and the capabilities of the children in interaction with others. In this zone, the child can participate in cultural practices slightly above his own individual capability. Successful participation can lead to internalization. In Vygotsky’s account the primary resources for restructuring prior knowledge come from culture. Moreover, the restructuring process itself occurs externally, in social discourse. More recent views of situated learning (Brown, Collins & Duguid, 1989; Lave, 1988) view learning as enculturation, the social construction of knowledge. They view learning as set within experiential transactions - coordination between personal agency and environmental structures. They focus on learning in terms of relations between people, physical material and cultural communities (Lave & Wenger, 1989).



Piaget had set the ground for the ‘child-as-intuitive-scientist’ metaphor.



He described cognitive



development as a progression towards ‘better’ thinking, better defined ‘like a scientist’. Similarly, theory theory (Gopnik & Wellman, 1994) and information-processing approaches (Flavell et al, 1993) claim that scientists and children are similar in their formation of theories. Children’s naive theories are constructed of causal notions, support distinct types of interpretations, explanations and predictions. Children try to make sense of their physical environments by constructing mental models or causal-explanatory theories, which account for everyday physical events that they observe and experience. Like a scientist, they revise these mental models as new evidence arises and substitute new theories for old ones. The process of conceptual change in children resembles the process of theory revision in science. However, not all agree with this account of children’s thinking and learning. Vosniadou (1994) and Kuhn (1989) view conceptual change in children as differing substantially in character from scientific theory change.



They contend that children lack systematicity, abstractness and metaconceptual



awareness. Vosniadou proposes the idea of framework theories, which consist of basic assumptions about the way the world works and serve to restrict the acquisition of science concepts.



These



framework theories guide children’s interpretation of scientific phenomena and enable them to generate scientific explanations and predictions in a reasonably consistent fashion. Such ideas agree with research on conceptual development in infancy, showing that the process of knowledge acquisition starts immediately after birth and proceeds in an orderly fashion towards a construction of an initial framework theory of physics that enables children to function adequately in the physical environment. Thus, children start out the knowledge acquisition process by forming rather narrow but internally consistent explanatory frameworks.



These “theories” are continuously enriched,



differentiated and revised as the children encounter new information.



However, when framework



theories come into contact with formal science instruction, fragmentation, incoherence and misconceptions are often the result.



As opposed to Vygotsky’s description of upwards and



downwards integration between spontaneous concepts and formal ones, initial explanatory structures are described as becoming more fragmented. As aspects of the scientific theory are assimilated into the framework theory synthetic models (which are internally consistent but scientifically wrong) or internally inconsistent structures are created. Only when students proceed to become experts, their conceptual thinking increasingly becomes less fragmented and more cohesive with formal science concepts. Kuhn (1989) claims that the process of scientific reasoning among children and many lay adults is different from that among scientists. The essence of scientific thinking is the coordination of theory and evidence. Evidence supports or refutes a theory. A theory organizes and interprets evidence (Flavell et al, 1993). In the process of revising theories in response to encounters with new evidence, different researchers find that children tend to be theory bound. The either ignore discrepant evidence or attend to it in a selective distorting way. They sometimes adjust evidence to fit their theories. Processing evidence is biased towards a favored theory. Only gradually, do children develop the capability to coordinate evidence and theory in the way that scientists do. In addition, they do not always differentiate evidence and theory. They have trouble setting aside theory and viewing the



evidence separately. Children and lay adults also tend to be data-bound. Young children are able to construct a theory to explain the most recent results, but tend to ignore the entire earlier set of discrepant and congruent results. Carey (1985, 1988) views young children’s understanding as theory-based as well. She distinguishes between belief revision and conceptual change through a distinction between concepts and theories. For example, young children’s beliefs that ‘cars are alive’ or ‘air is immaterial’ come from concepts about life and matter that are different from those of adults. They have constructed a very different theoretical framework, in which they have embedded their understanding of animals or the material world. These beliefs of young children are formulated over concepts that are different from those that underlie the intuitive or scientific theories that adults use to understand the world. Concepts, to her view, become embedded in successive theories that are not mutually translatable. The beliefs in one theory cannot be expressed with the concepts of another. Concepts may change in different ways: differentiation (e.g. ‘not alive’ is separated into dead, inanimate, unreal and nonexistent) or integrated (e.g. animals and plants are coalesced into a single concepts of ‘alive’). Concepts may be reassessed and their basic structure reanalyzed (e.g. the concept of person is reanalyzed from prototypical behaving being to one-animal-among-many). diSessa (1993) begins with the premise that naive understandings of the physical world are composed of a rich, complex and diverse knowledge system. However, the system as a whole is only weakly organized and students’ intuitive scientific understandings are often a fragmented, loosely connected, collection of ideas, having none of the commitment or systematicity attributable to theories.



The



elements of knowledge called phenomenological primitives or ‘p-prims’ reflect minimal abstractions from common experience that are activated in certain characteristic cases. Through learning and instruction, p-prims get tuned to newer contexts, refined and reprioritized as the knowledge system is reorganized.



They become supplanted in many contexts by more complex explicit knowledge



structures that include physical laws. However, p-prims continue to exert substantial influence even in the reasoning of experts. Growth in scientific understanding involves a major structural change toward systematicity. More recently, diSessa and Sherin (1998) introduced the notion of coordination class, which involve systematically connected ways of gaining information from the world. Coordination classes include strategies of selective attention and systematic integration of observations. Thus, the process of conceptual change is one of collecting and systematizing the fragments of knowledge into consistent wholes. Siegler’s work delineates conceptual change regarding physical devices and phenomena, such as the balance scale. We choose to go into more detail since we base the current study on some elements of his theory and findings and use some aspects of his methodology in order to look into children causal mental models. Siegler and his colleagues (1978; Siegler & Chen, 1998) have investigated children’s changing understanding of various phenomena, including the physical balance scale problems. The problem is set up so that weights (masses) on the two sides of the beam and their distance from the fulcrum can be varied.



The heavier and the farther away from the fulcrum, the greater the torque.



Siegler



examined children’s understanding of this phenomenon under different conditions and developed the “rule assessment methodology”. Children observe particular configurations for weight and distance with the fulcrum held in balance. Then they are asked to predict where the beam will be after the fulcrum is released. The response patterns across the different configurations chosen for the tasks are those which differentiate between what he calls “rule-models”. The basic assumption underlying this work is that children’s problem-solving strategies are rule-governed, with the rules advancing from less to more sophisticated with age. He found that until the age of 4 there is no consistent use of rules. From there, children advance to the use of one dominant dimension - a weight rule alone (age 5-8). Later, they can form a rule for subordinate dimension - distance - but only if the weights are equal.



Only at the age of 12 can they coordinate the two dimensions, weight and distance,



qualitatively in a multidimensional model. When taught directly the quantitative rule can be learned too. In our study, the children use their understanding of causal rules to predict water behavior when deciding how to build their water systems. Through their operation, the children can obtain feedback, or data, which may be used to restructure their understanding of the rules governing water flow. Siegler has found (1978) that feedback benefits learning, but only if the children are encoding the relevant dimensions of the task. Siegler describes encoding as noticing potential explanatory variables. In learning, formulating new rules is preceded by the recognition that previously unattended dimensions may be relevant to the task or that their variation accounts for observed outcomes. Siegler and Chen (1998) describe four processes that take place when a new rule is learnt: (1) noticing the explanatory power of key variables, (2) formulating a more advanced rule, (3) generalizing the rule to contexts different from the task and (4) maintaining the rule after the treatment ended. We expect the children in our study to advance in their causal mental models. These should include more dimensions over time but not more than two. In tasks where the main dimension is not varied they can use the subordinate one, one rule-model beyond the one they hold before building. Feedback should benefit their mental models and encoding, or noticing the relevant dimensions, should play an important role in this change. After reviewing the different approaches to conceptual change in science, we can see a number of commonalties and distinctions. All agree that learning is not a simple accumulation of information or experience. Mere absorption cannot account for the revolutionary changes in thought that take place during conceptual change. Approaches differ in their view of young children’s thinking. Some view it as more consistent while others see it as fragmentary. Conceptual change can result in a shift to theories that are more consistent and generalized or to less consistent structures. Different process are fingered as bringing about conceptual change: integration and differentiation of prior knowledge, restructuring through enculturation where spontaneous and formal concepts find a common ground, enrichment and revision of framework theories, increasing metaconceptual awareness of the relationship between theory and data, increasing consistency between islands of knowledge, encoding relevant information, formulation of new rules, generalization and maintenance of new concepts. Although this study, is aimed at uncovering conceptual change as it takes place when children are building artifacts, we do not attempt to distinguish among the different processes described.



Nevertheless, the issues of consistency, generality, relations between theory and data and encoding of relevant features are referred to in the present work.



In this study we use elements of Siegler’s method in a particular way.



One of our aims is to see



which dimensions the children are attending to, their priorities in considering their effects on system behavior, whether they use them correctly and consistently to predict water behavior, and whether they are combined into a multidimensional rule-model. The kinds of tasks we use to test for more the more advanced models are those asking prediction of system behavior when two features are varied, usually with compensating effects. Siegler has used this kind of task as a test for the use of either or both dimensions (Siegler, 1978).



Summary of literature relating to mental models of dynamic mechanical systems •



Mental models are a more suitable framework to capture and describe people’s representations of mechanical devices because of their focus on visual and dynamic aspects arising from particular contexts. They may be described on a continuum between general and specific, and they can be qualitative or quantitative.



•



In developing mental models of mechanical devices, one can distinguish between a device topology and a causal model. One moves between them through the processes of mapping, envisioning and running.



•



Through interactions with a physical device, people construct its mental model. It doesn’t need to be correct. However, it has to work, so that functionality is its test. It is possible that more appropriate models will replace non-functional models following extended interaction with the systems.



•



Mental models of mechanical devices change over age through experience and learning. The changes in the device topology can be delineated as increasing the discrimination of parts from the whole, and integrating them into a hierarchical causal structure, on one hand, and static and dynamic aspects, on the other hand. The parts first noticed are those related to external inputoutput functions, and only later those that are internal to the mechanism. The models’ causal structure changes to include more dimensions in increasingly symmetrical relationships shifting from global-functional to local connections and then to system-wide rule-based explanations.



•



Young children’s mental models include fewer causal rules than do those of older children. This is related mainly to the fact that they do not encode a larger number of dimensions. Feedback through building and observing its results should benefit their reasoning abilities regarding the system at hand. From the use of one rule they can shift to the use of another rule if the first rule’s relevant dimension is unvaried.



Perception and perceptual learning



For learning to occur, new information needs to enter the cognitive system and interact with existing knowledge (Samuelson & Smith, 2000).



Perception involves the detection and interpretation of



sensory stimuli. It is described as the filtering of stimuli, their generalization into a uniform structure and the naming of this structure (Rahmani, 1995).



In other words, perception changes sensory data



into perceived information or meaning. The role of perception in learning through constructive action is reviewed. Perception is a process that involves interpretation of information extracted from the input registered upon the senses. Approaches to understanding perception can be sorted into two groups (Coren et al, 1994). One group that includes approaches, which emphasize sensory input as supporting a higher-level interpretation is called the bottom-up approach and focuses on data-driven processing. These include biological reductionism (every sensation corresponds to a physiological event), direct perception (all information needed to form the conscious percept is available in the stimuli that reach our receptors or relationships between them, e.g. J.J. Gibson, 1966) and computational approaches (interpretation of direct perception requires a number of computations and several stages of analysis). Bottom-up processing approaches emphasize incoming sensory stimuli and the operations performed on them to build up to a meaningful perceptual representation. The suggestion is that processing is mostly unidirectional, from the sensory to the final perceptual interpretation, each stage adding onto the next. The three major models of bottom-up processing are template-matching theory, featural-analysis theory, and prototype-matching theory. Nevertheless our expectations, assumptions, and prior knowledge also constrain and contribute to how we interpret what we see and help in selecting certain elements to process over others. Therefore, another group of approaches emphasizes how higher order cognition affects what we see and is called the top-down approach and focuses on conceptually driven processing. These include constructive theories, which maintain that combining a number of different factors may be necessary to actively construct the final percept and ‘intelligent perception’ that claims that cognitive processes and experience may affect perception. Extreme versions of top-down processing argue that all information coming into the system is affected by what is already known about the world. Each act of perception is an interactive blend of bottom-up sensory input and top-down expectations. If perception was based only upon top-bottom expectations, we would see only what we expect to see. If only data-driven processing would occur, then we would not be able to take advantage of our experience.



We shall now describe perception from three perspectives.



One is the relationship between



perception and action, since they are intimately interacting in the process of building. The other is



perceptual learning, the changes in perception while gaining experience with a particular set of stimuli. The third perspective is the interaction of this change with that of conceptual change.



Perception and action Both in action and in perception, there is a directed negotiation between thinking and the external world (Gibson, E.J., 1991; Searle, 1981) – causality moves from thought to the world in action, and in the opposite direction for perception. Gibson (Gibson, J.J., 1966, 1979; in von Hofsten, Neisser, 1985), founder of the ecological approach to perception, was the first to attack the approaches that view perception as separate from action. In his view, perception develops in service of action. The individual perceives affordances or possibilities for meaningful action. Perception guides action even if not immediately following it. Neisser (1985) continues in this vein and suggests two invariant structures of action and of perception: spatialtemporal patterns, which are not attached to sensory input or performance output. Action according to a perceived affordance involves an alignment process between the two structures. Two functionally dissociable perceptual systems are described (Bertenthal, 1996). One system is concerned with the perceptual control and guidance of actions. The other involves perception and recognition of objects and events. The separation between control and recognition means that they operate independently and may develop at different times and in different contexts. The perceptual control of actions is viewed as part of a single unit of coupled action and perception. Practice with a specific action-perception unit contributes to developing the spatial and temporal coordination between them. Availability of new actions opens fresh opportunities for exploring the relationship between self and environment. Perceptual sensitivity to particular objects and features of the environment increases following experience in action, which requires their discrimination. Perception is prospective in that anticipation of future actions and environment variations is necessary for an action’s success.



Other important characteristics of this perceptual system include its multi-



modality and its being context-specific (Berthental, 1998).



The latter property means that the



knowledge and experiences will remain encapsulated and will not generalize.



This is implicit



knowledge. Therefore, in building, we do not expect the perception that guides action to provide the array of data from which new rules can be formed. Object perception and recognition is distinguished from the perception-action system in that recognition is defined with reference to the past, and is not dependent on the viewer-centered system. What is perceived and recognized depends on the intentions and goals of the observer but this system encodes and stores the properties that are invariant across multiple perspective transformations of the object.



Perceptual and conceptual knowledge can interact in this framework because stored



representations are accessible for both recognition and reasoning. Knowledge that is represented by the object-recognition system will generalize across situations once it is stored as a representation and as it becomes explicit knowledge. Therefore, if learning of conceptual knowledge through building should occur it will be part of this kind of process.



When building a structure action and perception interact, both referring to the same intended object – both in guiding action and in comparing the structure’s state with a partial configuration of a whole imagined system.



Success in this perceptually-guided action is in recognition that the system’s state



is partial to the full solution. When building, actions aimed at changing the structure’s shapes and functions change the information reaching the builder and therefore his perception of the system. Perception of an action’s results guides the solution of a problem. Action changes the structure thus creating a basis for further action, but also provides a way to explore the structure and its dynamics. Action shows understanding but is also used to obtain it.



Perceptual learning Perceptual learning is described as a relatively permanent and consistent perceptual change of an array of stimuli, following practice or experience with the array (Gibson, E.J., 1955, 1969, 1988, 1991); as relatively long-lasting changes to an organism’s perceptual system that improves its ability to respond to its environment (Goldstone, 1998); or – as a discriminating process in which “blurry” impressions are sharpened or differentiated and integrated (Werner, 1957).



During learning



perception shifts towards greater correspondence between what is perceived and what is actual reality. This learning happens through processes of attention weighting (increasing attention paid to important dimensions and features), imprinting (development of specialized receptors), differentiation (indistinguishable stimuli become distinct) and unitization (tasks that originally required detection of several parts are accomplished by detecting a single constructed unit representing a complex configuration) (Goldstone, 1998). With age, one can see an increase of specificity of perception (Bahrick, 2001), an optimization of attentional processes, and a greater efficiency in collecting information through identification of prominent features, abstraction of invariants over time, and processing of larger units. Werner (1957), in describing the development of an individual’s perception, points to three stages. The first is a global stage when a whole is perceived with no detail. The next is an analytic stage when attention is focused on the separate parts. The last is the synthetic stage where the whole is perceived as hierarchically composed of coordinated parts. Thus, with practice in building we would expect that appropriate weighting and differentiation between perceived properties regarding system shape and behavior would increase.



Perception and conception While the goal of constructing systems guides the building activity, perception of the developing target object – the layout of parts and their movement – provides information, which may coincide with or contradict expectations. When this information coincides with expectations, the latter are reinforced and strengthened. When the two contradict, a conflict may arise. In Piaget’s theory of equilibration (Piaget, 1952), cognitive conflict is at the heart of conceptual change. Disequilibration of the cognitive structure is met with compensating responses that eventually converge at higher levels of



equilibration.



Compensating responses can include a search for new patterns between system



behavior and its other properties, for which perception provides an array of data. Thus, failure of the system to operate as desired may prompt the child to search for new ways to approach the problem. Perception of system behavior and its transformations as system dimensions vary provides a set of data from which new associations can be made, rules that provide directions profitable in this pursuit. If so, one would see an increase in perceptual resolution or discrimination prior to conceptual change. This would be occurring within the object recognition perceptual systems where explicit knowledge can be generalized to other situations and not with the system that guides action. Learning though action upon the world and its perception has not been explored at length. One interesting study is Druyan’s (1997, 2001) work with 5-12 year old children’s learning of concepts through different kinds of conflict. When body (kinesthetic) experiences contradicted the children’s concepts, cognitive change was most efficient especially for the younger children. This kind of conflict was compared with visual and social conflicts.



In one experiment (Druyan, 1997), the younger



children learned the concept of length by either walking, measured walking or jumping along lines of varying shapes - starting and ending at the same position. Both jumping and measured walking were efficient in promoting prolonged conceptual change with respect to walking or the control group. In later work (Druyan, 2001), they learned to encode the distance dimension in the classical weight balance task, following experience in feeling the forces when the balance was released.



These



studies show a distinct advantage for learning through bodily experiences among younger children. When comparing Druyan’s study with the current one, important differences should be noted. In Druyan’s study, both action and perception were focused upon the same phenomena, such as length of lines or torque of a balance scale.



The children walked/jumped along a line (action), while



estimating (perception) its length, which is related directly to the action. In the current study, action is upon the parts of the system putting them together. The kinesthetic information is not related to the concepts that can be learned. These are perceived through the visual or tactile channels. Regarding the dynamics of the relationships between perceptual and conceptual change, studies on simulated scientific discovery may provide some cues in this direction. Klahr & Dunbar (1988) have studied the way people experiment while making discoveries. They proposed the dual space model regarding scientific discovery, which separates and coordinates between an experimental space and a hypothesis space. In the context of perception and conception, the results obtained from performing experiments need to be perceived and then coordinated with hypotheses or concepts in the hypothesis space. They performed a study with adults and investigated the interaction between evoking hypotheses and performing experiments while trying to discover the function of a particular key on a mobile robot’s control pad.



They characterized two types of



relationships and assigned personality types to them, which they termed ‘experimenters’ and ‘theorists’. ‘Experimenters’ proposed few hypotheses at the start and performed many experiments until they could induce the correct rule. One may view the patterns perceived through experimentation as feeding conceptual change. Perception of the multiple variations in the system and its behavior would precede conceptual change. ‘Theorists’ suggested more hypotheses at the start and then moved on to perform experiments that out-ruled some hypotheses and confirmed others. In this case,



perceptual resolution is enhanced in a verification process of theoretical change. We may expect that specificity in observing system behavior would rise together or following conceptual change.



Even



though discovery of new rules was made through different types of interactions between collecting evidence and constructing/selecting new rules, success was not dependent upon the type of interaction.



In a subsequent study (Klahr, Fay & Dunbar, 1993), search in the experimental and



hypothesis space was compared for 3rd-graders, 6th graders and two groups of adults in a similar task.



They found developmental differences in various features of generating experiments and



hypotheses. They found that the younger children could not entertain more than one hypothesis at a time.



They conducted experiments that were difficult to interpret and were unable to induce



implausible but correct hypotheses from the data. In their experiment the younger 3rd grade children had difficulties in searching each space as well as coordinating the two. Thus, one cannot deduce the above described types, ‘experimenters’ and ‘theorists’, regarding the younger children participating in our study. According to their results, it is not even clear if young children will change their concepts following feedback.



Based upon literature about perceptual learning and about the interaction between perception and conception, it is difficult to deduce clear-cut expectations regarding changes in perception through practice in building. Studies of perceptual learning suggest that more relevant and precise features would be discerned with practice. The interaction of perception and conception, together with the ecological approach, suggest only an intermediate rise in perceptual resolution which subsides after conceptual change has been consolidated.



Different patterns may be observed for the temporal



relationships but it seems that younger children would have difficulty in reaching any conceptual change because of their difficulties in coordinating evidence and theory.



Summary of literature related to perception •



Perception involves the detection and interpretation of sensory stimuli through both data-driven and conceptually-driven processing.



•



According to the ecological approach, perception develops in service of action and guides it.



•



Perception can be dissociated into two systems: one that guides and controls action and the other that is involved in object recognition. While the first is involved in the motor building of systems, the latter could be involved in representational change.



•



Perceptual learning can be seen as relatively long-lasting changes in an organism’s perceptual system, following practice or experience with a particular array of stimuli that improves its ability to respond to its environment. During learning, perception shifts towards greater correspondence between what is perceived and actual reality, by attention weighting, imprinting, differentiation and unitization.



•



With practice, perceptual learning produces higher specificity or greater differentiation of the perceived stimuli.



•



When learning from data accompanies practice, higher resolution of perception may precede or accompany conceptual change, for different types of exploration.



The type of relationship



between the two is not related to success in forming new concepts.



Young children have



difficulties in learning from data whose patterns contrast with their previous beliefs.



Action and motor learning



This study sets out to describe young children’s developing knowledge while manually building water systems.



Central to our question is the role of purposeful physical action, the bodily contact,



manipulation and interactions with the evolving structures, in the development of other kinds of knowledge. Nevertheless it should be noted that although action is used to build the systems, the tactile channel is not necessary in order to obtain knowledge of an action’s results. These outcomes can be gained through vision. Therefore, the kinesthetic information is not crucial here. What matters is the goal-oriented, knowledge-laden characteristics of action and the way it changes with practice. Action is introduced and defined and motor learning is presented. Interaction between motor and conceptual levels is described and then followed by indicators used to measure motor proficiency.



Claude Levi-Strauss (1962) characterizes two modes of thought or methods towards acquiring knowledge.



One, the ‘science of the concrete’ or mythical thought is prior to the other, modern



scientific inquiry. He stresses that both scientific and mythical thought should be understood as valid and that one does not supersede the other, as they are two autonomous ways of thinking, rather than two stages in an evolution of thought. Mythical thought is based on observation ‘of the sensible world in sensible terms’ (p. 16), while scientific thought explains the imperceptible and thus fabricates new structures of knowledge. To elaborate on his definition of mythical thought, Levi-Strauss drew an analogy to ‘bricolage’ or tinkering. The French verb ‘bricoleur’ refers to the kind of activities that are performed by a handy-man who performs his tasks with materials and tools that are at hand, from ‘odds and ends’. He draws from the already existent while the engineer or scientist seeks to exceed the boundaries imposed by society. Levi-Strauss uses the term ‘bricolage’ to describe how people develop and assimilate ideas by using the objects around them, repeatedly arranging and negotiating with a given set of materials. A similar categorization related to the construction of artifacts (computer programs) is made by Turkle and Papert (1991), who base their ideas on those of Levi-Strauss and differentiate between a ‘hard’ and a ‘soft’ style of computing. The ‘hard’ style is described as a logical, systematic, analytical, hierarchical, abstract, distancing kind of relationship between the programmer and the program.



The ‘soft’ style is illustrated as a negotiating, concrete thinking and relational



approach to the artifact at hand. In the framework of our study we examine the interaction between



action and thinking in building new objects, in the construction of new knowledge though making, using of tools out of a given repertoire, or ‘soft’ bricolage type of design. Man’s ability to cope with his environment is dependent upon the learning of different skills that involve the body’s movement. The production of purposeful goal directed movement pervades all aspects of human behavior.



The coordination of movement is central to the skills of daily living (walking,



grasping, talking), to occupational tasks (using tools, typing) and to recreational and artistic pursuits (sports, musical performance). Motor skill is an integration of sequential motions, which are performed to achieve a particular purpose. It can be characterized by a number of features: (a) intentionality and purpose, (b) knowledge about future states that will be produced from given states through action, and (c) motion of the body or the limb to achieve the action’s purpose. Action is defined as motion with intention (Piaget, 1972; Bruner, 1973; Searle, 1981; von Hofsten, 1995), and as such it is distinct from motion alone. Fischer (1980) defines action as the active control of sensorimotor sets, adding the importance of control. von Hofsten (1985) defines action by its function and not by its anatomy or mechanics: different motions can perform one function - thus they are one action.



Coordinated actions are defined functionally and not in terms of particular body



segments and movements (Bertenthal & Clifton, 1998). The functional specificity of action means that its features change with the task’s demands and that it is always controlled. In our study, we use the intentional-functional definition. Scientists, who try to associate between action and other cognitive functions such as perception, analyze action by categorizing it by function (Gibson, J.J., 1966, 1979; Neisser, 1985; Michel, 1991).



While building, the main transformations are made with the hands, while the eyes are used to explore the situation, guide and regulate the actions. The hands serve as channels supporting flow in two directions: enlarging desires into the world (performatory actions) and bringing knowledge from the world (exploratory actions) (Gibson, E.J., 1988; Bruner, 1973; Uzgiris, 1983; McCullough, 1996). While the latter concerns collecting information from the environment, the first is aimed at changing it. When exploration is the goal, information (causal relations, system limits, and environmental constraints) is collected by performing different experiments with the system. When the purpose is performance, one is creating a more permanent change in the external structure, in coalescing towards a final goal state. In the current study, we focus upon the performance actions while building – those that construct a structure or take it apart.



Different approaches try to describe and understand action, especially the bridge between acting and thinking: developmental approaches (Piaget, 1970; Fischer, 1980), general theory of intentionality (Searle, 1981), action theory or goal-directed behavior (Frese & Sabini, 1985), motor program theory (Schmidt, 1975), approaches based on system dynamics (Thelen & Smith, 1994; Smith & Katz, 1996), approaches dealing with motor control (Keele, 1986) and models based on information processing approaches such as Anderson’s (1983) ACT* model.



Within a general theory of intentionality, Searle (1981) describes the relationship between intention and action. He discriminates between actions with prior intention and actions without prior intention, between prior intention and intention-in-action. A causal chain leads from prior intention that defines the global purpose of action, to intention in action. In action, whether or not it succeeds, there is an intention. If the intention succeeds, the motion provides the condition for success of the intention-inaction. The intention in action is much more detailed than the prior intention as expressed in Schön’s (1983) richness of knowledge-in-action. Within the framework of action theory (Frese & Sabini, 1985), action is an elementary unit. It is defined as the material realization of an object-directed will. Action is associated with desire, intended outcomes and there is an assumption of effort and planning in order to reach the goal. In action, one learns the world through feedback from the objects operated upon, where distorted perception of reality is replaced by gradually improving evaluations. In moving from desire to intention, there may be different opportunities or barriers. The plan following intention is hierarchical and is composed of “test-operate-test-exit” units. The shift from plan to action is influenced by tools to operate the plan, practice and emotional states. The literature on motor control and motor action is dominated by the motor program theory (Abernethy & Sparrow, 1992). A motor program is a memory-based construct that controls coordinated movement. According to the motor program concept the system operates in a feed-forward mode, as opposed to using sensory feedback from the periphery. Instead of providing feedback during the movement, sensory information is used to select the parameters of a motor program before it is initiated, in order to start the program and guide the subsequent adaptive process that mediates motor learning. The Schema theory was developed by Schmidt (1975). Upon making a movement, four things are stored in memory: (1) initial movement circumstances (body position), (2) parameters used in a generalized motor program, (3) outcome of movement in terms of knowledge of results (4) sensory consequences of movement (how it looked, felt). There are two kinds of sensory input: the bodily sensations while acting and input from the environment that are used to make sure the program and desired outcome are compatible. All this information is then stored into a recall schema used for selecting a specific response and a recognition schema used for evaluation of a response. Based on system dynamics, competing approaches have emerged, following claims that the motor program description is too rigid with relation to action’s flexibility regarding changing environmental features and purposes. These approaches describe the rise of action from an interaction between biomechanical variables and environmental variables. This results in a nonlinear dynamic system, where processes of exploration and selection, as well as multiple-sensory experiences create the base for self-organizing perception-action categories (Thelen & Smith, 1994; Smith & Katz, 1996). Movements are adjusted to the (1) spatial characteristics of the environment (2) to the timing of environmental events and to (3) concurrent movements of other parts of the body (Heuer, 2000). Some (Thomas, Yan & Stelmach, 2000) integrate the two kinds of approaches and describe movement as combined of two sub-movements with differing sources of control. One sub-movement is ballistic, controlled by a central program.



The second one reflects corrective movement



adjustments and it uses visual feedback to reach the target. With practice, the first part, the primary movement takes up a greater part of the total movement until it is all under central control. Nevertheless, even though differing in their explanation of the way coordination is achieved, all these approaches agree upon three kinds of knowledge, which are necessary for successful performance of manual tasks to which building water systems would belong. One is knowledge of the object (place, motion, orientation, size, shape and texture). The second is knowledge of the place and motion of the hands and arms with respect to the rest of the body and the object. The last is sensory input in multiple modes, which makes reaching the goals more efficient.



Skill improves with practice. Performance may continue improving even after millions of repetitions of a simple task, such as rolling cigars (Keele, 1986). Performance time decreases in an exponential function of the number of repetitions. According to Fischer (1980), only skills, which are consistently stimulated by the environment, will be at a high level, limited by an individual’s optimal level. Since the children in our experiment practice the repeated task of transporting, connecting and disconnecting parts, we expect their performance to improve and become swifter with time. Motor-skill learning is described as the ability to correct and learn action through sensory input (Ratzon, 1993) or a relatively permanent change of the capability of a person to perform a skill as a result of practice or experience.



In learning a motor-skill, changes are observed over three



dimensions: generalization (forming functional chunks, which can be combined for different purposes), discrimination (appropriating an action to the purpose with a higher resolution) and combination of action units in larger more complex action units (Piaget, 1970, 1972; Fischer, 1980; Bruner, 1973; Anderson, 1985). Different mechanisms explain motor-skill learning: (1) method selection: when efficient methods are used more frequently; (2) component strengthening: in repeated practice, a given component becomes swifter even if the method remains the same; and (3) chunking: a process where a larger repertoire of schemes, environmental features and suitable responses is acquired. In that way units of condition-action (production rules) become larger with experience and do not need much attention in operation (Keele, 1986). Anderson’s (1983) ACT* model describes the acquisition of skill through three steps: from the use of declarative knowledge in a controlled way, through faster and more automatic procedures until tuning – reinforcing, generalization and discrimination of the procedural knowledge. Motor-skill learning is gained through repeating and varied actions, which lead the individual to efficient functioning in automatic schemes, together with the ability to correct and learn the action through sensory input. Based on these schemes, it is possible to act with efficient motor planning in new motor actions with no trial-and-error (Ratzon, 1993). In our study, the children experience a repeated action within varied situations - different parts in diverse configurations are connected and disconnected. We expect that they will gradually obtain the required motor skill.



In the experimental setting, feedback to action plays two roles. One is the feedback regarding action itself and the success of the building function it was meant for, e.g. are the pipes connected properly? The other is the state of the structure being built, which provides information about the path to solving the problem, the results of the building actions upon visible physical layout parts and water dynamics, e.g. has the main pipe split in two? Is water coming out of both parts?. Feedback to action allows monitoring mistakes, change in a parameter in the program or stopping it until correction (Keele, 1986). Immediate feedback is associated with higher efficiency in learning action (Anderson, 1986). Knowledge of results is described as a powerful cause in learning (Anzai & Simon, 1979). An important aspect of motor-skill learning is the increase in precision and prediction time into the future (von Hofsten, 1985, 1993; Bruner, 1973; Stadler & Wehrer, 1985). In action, we learn the world through feedback from the objects on which we act, so that agreement increases between perception and the world (Frese & Sabini, 1985; Searle, 1981). Improving evaluations of reality are a gate to learning about causal relations in the world (Gibson, E.J., 1993). In our study, we may see that, in addition to improved performance, the effect of extended practice in building may be an enhanced ability to predict



physical phenomena that can be extracted through reviewing the



consequences of action. With age, motion time becomes shorter (not including old age) and less jerky (smoother), and a larger part of the movement comes under central control (Thomas et al, 2000). Younger children gain more from practice with motion speeding up relatively faster and becoming comparatively smoother. We may expect the young children in our study to improve building performance at a greater rate than that of older individuals even if their initial performance is inferior.



Action and conception (mental models) In the previous section, we have seen that through varied practice, motor performance should improve. We now turn to review interactions between action and conceptual understanding. Different patterns are seen regarding the relationship between conceptual knowledge and action. One can see a correspondence between children’s beliefs regarding moving objects and their actions while dropping objects to hit a target (Krist, 2000), so that 6 and 8-year old children both act and judge according to a ‘straight down’ belief, while 12-year old children gave correct ‘forward and down’ responses. Even though action is sequential, there is an internal abstract and hierarchical program, which guides it through interactions with the particular environmental features.



The program’s abstractness is



expressed in its not being dependent upon particular muscle movements - we can write with our left hand, right hand, mouth or foot, though at different levels of proficiency. Motor skill is dependent upon non-motor learning.



The acquisition of motor skill is guided by higher functions (representations,



abstractions) (Fischer, 1980). Support for this idea is found in evidence for improving motor skill through mental practice (Neisser, 1985). Nevertheless, this does not mean there is no learning at the motor level. One can separate between the conceptual and the motor level (McKay, 1982). The



conceptual level includes a propositional representation, which subdivides further until the ‘phonological’ level, which is the interface to the motor level.



This level contains the timing and



sequence of actions. The motor level subdivides into motions at different levels of complexity. The muscle level in the motor levels needs to learn to accept the conceptual commands and to act in a coordinated way in a specific field. Therefore, even though we may write with different limbs, we write more precisely and efficiently with our preferred hand for which the muscles received much more practice in receiving commands from the conceptual level. Practice increases the strength of the connections between the levels and that explains the improvement following mental practice. One important observation is that when action is practiced, it demands less attention from the conceptual levels and this clears the way for higher thinking functions (Keele, 1986). We expect the children in our study to expend more effort at first in learning the building motions, but that later these would demand less attention, opening the way for other kinds of learning. Observation of a single person’s actions shows a sequence of alternating decisions and motions. The bottleneck in action is the time it takes to make a decision and not the time it takes to perform it (Keele, 1986). Different factors influence decision time. In the current study, two of kinds of factors are of interest: (a) factors related to the kind and number of perceived possibilities, on which the individual bases his decision, or, the number of stimuli and responses and task complexity. (b) factors that enable correction or learning while building, such as the stimulus’ distinctiveness, which represents differentiation between outcomes as well as stimulus’ preparation factors and coordination of stimulus and response. While gaining practice in building a technological system, one can see that the different factors could all influence the difference in duration between similar actions.



On one hand, tasks that are more



complex (those with more parts and kinds of parts as well as more alternatives for system configurations, each associated with a different outcome) will evince slower building rates or longer action duration. On the other hand, the processes that distinguish between stimuli and between outcomes and coordinate the two may be involved in learning through building - gradually increasing proficiency and decreasing duration of action.



Summary of literature relating to Action •



Action can be defined as a sequence of motions aimed at goals or by the intentions and functions it serves, rather than by its biomechanical movement.



•



Motor action upon the world contains knowledge of the manipulated objects as well as their future states.



•



Higher conceptual processes control action so that conceptual difficulties are reflected in slower action.



•



With practice, action becomes more automatic, swifter and falls into a more regular rhythm/period.



Through motor learning or experience with performing a particular task,



knowledge of future states extends farther into the future and attentional resources can be devoted to other conceptual learning.



Spatial concepts



We turn now to review the topic of children’s spatial reference systems and methods of determining them experimentally.



We consider their role in building large mechanical devices as well as the



possibility of their change through extended practice in building such structures. One of the goals of our study is to determine the development of a process possibly used while building - the mental coordination of distal spatial relations. This process could have been learned and/or practiced, as partial to successful solutions is the estimation of spatial relations between sub-systems, which are not necessarily near each other.



This coordination would need to be made by considering relative



positions of the different parts. For example, the relative heights of water sources and pipe-ends participate in determining water stream characteristics.



Higher water sources and lower pipe-ends



produce stronger streams. Since the children start out with a reference system that is not suitable for performing this alignment (topological), the development of such a coordinating process could reflect deeper change - of reference systems. The water-level task (hence WLT, Piaget & Inhelder, 1948/56) was used to measure the children’s alignment and coordination of objects in space and is therefore elaborated upon.



‘It can be said that one of the considerable intellectual accomplishments of childhood is the establishment of a conceptual coordinate system with vertical and horizontal axes that enables the child to construct straight lines in any orientation… ‘ (Aravanel & Gingold, 1977). The strongly visual element in analyzing, planning and manipulating mechanical devices (Hegarty, 1991) suggests that this internal space would play a role in the construction of technological systems. More particularly, the children’s grappling with concepts relating to the heights of various parts of their constructions necessitates the drawing of lines in such an internal reference system as that described above. The world consists of objects, events, processes, and a background environment. Spatial cognition is a process through which individuals gain knowledge of the objects and events situated in space, or linked through spatial relations. Spatial knowledge is learned via one or more media of acquisition such as direct sensorimotor experience, maps, models, photos and drawings, movies and videos, verbal and written language and virtual spaces. In our study, it can be learned through sensorimotor experience when building technological systems. While building, and through observing its results, the children can learn spatial positions, sizes, connections and relations and their association with system behavior.



Piaget and Inhelder (1948/56) describe children’s developing spatial knowledge using three dimensions: 1.



Change from concrete sensorimotor space in infancy to abstract spatial reasoning in adolescence.



2.



"Frame of reference" used to define locations changes from egocentric (self-centered) to allocentric (externally referenced).



3.



Geometry of spatial knowledge changes from topological (Stage I), through the projective (Stage II) to the Euclidean (Stage III) systems.



They claim that although perception and motor activity in space contribute to spatial representation, the link is not a direct one, but rather a constructive one. At this point, we shall distinguish between perceptual and conceptual spatial processing. Perceptual spatial processing refers to determination of spatial relationships with respect to the orientation of one’s own body in spite of distracting information (Linn & Peterson, 1985) or the ability to perceive the three dimensional layout of our environment, both localization and distance perception (Sedgwick, 1986). It is measured with tasks that require the subject to locate the horizontal or the vertical in spite of distracting information (Vasta et al, 1993) or to perceive part of the visual field as separate from its surroundings and locate it with respect to a coordinate system. Conceptual spatial processing involves the coordination of spatial relations (De Lisi et al, 1995) or transformation and generation of spatial relations within an internal spatial system. Perceptual spatial processing has been explored in different ways. For example, Witkin (e.g. Witkin et al, 1977) explored the issue of cognitive styles (consistent preferences for organizing stimuli and constructing meaning out of experiences) and introduced the dimension of field dependenceindependence. Field independence is defined as ‘the extent to which a person perceives part of a field as discrete from the surrounding field as a whole rather than embedded in the field; or ... the extent to which the person perceives analytically’.



Thus this theory refers to the extent to which a



person is dependent versus independent of the organization of the surrounding perceptual field. On the other hand, conceptual spatial processing involves using an internal spatial system to construct straight lines, rotate while preserving angular relationships and possibly understand the relativity of coordinate systems. The relationship between the two has been examined, particularly with the task used in the current study, the Water Level Task.



In research on the correlation between an



individual’s performance on Witkin’s RFT (Rods and frame task) and on the WLT shows that the two are correlated but not identical (Abravanel & Gingold, 1977; De Lisi et al, 1995). Therefore, although perceptual spatial processing is a prerequisite for conceptual spatial processing (Vasta et al, 1993), they are not the same (De Lisi et al, 1995). In the current study, we are concerned with the third dimension described previuosly, and more particularly possible changes from the topological to the projective systems. The third dimension involves reference systems, which are important in determining the spatial orientation of objects, or the self (Abravanel & Gingold, 1977). The topological spatial system is centered at the child’s body and relates objects in space through local interactions such as surface contact, attachment, and containment. Projective space is still related to the child’s own body but relative spatial concepts are



constructed, e.g. those in relationship to his or her own body (in front, behind, left, right) and different perspectives of an object can be coordinated.



Euclidean space coordinates objects among



themselves with reference to a total framework or to a stable reference system. A topological system does not allow the coordination between the location of two objects such as the water level in two parts in a water-pipe system. A more advanced understanding of the relationships between height and stream characteristics would be reached when using a Euclidean reference system, since then one can separate the height difference as a gravitational effect. Although a projective system does not support the separation of a height dimension in relation to a stable external environment, it can support the mutual alignment of the objects (water source, pipe, and connections) in constructing relationships between parts of a single system.



No literature was found regarding a cause-and-effect relationship between constructing mechanical systems and spatial knowledge. Nevertheless some relationship between the two is hinted at by the fact that for adults, career skills reflecting science and engineering and particularly manual skills and mechanical interests are significantly higher in subjects that do better on spatial tests such as the water-level task (Kalichman, 1988).



The relationship between play preferences and spatial abilities



has been explored in different studies with a particular focus on gender differences. The results are inconclusive.



While some show a positive correlation between a preference for toys involving



construction and spatial manipulations such as Legos and blocks and spatial abilities (Tracy, 1985, Connor & Serbin, 1977) others have not found a correlation between the two (Caldera et al, 1999, Newcombe, 1993). Spatial indexing of a technological system is important in achieving higher understanding of these systems (Hale & Barsalou, 1995) and engineers characteristically are better visual thinkers (Hegarty, 1991). Causality is confounded as higher spatial abilities might be a pre-requisite for success in these fields and practice in these fields may develop spatial skills. The current study provides an opportunity to circumvent the problem of self-selection and relate the two variables: practice in building technological systems and spatial knowledge.



We now elaborate upon the water level task selected in our study to measure children’s spatial reference systems. Piaget and Inhelder (1948/56) introduced several measures of spatial cognition into the literature. One was the water-level test (WLT) that required children to recognize and depict the appearance of liquid in a vessel that had been tipped to discrete rotations. Although the liquid conforms to the shape of the container, its level is invariant with respect to the gravitational field and varies its orientation in the container frame of reference.



The water level can be placed using



horizontal referents, such as the tabletop, supporting the container. In order to describe the water level correctly one needs to dis-embed the water from its container, ignoring the proximal container frame of reference, in favor of the distal Euclidean frame of reference. After discerning the horizontal water level it needs to be recombined with the container’s orientation. This process is similar to that described when utilizing the first height relationship in building task 2 and other tasks. The heights of



the pipe-ends need to be coordinated between themselves and with the water source height, while ignoring the connecting pipes.



Figure 2: Schematic representation of the WLT phenomenon.



Surprisingly, although many young children have extensive experience with liquids in transparent tilting vessels (e.g. glasses, bottles), they do not ‘perceive’ this information.



Either they do not



represent the water level at all or they regard it as parallel to the container’s base (see following figure). Piaget and Inhelder maintain that younger children have not learned the principle of horizontality because these experiences are not processed within developed schema.



Figure 3: Young (Stage IIA) children’s representation of the water and its level at different container orientations.



Piaget and Inhelder (1948/56) found that mastery of the WLT follows a number of stages: Stage I: 4-5 yrs. No understanding of a plane surface - scribbles fill the container. Stage IIA: Failure to recognize movement with respect to the bottle. Water level is parallel to the container bottom, touching its bottom even when inverted. Stage IIB: Some water movement is recognized. description is correct.



When the container is completely inverted



Some movement is depicted for oblique orientations too but level is not



horizontal. Stage III: Discovery of the horizontal: Stage IIIA: 7-8 yrs. Erratic application. The level is oblique with respect to the container, but not horizontal



Stage IIIB: age 9. All horizontal. In discussing their findings, they proposed that the stages reflect the development of a conceptual spatial process - mental coordination of spatial relations. Specifically they maintained that WLTs require participants to form mental relationships between a mobile element (the liquid surface) and a visible, distal and external frame of reference such as the table-top that supports the container. The described developmental pattern occurs because children at earlier stages use the vessel to orient the liquid surface rather than relate the liquid surface to a stable, environmental, horizontal frame of reference. They fail to discover the physical principle of the horizontal nature of liquid surface even after given an opportunity to inspect the liquid in tilted vessels because they cannot mentally coordinate the available spatial information. Over 100 studies have succeeded the introduction of the WLT. The developmental stages were replicated in further studies (reviews by Liben, 1991, Kalichman, 1988), with some change in age. Most of the literature concerns individual differences, for it was found that many adults have not acquired the horizontal (at least 40%, Kalichman, 1988); Females are over-represented in this group. For current purposes, the gender differences are irrelevant since they show up at later ages (11 years). The horizontal is acquired for different bottle orientations at different times. In addition to Piaget and Inhelder, who found that the inverted position (180º with respect to the vertical) is acquired first, the following order of mastery was found (Abravanel & Gingold, 1977, De Lisi et al, 1995): 0º, 180º, 90º, oblique angles 0º-90º, oblique angles 90º-180º. This ordering is used in constructing the measures for the current investigation in order to increase discrimination at intermediate stages. Physical knowledge of the properties of water and their redistribution in a gravitational field when containers are reoriented is one of the components associated with success on the task. This was acknowledged by Piaget and Inhelder and explored by other researchers (Kalichman, 1988, Liben, 1991). Nevertheless, it should be emphasized that the builders in the current experiment did not encounter the phenomenon of tilting water levels in the structures they had built or in any interview questions. In addition, very high correlation has been found between performance on the WLT and other non-physical spatial tasks (De Lisi et al, 1995). Another reason for selecting the particular task is that at 5-6 years of age, some of the children are transitional with respect to the horizontal invariance concept (Piaget, 1948/56, De Lisi et al, 1995, Liben, 1991). At the age of 5, no children exhibit the horizontality concept while at the age of 6, 47% of them do (Larsen and Abravanel, 1972, cited in Liben, 1991).



Thus, although most of the children



may start out thinking about objects in space using the topological reference system, if building water systems is associated with advancing spatial abilities, we will be able to see such a change. The children were offered two media to express their prediction of the water level – gesturing and drawing. This was done in order to capture transitional stages. For the WLT task, Ackermann (1991) found that when some of the 4-6 year-old children were asked to show the water level they could produce a horizontal line, even though in picture or in words, they provided non-horizontal lines. This kind of décalage can be seen in research, which provides evidence for strategic variability in solving a



given problem during learning (Siegler & Jenkins, 1989; Fischer & Bidell, 1998), and more particularly in studies exploring the gesture-speech mismatch (Alibali & Goldin-Meadow, 1993; Roth & Welzel, 2001). In the latter, it is seen that during transitional stages, learners provide higher level responses in gesture than in speech. This is explained by fluctuations between two hypotheses or concurrent double-hypotheses where new advanced levels of reasoning are accessible first in bodily form, and only later to verbal communication.



Summary of literature regarding spatial systems •



Spatial systems develop with age from the topological, through the projective to the Euclidean.



•



The water-level task can be used to gauge the spatial system within which subjects locate and relate objects.



•



5-6 year old children are transitory between topological and projective systems on the WLT.



•



Associations between learning and building large mechanical systems and advancing spatial abilities have not been examined.



Conclusion of literature survey After reviewing the integrated relations between technological problem-solving while building real systems and learning, and the separated mental functions changing through learning, no clear conclusions can be reached. In the educational setting, the sparse research that was conducted regarding the correspondence between building and conceptual learning outcomes is inconclusive. In some cases, learning was advanced while in others it did not. It may be that the concreteness of mechanical systems facilitates the process of learning, especially for younger children, but the system behavior does not necessarily map onto more correct theories. While practice in solving problems advances the individual along the novice-expert continuum, resistance to change of prior knowledge is strong.



More particularly, in the neighboring field of



science education, no advantage has been pressed through the use of the inquiry-based laboratories to confront the relationship between theory and data. Goal-orientation of the activity of problem-solving has been found to improve learning but other research has found that the demand for both problem-solving and learning are too much to hope for. Skilled action is described as knowledge-laden regarding its outcomes; However the difficulty in articulation of this knowledge may prevent its shift to explicit forms that can generalize outside of the particular context.



If conceptual change should come about through building mechanical systems, review and organization of existing literature shows a possible progression in the following way. Through noticing more and more parts, a device topology is constructed. Local causal relations gradually propagate through a progressing understanding of the causal structure underlying it. The change may include a shift from static to dynamic aspects and from wholes to parts of the system and finally to mechanisms - from the ‘outside-in’. The change in mental models can be brought about when their functionality fails. More appropriate models will replace non-functional models. Studies of perception have focused mainly upon laboratory situations with very structured stimuli. From some studies, we may postulate that perception of system behavior during extended experience with such systems should change to a higher discrimination – an increasing number of features that are differentiated and attended to.



Other studies on the relationship between perception of data and



conceptual change in simulated situations hint that the exploratory role of perception would come into play preceding, during and/or following conceptual change.



A separation between two perceptual



systems – the one in control of action and the one involved in object recognition – may be necessary in explaining changes in perception while building. As with perception, research on action has been performed mainly in simulated laboratory experiments. These studies point at two lines of change in action time when gaining experience in building more and more complex systems. On one hand, through practice in building, action or motor skill related to construction should speed up with time.



On the other hand, increasing conceptual



difficulty in the tasks decreases motor action time. Spatial knowledge’s relations with the process of physical interaction of manipulation and observation of technological systems have not been previously examined. Since the children in this study are young, and their spatial abilities still developing, it would seem that learning of physical concepts that are dependent on spatial alignment may be limited. Children’s reference systems should interact strongly with the kinds of concepts they can learn. All these point to the acute lack of knowledge about conceptual change while building technological systems and the mental processes that participate in perceiving data and manipulating the environment towards solution of the problem at hand. This insufficiency of existing knowledge is provoking when ‘mirrored’ is the abundance of educational decisions made upon the premise that this environment is particularly effective to induce learning.



The learning accomplished through problem-



solving by building technological systems and its degree of contextuality require additional research. Beyond the description of learning outcomes, the process of arriving at them is almost unexplored. Consequently, this lack of information and knowledge begs resolution of our research questions.



Research expectations This research is exploratory and as such, does not test hypotheses. Some of the research questions became specific only after collecting the data and they have changed their shape and meaning during the analysis. No previous research, which we have uncovered, replicates our questions, methodology



and analysis. Therefore, although expectations can be formulated regarding the different questions, we present them cautiously and tentatively. Along the literature survey, we have been conducting a discussion between previous literature and our study, formulating our expectations regarding each of the variables.



Here, we separate and



concentrate them but not their reasons. For the latter, one can go back to the previous chapter. •



Practice in solving technological problems by building mechanical systems may or may not drive conceptual change regarding the causal mental model underlying their operation.



Research



relating to this question in inconclusive. •



Learning of a mechanical device progresses through a number of mental models: from a ‘black box’ shape to that with a function, to analysis of its parts and then realizing their local functions, until an integration of the parts and their mechanisms in a hierarchical structure is achieved. Perceiving shapes precedes perceiving their dynamic operating aspects.



•



With practice in building water systems in increasingly complex tasks, we have two expectations regarding motor action. On one hand, with practice, motor action becomes swifter and more regular. On the other hand, more complex tasks show slower action rates.



•



With practice in building water systems, we have alternative expectations regarding discrimination of the children’s perception regarding system behavior or its streams’ characteristics. On one hand, with practice, perceptual learning produces higher specificity of the perceived stimuli. On the other hand, when learning from data accompanies practice, higher resolution of perception may precede or follow conceptual change for different types of exploration.



The type of



relationship between the two is not related to success in forming new concepts. Young children have difficulties in learning from data whose patterns contrast with their previous beliefs. •



Regarding the relationship between building large mechanical systems and advancing spatial abilities, the literature does not provide a basis for educated speculations.



Our review of research concerning the experimental variables is concluded. We turn now to describe the method used in our study.



METHOD



Aims of the study The aims of the study were to identify young children’s conceptual change through building complex technological systems, and to provide a rich description of the transitions, bridging old and new concepts.



Participants in the study The sample included 29 children selected out of 80 children in an Israeli middle class public school. Initial selection was random, but randomness was reduced due to the fact that not all parents returned a letter of authorization to the school. Both groups contained an equal number of girls and boys. The children’s ages spanned 5’2”-6’3” with a mean age of 5’8”, SD=3”. The children were randomly assigned to either experimental (15 children - 8 girls, 7 boys) or control group (14 children - 7 boys, 7 girls). One child from the control group dropped out after 2 sessions because she was not interested in participating.



Construction kit A construction kit for building large water-flow systems was developed by the author. It is modular and transparent and its components enable the creation of a large variety of systems. One can control the water flow using diverse components (pipes, faucets, vessels, connectors and qualitative speed measuring devices) to determine the relationship between the streams’ features and the following variables: height, exit-hole cross-section (hence, hole-width), resistance, hierarchical structure of the system and the system’s water flow control. The children create the topography with metal-net cubes and then connect the water system onto it. Examples of possible constructions are (1) transfer of water to particular locations, (2) control of water flow with faucets, (3) a multiple-exit watering system with differential flow-rates, (4) use of moving water as a source of energy, i.e., for operating a mechanism, (5) a series of pools and fountains reaching different heights and (6) mixing and/or distribution of different liquids, such as a color mixing machine or a beverage dispenser.



Figure 4: Toolbox in building kit. Parts are listed from the top left to the right, moving down row by row: T-splitter, knee, X-splitter, water speed gauge, faucet, Y-splitter, ties, pipe-connector, 3 sizes of pipe-ends, plugs, pipeconnectors.



Figure 5: A water system. The pipe on the floor is leading from another tall net with a bag of water connected to it. The girl has built a fountain with streams going out in different directions and at different speeds.



Water construction systems were selected for a number of reasons. 1.



The kit is equally novel for all children. Neither the kit itself, nor similar kits, exists in schools or at home. This provides for an initial equal footing of all the children participating in the experiment. This does not mean that some children don’t know more than others about hoses, gardening or home plumbing.



Nevertheless the latter artifacts are sufficiently



different from the particular system – either in complexity or in transparency. 2.



The children hold robust (Ackermann, 1991) and often incorrect conceptions regarding most physical rules underlying such systems’ behavior. conceptual change - the focus of this inquiry.



Therefore, there is much room for



3.



Different solutions can be constructed for the same problem – being either equivalent or of varying efficiencies. This promises that each child can perform the task, thus preventing frustration.



4.



The system is transparent and mechanical (rather than electrical or optical), so that the children can observe all the relevant phenomena.



5.



Apart from pipe-width, the children can control all system variables. This makes the system complex but allows manipulation. This means that the children’s building can reach high complexity (varying different features, using several sub-systems) subject to their choice and the task at hand.



6.



The system and its operation excite children (and adults), sustaining their motivation for extended building during the experimental period.



The principles underlying water behavior in these systems is described through phenomenological rules, as these are expected to be the ones learnt through building. We do not relate directly to the pressure as it is a difficult concept, acquired through formal teaching at much later ages. Three physical dimensions bear upon the water flow characteristics. One is the difference in height between the water source level and the stream’s exit. The larger this difference, the greater the flow rate. The second feature is the exit-hole cross-section. For the exit holes in the experiment, where resistance is not too large, narrower holes provide narrower and faster or farther-reaching streams, with similar flow rates. The third is the resistance along each sub-system. A greater resistance places a larger impediment on the water flow.



Research instruments A number of instruments were developed and used: (1) a series of four building tasks. (2) a series of structured interviews, which included a pretest, posttest, and four intervening tests. These interviews elicit water flow prediction and explanation, as well as prior knowledge about familiar water systems. In addition, Piaget and Inhelder (1948/56) Water-level task was used.



Building tasks We have developed a series of building tasks using the construction kit as a half-open learning environment. Our interest is in a self-directed process of construction, rather than an assembling of parts according to predetermined parts and relationships. The tasks were designed as a progression of increasing complexity. The operational definition of task complexity is the number and kind of rules and parts that need to be combined in the causal understanding of the water flow through and out of the system. In the first task, the children started with a water bag and two plants - one large, one small. They were asked to construct a watering system for the two plants with one plant getting more water than the other, over an extended period. The relations they had to work with included: splitting the system and



central control (faucet), making the streams weak (using central or local faucet control or loading a large resistance) and different between the plants (separate local control and differing resistance). Since the relationship between pipe resistance to flow and the streams’ characteristics was the one correct rule they held from the start, after a small number of iterations, they could make a working system. The second task involved the same kind of structure with one addition: the effect of height upon the streams. They were asked to create a plumbing system for a model 2-story house, so that neither neighbor would complain the other was getting more water. As before, they had to split a pipe in two, control the separate streams, get them to their target floors and make sure the height difference is compensated for in some way (loading resistance on the bottom floor, or heightening the water source till the differences are negligible). The third task involved building a color-mixing machine where 3 intermediate vessels are filled with blue, yellow and red diluted food coloring, and mixed in a controlled way in the final vessel. Here, the concept of hierarchical control was important. Considering parallel subsystems and their control is a difficult concept for young children and therefore enlarged upon only in the later sessions. The fourth and last task involved creating a pool and a fountain water garden. Here, the children usually dealt with splitting the system, controlling the various branches and differences in height, pipeend width and resistance, in order to make sure the water reached all the fountains and came out in the desired manner. Here, pipe-end width was added to the multiple variations they could use to construct their system. For the last two, drawing (planning) the system on paper preceded building, with the net-block topography was already depicted. Prior to building, one simple system was operated, all the parts were presented and explained and connections were demonstrated.



Structured interviews Six interviews - pretest, posttest and four intermediate ones - were conducted with the experimental group. The control group participated in the pretest and posttest interviews, as well.



The interviews



included different tasks, aimed at determining the children’s causal mental models, device topology, transfer of causal relationships, and spatial reference systems. The tasks are described in Appendix I. presenting the results.



A fuller description of each is provided in the chapter



Validity and Reliability We tested the validity of the instrument and the reliability by independent judges who coded the data.



Validity Three types of validity are described: content validity, external validity and internal validity. Two expert judges assessed the content validity of the presented tasks. Before the interview was put together, a large collection of possible systems and interview tasks was assembled. This collection was reviewed by two mechanical engineers with extensive experience in teaching the subject of flow 1



2



dynamics in high school. They were asked to build with the construction kit and to comment on three aspects. One regards the scientific correctness and mapping of the relevant content and the technological feasibility of the suggested system variations. Both judges confirmed that the chosen tasks had the potential for providing information for the identification of a mental model of children’s understanding of dynamic water systems. There is no experience within the educational system in teaching this content among ages below high school level. Hence, the second dimension was their ‘best guesses’ as to task difficulty for young children, based on their own difficulties in teaching lowability classes in the initial stages.



They accepted or excluded some of the possibilities, corrected



and simplified some of the suggested systems, and proposed additional tasks. After this was done, the interviews were composed according to their recommendations. The third dimension involved their assessment of the research instruments. They found that the research instrument developed was appropriate for coding of the data. The categories and their components comprising the instrument provided an acceptable way to describe and interpret the children’s models of water behavior in such systems. External validity was attempted by comparing the experimental group with a control group that participated in the pretest and posttest, but with alternative activities during the intermediate systems. Partial randomness in the selection of the participants in the study, and their random assignment to control and experimental groups increase external validity. Internal validity was achieved by distancing the researcher from the situation through collection of data by video and creating transcripts of the various sessions.



Confirmation validity was attained by



repeating each task a number of times, using different media – real systems, schematics and drawing and explaining the drawing. Validity was increased by creating circumstances for dependable data collection. A relationship of trust and friendship was created between the researcher and the child. The situation was set as collaboration between the two in figuring out if this was a good system for learning and how children learn with it. The language used was tuned to young children, so that the researcher was clearly understood.



1



This subject is taught in technological courses on pneumatics and hydraulics.



Reliability The reliability of the system features the children attended to, their mental model and the description specificity was evaluated by three independent judges: the researcher and two colleagues who are performing their doctoral research on learning of technological systems. The researcher taught the two colleagues how to use the coding system devised to code the mental model and the description specificity. The proposed framework of categories and components was used to analyze sample data. As a test, a sample of data from all the single- and double-variation tasks was analyzed independently by the three judges.



The sample included 60 data points.



Inter-judge reliability was 96% for



identification of causal features in the children’ explanations, 91% for the determination of the children’s rule models from the transcripts and 88% for description specificity.



Regarding the



remaining data, most were coded by the researcher and the coding was checked by the other judges in order to uncover obvious errors.



Procedure Experimental design The choice of methods in this study was derived from the research questions and more particularly from the conceptual map developed. The research questions are aimed at uncovering the different learning processes – of conceptual as well as more physical knowledge. Regarding some of the changes (spatial reference systems, transfer of learning), only beginning and endpoints were included. This choice was made through prioritizing, regarding more and less central players in the process of conceptual change. Therefore, the methods employed span a wide range: more quantitative analysis of beginning and endpoints with respect to a control group, a quantitative analysis of children’s action rates along the route of gaining practice in building, and the microgenetic method for studying developmental processes. As Simon (1989) sums his research into human problem solving, ‘Density of data was the name of the game and protocol analysis the way of playing it. The principal knowledge we gained from these experiments did not come out of comparisons between tasks or subjects. It came out of painstakingly analyzing individual protocols and inducing from the processes that problem solvers employed in their work. Once this has been done, we could test the generality of our results by comparing over tasks and over subjects.



But detailed longitudinal analysis of behavior of individual subjects was the



foundation stone for the information processing theories we have built of what goes on in human problem solving.’



The goal in such a design is to accelerate processes of cognitive change by



providing subjects with frequent opportunities to exercise their thinking (Siegler & Crowley, 1991). Microgenetic methods have three key characteristics (Siegler & Chen, 1998):



(1) knowledge is



assessed before, during and after a period of rapid change, (2) the density of observations during this period is relatively high to the rate of change and (3) observed behavior is intensively analyzed with the goal of inferring the changing representations and processes that gave rise to it. Such methods 2



The author invented this kit and experience with it is necessary for checking particular system configurations.



can provide the fine-grained data needed to understand change because they yield a trace of the rapidly shifting thinking that often characterizes cognitive growth. The microgenetic method has been used in two ways. Some use it to follow people’s behavior or learning in unstructured or naturalistic settings (e.g. Chiu et al, 2001). Others use it by employing structured interventions concentrated through a period of change (e.g. Siegler’s studies mentioned above). Our choice is with the latter for reasons of maximal reproducibility.



The experiment took place during six meetings spaced slightly over one week apart. The first and last sessions were a pretest and a posttest.



The children built individually during four sessions.



Structured interviews were conducted at the end of each session. The pretest and posttest were also administered to a control group, who did not build any systems, but underwent alternative treatment involving mythology and astronomy.



The pretest and posttest



conducted with the control group were aimed at eliminating effects of history and maturation as well as effects of one test on the following one. The intermediate activity sessions’ goal was to compensate for the intimacy of the one-on-one relationship between the interviewer and the subjects. This proves to be an especially important factor to be controlled in the younger ages, when trust and willingness to open up and explain ones thoughts are dependent upon the interactions with the experimenter. The building sessions were videotaped. The interviews lasted around 20 minutes. The pretest and posttest were somewhat longer, between 30-40 minutes. The building sessions duration were more varied, ranging 20-40 minutes, ending when the children were satisfied with their constructions. Interviewer interventions were limited to ‘unjamming’ the process by returning the child’s proclaimed difficulty as a question, rewording the stated difficulty, suggestions to look into the toolbox, etc., but not supplying a solution. In a small number of cases, when none of these interventions helped the child and she became frustrated, an appropriate system component was offered, but not the explanation for its use. Session
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Figure 6: Experimental scheme



Interviews The interviews included questions aimed at eliciting the children’s mental models of water behavior in pipe-systems, the richness of their descriptions of the system’s streams, their knowledge of familiar water systems prior to building and the spatial systems, which they employ when predicting physical phenomena. Children from both groups were individually tested on a battery of tasks as part of the pretest and posttest sessions. In addition, experimental group children were tested at the end of each of the four building sessions. Within each session, the task ordering was not counterbalanced between subjects because of feasibility considerations.



Between many tasks, the systems had to be rebuilt.



The



ordering was arranged for the shortest rebuilding time between tasks. Although one of the singlevariation tasks was always first, single- and double-variation tasks were in a mixed order. Not all of the task variations were administered in each of the sessions.



Young children’s



concentration time is limited, and only the number of tasks, which could be completed within this period, were presented. Nevertheless, all the children were given the same tests. The children were requested to predict, explain and describe the streams emanating from the systems, which included either one or two variations of the three system features (height, hole-width and resistance). They were asked to reply in three forms: verbally describing and predicting system behavior related to a real system, by drawing the water streams onto a simple schematic of the system and verbally explaining their drawing. Their responses to these tasks are analyzed in different parts, according to the research questions and the particular features of the responses under scrutiny. The concept of system hierarchy and control was explored by employing a two-way-split three-tier hierarchy with asymmetrical control (see Appendix A). A water source with a single exit was split into two branches, and each of these was further split into two branches. Faucets were placed at different points in an asymmetrical fashion - one on the pipe from the source; one on an intermediate branch and one on the next-layer branch of the branch with no faucet. Different faucets were open or closed and the children were requested to predict from where the water would exit, or whether particular stream combinations were possible and how. The number of levels they can think through is exposed when no distinctions are made between two consecutive levels.



Apparatus and procedure Materials for the tasks consisted of systems built from the same parts that the builders used in their constructions.



These include a water source, pipes, faucets, various connections, intermediate



vessels and exit-holes. The systems were attached to flat metal nets, which provide a horizontal2



2



vertical grid. Their sizes varied from 60X60 cm to 120X60 cm . Square size in the grid was either 3X3 2



2



cm or 4X4 cm .



The systems contained variations in relative heights, exit-hole cross-sections or resistance, or any two of these features. Their illustrations are provided in Appendix A.



The water source vessel was



connected to the rest of the system through a closed faucet. When two features were varied, their variations were usually counter-balanced for compensating effects upon the water flow. For example, the following figure demonstrates a system where resistance and height are varied. The branch on the right has a greater resistance to flow. To compensate for this, the left branch ends at a higher level, thus decreasing its water pressure and, accordingly, its flow.



Figure 7: Height and resistance variation task system.



Neither experimenter nor child operated the systems. An exception to the latter was in a warm-up demonstration of flow from a single exit, with no variations, before administering the pretest tasks. The child sat across from the system, facing it. The experimenter sat by the system, facing the child. For each system, the experimenter pointed out the various components and the water route from the water source to the exits. The variation/s were explicitly stated and emphasized. The child was asked to predict, compare and describe the two streams and explain his prediction. The questions used were the following: If we open the faucet (between the water source and the rest of the system), will the two streams be similar or different? (If similar) Why are they similar? What do the streams look like? (If different) How are they different? What is the difference? Why are they different? In some cases, additional questions were added for clarification. The children then drew the streams onto a two-dimensional schematic of the apparatus (see Appendix A). These were printed on A4-sized papers. The depiction of the system was as large as possible while leaving ample room for the addition of different-sized streams. This part of the interview was conducted in a location removed from the real systems, so that they could not be viewed. The child and the experimenter sat side by side at a table. The experimenter pointed out to the various system parts and stated the variations. The child was requested to draw the appropriate streams onto the schematics. Following the drawing, questioning identical to that on the real system was conducted. When the variation was performed on a single-exit system, two schematics were used. These were placed side by side and a transparency of one was placed over the other so the child could examine similarities and differences between them. When the children drew their streams for a particular task, the schematics for previous and subsequent tasks were not visible. After drawing, the children were asked to compare and describe the streams they had depicted.



The following variations were employed: pipe-exit height, hole-width and resistance along the water route.



Single-variation tasks were used as well as dual-variations, usually in a compensating



relationship. A single variation task could vary the height of the pipe-end. A double-variation task could vary the height of the pipe-end as well as the pipe’s resistance (see Figure 7). 33 such tasks were administered during 6 interviews; each performed 3 times in a session. The children were asked to reply in three forms: verbally regarding a real system, by drawing onto a simplified sketch of the system and verbally explaining the drawing. Limitations on children’s attention span prevented administering all tasks in all sessions. Thus, each child performed 99 tasks during the six interviews.



Figure 8: Factors determining water-flow from pipe



The responses were coded for a number of variables in each of the three repetitions of the task verbally regarding a real system, by drawing onto a simplified sketch of the system and verbally explaining the drawing. 1.



‘If’ part of the rule, the system feature/s used to base predictions.



2.



Rule model, along a progression.



3.



Number of stream descriptors and their specificity.



The scoring will be elaborated upon in each of the separate sections.



Prior knowledge with familiar water systems This part of the interview was conducted individually with all the children as part of the pretest session. It lasted 3-5 minutes and was conducted at the start of the session. This was to prevent possible influences by other tasks, which utilized exposed water systems. The child and the experimenter sat facing each other. Two questions were asked: 1.



Imagine a faucet in your home. Which one did you choose? Do you know how water reaches the faucet? (If needed) Where does the clean water come from? How does it get to the faucet?



2.



When you wash your hands in the sink, the water goes down a hole in the bottom of the sink. It is called a drain-hole (naming was necessary, as most children do not know the name of this component). Do you know where the water goes to from there? (If needed) Where does the dirty water go? How does it get there?



Action Two aspects of action were examined: its duration - the time it takes to complete an action and the variance of this duration (time per action) in a single session. In order to measure the time-per-action, the videotapes of the children’s building were observed.



At the end of each action, a key was



depressed on the computer, creating a time entry into a file. The difference between two consecutive time entries was calculated as the time-per-action.



This value was filtered for periods when no



building was taking place. For each child in each session, a mean time per action was calculated, as well as the standard deviation of this mean, reflecting the variance of action times.



Spatial reference systems Children from both groups were individually tested on four trials as part of the pretest and posttest sessions. The task lasted 5-8 minutes. N=14 for both groups. One child from the treatment group was dropped because of faulty data collection. 2



Materials for the WLT consisted of two 20X8-cm cylindrical and transparent bottles. One was empty and the other was one third filled with green-colored water. Both were sealed with a circular lid. The filled bottle was wrapped with a red, form-fitting opaque cloth that hid the liquid surface from view while leaving the bottle shape distinctive. Schematic depictions of the unshielded bottle are shown in the following figure. The child and the experimenter sat side by side at a table. The filled bottle was shielded and rotated to several discrete orientations on the table-top. The empty bottle was tilted to the same orientation. The experimenter's hand was kept in back of the apparatus. For each orientation, the child was asked



to use his finger to draw a line on the empty bottle that represented the liquid surface, and then show where the water was with respect to this line (on which side of the line). This response was in gesture. The next one was in drawing.



The child then responded on two-dimensional schematic



representations of the apparatus in two stages – first drawing the table-top line, and then depicting the water in the bottle – first water level and then its bulk. When the child drew his lines for a particular trial, the schematics for previous and subsequent trials were not visible.



0º



45º



90º
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Figure 9: Bottle orientations presented in the WLT



Before beginning the testing, the unshielded bottle, at the upright 0º orientation was presented. The child was then requested to show the visible water level and the placement of the water with respect to this line. The same was practiced with a schematic. This was followed by four trials in which the apparatus was shielded and rotated 45º, 90º, 135º or 180º to the right. For every trial, the shielded and rotated apparatus was in place while the child responded. The tasks could be administered in one of 24 possible orders, out of which four different orderings were used and randomly assigned among the children.



Experimental period



This section describes the experimental period, starting with the experimenter entering the school until the last meeting. The different episodes are organized by groups and sessions. After an introduction, the experimental group’s experiences are described. We shortly portray impressions of the children’s orientations in building, the relationship between plans and constructed systems and the motor aspects in the building activity. Finally, we illustrate the control group’s activities. As an example, a full transcript of one child building during the first session and some relations with it some of the other data is provided in Appendix O. Introduction The children’s names were selected randomly from among those of their classmates, keeping the number of boys and girls even. Letters were sent out to their parents elucidating the experiment and requesting authorization for their child’s participation. Only some of the parents responded, so that the final sample is not a random one. The participants were randomly distributed among experimental and control groups, keeping a gender balance. The teachers had prepared the children, telling them the experimenter would come and invite each of them separately to some building games and science learning experiences.



The parents had



prepared them too. Therefore, the experimenter’s approaching them did not surprise them. Some of them shy, but all excited, they left the classroom with the experimenter on the first day. The experimental setting is that of a dyad: experimenter and child. The forthcoming description will be in this form, unless descriptions refer to the group as a whole. The walk to the space where the experiment took place usually took three minutes, during which the previous and coming sessions were discussed. During the first walk, the experimenter introduced herself - as a person who invents ’toys for learning’. The particular toy was described as a building set that had to do with water. She then explained that she wanted to see whether or not the game was both fun and good for learning. That was why she needed children who would agree to play with it and tell her what they thought. At this point, the child was given a choice whether to proceed. All chose to continue. With the experimental group children, it was stated that they would meet six times.



During that period, the child would build various



structures with the building set. In addition, the experimenter would ask different questions, to see 3



how he viewed and understood what he was building. With the control group, the experimenter explained that the building would take place at the end. The first meetings would be activities and stories involving Greek mythology stories as well as astronomy. Astronomy and its scientists were described. She then described the questioning period, which would precede and follow these activities, as to the experimental group. The control group was promised an extra session when they could build water systems.



3



The child is described in the male form, in order to differentiate from the experimenter



After going through the science lab, they finally reached a large porch, extending off the lab. This space was assigned solely to the investigation during the experimental period. At times, older children in the lab would peek out, and try to “join” the fun, but their teachers discouraged this and it was not a major disturbance. The porch was partially covered, and the whole surroundings of the school were visible. Tall buildings, one of them still under construction, stood nearby. The school’s exercise and game court lay under the porch. Experimental Group Pretest The first session was devoted to the pretest. The pretest interview was comprised of a number of tests, which are described more fully in Appendix A. The first test attempted to gauge the child’s prior knowledge of familiar water systems. The questions targeted the systems transporting water to a faucet in the home, and taking it away from the sink’s drain-hole. The second test was repeated in the posttest. The child was asked about water behavior in systems different from those he would subsequently build.



This was aimed at examining the transfer of



possible newly acquired concepts regarding the role of the height variable in determining water flow. The third test examined for possible shifts in the child’s spatial concepts and was administered in the posttest too. For this purpose, Piaget and Inhelder’s (1948/56) Water Level Task was utilized, which allows determination of the child’s spatial frame of reference. Then, a simple system composed of the same parts as in the construction set was presented. The various parts were pointed to and their role was explained: a water source, with a pipe and faucet coming out, was connected through a splitter to two pipes, each with a faucet.



Figure 10: ‘Warm-up’ system used to demonstrate the building kit and the water flowing through and out of it.



The experimenter demonstrated the water going through the system, indicating its routes, opening and closing the various faucets. After the route of flow and the role of the different parts (water source, pipe, splitter and faucet) were clear, a number of ‘warm-up’ questions were asked. They were simple tasks, for which the children easily produced the correct answers. Through this, they were introduced



to the form of questioning which followed, and were habituated to the different relations that could be described: linear, reciprocal and none - between variations in system features and the resulting system behavior changes. The session then shifted to the last test. In the fourth test, different tasks were set aimed at assessing the child’s conceptions of physical and technological relations relevant to the water system’s behavior. As in the warm-up tasks, here too the systems were constructed from the same parts as those the child would subsequently build with. At the end of the pretest, the experimenter thanked the child for his patience, told him that the following session would take place in a week’s time, and that he would then start building. Together they returned to the classroom, and the child rejoined his comrades’ activities.



First building session: A two-plant watering system The first building session was preceded by an introduction to the system parts, their functions and they ways in which they could be connected. The transparent pipes were laid out on the floor in piles sorted according to size. Most of the parts were divided into compartments in a toolbox. They were arranged and introduced in functional groups - connections between pipes (2, 3, 4 pipes), pipe-end size changers (3 different sizes and a plug), faucets and plastic fasteners (one-way cuffs), to attach the parts to the net-cubes. Each explanation was accompanied by a water-less demonstration of the way the part could be connected and used in the simpler combinations: pipe(s)-part-pipe(s). 2



The net-cubes were shown: plastic coated cubes made from metal net of about 5X5 cm squares. 3



The cube elementary unit size was 40X40X40 cm . The net-cubes included single double and triple multiples of the elementary unit.



Figure 11: Net-cubes used to construct the topography, onto which the water systems were attached.



Metal connectors and the plastic fasteners were shown. Their function, attaching the pipes to the netcubes, was demonstrated. Not all parts were introduced, as this would have been too much to start with. Additional parts were gradually presented in the following building sessions.



At the end of this introduction, the children were presented with the first task. They were shown a very large flat metal net standing upright against the wall, with a blue water source bag hanging from it at mid-level. A short pipe and faucet were connected to the bag. Two plants were placed on two sides of a long metal cube, a distance of about one meter away from the big flat net. The plants were notably different. One was a large mini-tree from the citrus family and it was planted in a large pot. The other was much smaller and was planted in a small pot.



Figure 12: Physical setting for the first building task



The experimenter explained that they were playing a make-believe game. The family is going away on a long trip and the plants had to be watered during this time. The problem was how to make the water from the blue bag get to the two plants, so that the larger plant got more water than the small plant. In addition, the water should be made to last for a long time, until the family came back. It was made clear that the children could build and test the structure with water at any point along the process. At this point, the child was given a choice - to start working on the task or to do other things with the system parts. This kind of choice was made available in all the tasks. In addition, the task ended when the child said it ended - when he was satisfied with what was built, or when he felt he had put in enough work for the day, and wanted to get back to class.



Some of the children chose to start working on the task, while others preferred to build different structures with the pipes and parts, unrelated to the task at hand. Mainly among the girls, some commenced by practicing the connections, between the pipes and parts, attaching pipes onto the nets, or making various shapes. This activity tended to have a repetitive form. One child created a chain made of pipes and connections. Another tried to use as many parts as she could to connect pairs of pipes.



Yet another practiced making various connections onto the net-cubes. They all



returned to the task after this period of experimentation with the parts.



In the beginning, most of the children needed help connecting some of the parts. In these cases, the experimenter held the child’s hands in her own from behind his back, and they performed the connection together. This was repeated as long as it was needed - usually 2-3 times in this session. All the children completed the task, with varying levels of success. The systems they built all took the general form of a main pipe connected to the bag, leading to a splitter that creates two branches one reaching each plant, and attached to the net-cube. Three ideas were necessary for a successful solution, and for each of them, some difficulty was encountered. In order to decrease the flow-rate, there were two choices: Either (1) lower the water source bag (none did this), (2) close the main faucet partially (some did this). Most of the children placed smaller holes at the pipe-ends. These made the streams thinner and faster/farther, but did not decrease the flowrate. In order to differentiate between the flow-rate of the streams, the children could have (1) placed faucets on each branch, and closed one more than the other or (2) create different degrees of resistance in each branch. None selected the second solution even though most of them possessed correct conceptions as to the relationship between resistance and water flow. The first solution was chosen by a small number of children. Most of the children placed different pipe-end sizes over the two plants.



Figure 13: Photograph of child trying to understand what is happening inside a splitting unit



A major obstacle for the children was the concept of splitting the stream. Even though they had seen such systems in the pretest, and the experimenter had explained the role of the splitters as “turning one pipe” into two/three - this was not an available solution strategy. A large number of children simply made a long pipe and stood watering the plants, going back and forth between them, as a first solution. For some this game was very satisfying and turned into a watering session, where they walked around the porch, cleaning the floors.



At this stage, the experimenter rephrased the task. For some children, it was enough to get them to rethink the parts they might use. For others, a more concrete suggestion to go back to the toolbox and examine the parts, to see if anything could help them there, was useful. The children usually found a suitable part, a splitting unit, though not always the three-holed one needed in this task. In a small number of cases, when the child met an insurmountable barrier, the experimenter provided an appropriate part, with no explanation. The children usually built and only after finishing, tested their solutions, and then altered them accordingly. Since they had pointedly been offered the possibility of intermediate testing at any point (for example, before connecting the system to the net-cube). It seems that such a partial-system assessment strategy was not available at this stage. When the child was satisfied with his working structures, he stopped building. A short interview was conducted during which he was asked to describe what he had built. In addition, the interviewer questioned particular choices he had made. At this point, a short structured interview ensued. It follows the same scheme as that in the last part in the pretest - examination of conceptions regarding the physical and technological relations relevant to the water system’s behavior. Second building session: The plumbing system The experimenter and child entered the porch. They sat down on stools and observed the setting. As in the former session, the toolbox, pipes and connectors were laid out. Two kinds of parts were added and explained: a resistance unit and a number of intermediate vessels. As in the first task, the water source bag on the large standing flat net stood at mid-level. At about 1.5 meters from the flat net, stood a double cube, the “building”.



Figure 14: Physical setting for the second building task



The cover story was that the double cube was a two-story building under construction. The child was requested to lead water from the single water source to the two-story building, so that the streams in the two stories would be comparable: “Neither neighbor should complain the other was getting more water”. He was given the choice of preparing a plan - drawing the system that he would then build.



Less than half the children chose to plan their structures before building.



Most of the children



achieved successful solutions within the physical constraints of the task. In order to achieve desired flow-rates (a) relative heights and (b) relative and absolute resistances, are important factors. Relative heights are those between the water source level and each of the subsystem output levels, and between the different sub-systems’ output levels. Resistance is associated both with pipe-length, pipe-width and with the kind and number of curves along the pipe. Two main types of solutions were constructed. 4



One type used only height relations. In this case, two spatial relationships can be seen . One, the water source level has to be higher than that of the top story output level so that the water can come out of both exits. The other involves the ratio between (1) the vertical distance between the two exits (h2) and (2) the vertical distance between the top story exit and the water source level (h1). This ratio, h2/h1 needs to be as small as possible if the flow rates in the two stories are to be similar.



Figure 15: Height relations in the second building task



A second solution type uses both height and resistance relations.



Some children balanced the



streams by loading extra resistance on the bottom story. Changing various dimensions in the shape of the pipe – length, width or number of curves creates the extra resistance. In this case, their artifacts demonstrated the first height relationship – the vertical distance between the water source level and the top story output level. Rather than use the second ratio, they manipulated the relative resistances, to achieve similar streams. For the differential resistance solution, the distance between the subsystems reaching the building is less significant. At the end of the session, the children were requested to describe their system and how it worked. Questions were asked about particular choices that were made. A structured interview followed. Third building session: The color-mixing machine



4



No claim is made that the children actually considered these relationships, as incremental variation and selection are a possible building strategy. Nevertheless, these relationships are evident in the artifacts that they built.



This task is quite different from the previous ones and proved to be more difficult than the others. While the height, resistance and hole-width variables were more important in the first two tasks, here the solution involves concepts of hierarchy and control. Since the task involved mixing colors, this was first practiced using colored dough. Red, blue and yellow dough was shown in the three combinations of two colors. The child was asked to guess what color would result after kneading them together. He was then offered to mix them himself and compare the results with his prior guess. At the end, he kneaded them all to an even brown. After playing with the dough, the color mixing exercise was repeated with the food-dye water combination used subsequently in the building task, using transparent cups. The mixing of dye and water was demonstrated. Color mixing was predicted and demonstrated. After making sure the child knew the color combinations, the task was presented. This time, most of the system sub-units were prepared beforehand. Three 2-liter transparent boxes were hanging on a net-cube, and the 2-liter water source bag was connected above them. These boxes were constructed such, that pipes could be connected to either end. A single cup stood on the floor under the boxes. The task was posed in the following way: “We want to build a color-mixing machine. It should be possible to lead colored water from the water source bag to each of the boxes. From there we will want to be able to mix colored water into a cup under these boxes. Each box should contain water, with only one color - red, blue and yellow.”



Figure 16: Physical setting for the third building task



Since this task was more complex, before construction, all children were asked to make a picture of the system they were going to build. They drew their plan onto a prepared schematic of the system. This task proved to be difficult - slightly easier in planning on paper and harder in the construction phase. Frequently, the same barriers confronted in planning repeated themselves in building - even though they had been solved in drawing. The solution involves two parts: (1) getting the colored water from the top bag to each of the boxes without mixing the colors; and (2) getting the right amount of colored water from each of the three boxes into the bottom cup. For the first part, two kinds of solutions were provided: (a) using one pipe to lead the liquid from the bag to each of the boxes in turn. (b) splitting the lead pipe into three branches, each with a faucet. A



main faucet had been under the source bag beforehand. In order to pass the water through, one closes the faucet on the other two branches, opens the main faucet, and branch’s faucet. Many children did not even build the second part before the “wet” test. Only after realizing the water was entering the intermediate box and then just spilling out, did they realize something needed to close the box at the bottom. Most of the children then added pipes on the bottom of these boxes, either with a faucet or with a plug at the end. Those that had added plugs seemed to have conceptualized only the function of stopping the flow, rather than regulating it, for the plugs were difficult to manipulate when pouring out a controlled volume. Some children had planned the three pipes as coming together in a splitting unit, with a fourth pipe leading the cup. Only two actually built this solution. After building, the children described their structures and were then interviewed as before, but with an accent on tasks involving control and hierarchy concepts. Fourth building session: The water garden This task was a more open-ended than the others. It started out with the experimenter and the child looking through an Italian book, containing photographs of various fountains. Different kinds of fountains were pointed out, as well as some of their features: fountains which had their streams going up or forward, fountains with streams of different sizes, fountains with many similar streams, fountains spreading out over large areas, small areas, fountains leading to lakes or pools, etc. The child was then presented with the task of planning and building his own “water garden”. Beforehand, the experimenter prepared the following structure with the net-cubes - both in real life and on paper, so the child could draw his plan onto it. The structure was described as two mountains – a high one (the flat net) and a shorter one (the lower peak on the topography). All the parts were laid out. These included connectors of all kinds, pipes, transparent intermediate vessels, speed measuring devices and a resistor.



Figure 17: Physical setting for fourth building task



The children planned and then built diverse structures. At the first stage of building, they usually followed their plan, or slightly modified it due to circumstances. Later on, some deserted the plan and



continued construction freely. Generally, they included the intermediate vessels as pools and one fountain or more. Utilizing the end-holes to produce a variety of stream shapes was less frequent than one would expect. This is surprising since introducing the Italian fountains excited the children and they incorporated this idea into their drawings of the system that they would then build. Following the building session, the children were asked to describe their structures and how they worked. The structured interview came next. When walking back to the classroom, the experimenter explained this had been the last building session, and that the next and last meeting would be in the form of an interview. Posttest While walking up to the porch, the child and experimenter discussed the building period. All of the children were very comfortable with the experimenter and they generally expressed their happiness in being part of the “project”. Over the experimental period, they claimed a privileged status among their peers, resulting from their “special” activities. Fortunately, a control group, who had equally exciting and interesting activities, balanced this. The final session was a structured interview. It included the transfer questions, regarding the height relations in different systems, and the Piagetian Water Level Task. In addition, the familiar pattern of task sequences probed their understanding of the different physical principles exhibited in the water systems they had built.



Task orientation: Problem solving? Inquiry? On the whole, the children were concerned with constructing the requested tasks. They completed the tasks at varying degrees of success, though none failed completely. When an impasse was broached, the experimenter intervened in controlled ways to turn the child away from a single solution, to examining other possibilities. In the earlier sessions, for some of the children, especially girls, task oriented construction was preceded by experimentation with shapes and with connections. Some practiced connecting and disconnecting the different available parts, creating different shapes and then taking them apart. These activities assumed a repetitive structure and involved taking apart as well as connecting the parts. The first sessions also saw some children building and then experimenting with an elementary hosetype system before proceeding to the main construction phase. They changed the different system features, such as narrowing and widening the end, but generally exhibited joy at the very aspect of playing with water in new ways. In later sessions, more experimentation and changes within the task were seen. The following commonalties point to this: (a) an increased number of alterations in the structure; and (b) an elevated number of observations the children were consciously performing on system behavior. Some of the alterations resulted in improving the structure’s output, but some were done solely with the purpose of “playing around” or testing effects of variations on the system’s features. For example, children could be found squeezing the end of a pipe repeatedly, opening and closing faucets, or raising and lowering an intermediate pipe section. At the end of the building section, the children usually spent some time using the system and watching its operation. With the third task color-mixing machine, the dominant part of the session was devoted to this activity. To conclude, the central focus of the sessions was construction or problem solving. In the beginning, some of the children experimented with the spatial and motor aspects of building. They got to know the parts and explored some basic concepts such as ways of leading water from one place to another. Later on, this type of experimentation or inquiry was incorporated into the building, which appeared as variation on different features within the structure being built. Plans and Final Structures In the last two sessions, the children were required to draw the system they would build onto a schematic of the net-cube topography. On the whole, the children’s plans were concrete, in the sense that they were using parts and sub-systems that could be built within the building-kit’s constraints. Their plan was more than skeletal - it included the basic parts that would be needed to create the system. Nevertheless the constraints in the drawing were mainly those posed by the actual parts, but not always the physical ones. Some of the ideas were not feasible, such as drawings of water coming out of fountains higher than the source bag. In the third task, which was the most difficult one to solve, planning was easier than building. Nevertheless, the same problems the children encountered in planning were re-encountered in building. Solving the problem on paper did not seem to aid them in the subsequent construction. It seemed as though the purpose of planning was not clear. Only one child purposefully took her plan



and placed it at the building site, using it as a reference. Nevertheless, a similarity could be found between the planned and built structures. The fourth task was the most open-ended one. Aside from providing several different examples, and the given topography, the children were free to choose their purposes and structures. With respect to the third task, the plans were more complex, with more parts and functions. This would be expected from the different task constraints. Given the greater number of degrees of freedom in the structures both in plan and in reality, the fit between plan and final structure was lower than for the more circumscribed third task. Motor aspect of building As in any construction kit, there are motor schemes that need to be learnt for putting the parts together. These actions are analyzed in the next chapter. Here it is interesting to note that many children needed help in learning some of the more difficult connections in the first stages. Their calls for aid diminished over time, but for a small part were not extinguished till the end. The children didn’t need help for all connections. Some parts were more difficult to connect than others. Control group The pretest and the posttest were the same for both groups. The difference lies in the content of the four intermediate sessions, and an additional building session provided after the posttest, only for the control group. The repeating structure of the four intermediate sessions was the following: (a) Greek mythology stories and their discussion, looking at different art reproductions which were related to the stories; and (b) activities and discussions involving astronomy, related in different degrees to the story told. First session: King Midas, Earth and its relationship with the moon and sun The story of King Midas (and the golden touch) was read. His relationship with Bacchus was discussed, as well as determining Midas’ mistake. Since the story takes place in Phyrgia, now in Turkey, its location on the world globe with respect to Israel was determined. The children tried to describe whether it was far or close. At the same time photographs of the earth were observed and compared with the globe. Ancient pictures from pottery depicting the god Bacchus were observed and discussed. Gold mining in the US was described (it is related to the latter part of the story). Using a globe, the relative configuration for night and day were illustrated through the earth’s (globe) motion around the sun (the child’s hand). The relative motions and distances of earth, moon and sun were demonstrated with pictures and photographs. These motions were then learnt though “dancing the planet dance” - both 2-body and 3-body motions (using a central object as the sun). The relationship between night and day was then demonstrated through this dance. Second session: Hermes/Mercury - god and planet



The story of Hermes (Greek name) or Mercury (Roman name) was read, his being the god of thieves, and then changed to the role of the messenger. Various art objects, coins and paintings depicting Hermes, were viewed. His special characteristics (friskiness) were noted. Photographs of the planet Mercury were observed. Its close distance to the sun, and its relatively short orbit time were related to the god’s friskiness. The dance of the solar system planets was continued, now including sun, earth and Mercury. The phenomenon of Mercury being seen from earth twice a day was demonstrated through the dance. The experimenter and the child then moved into a dark room where a miniature planetarium device was used. The constellations were characterized and some major ones, including their mythologies, were pointed to and discussed. Third session: The sun A sunflower was on the porch during the session. At the start, its direction with respect to the sun was noted. It was then turned in a different direction. The stories of Narcissus and of the sunflower were read. This was followed by a discussion of the relationship between the plants and the sun, and the correlates between the two flowers’ behavior and that of humans. Photographs of the sun taken from space were exhibited. The sun was illustrated as a ball of fire. Sunspots and sun storms were pointed to. The development of a sun storm was viewed through a time-lapse series of photographs. A telescope was pointed at the sun and wax paper was placed near the eyepiece. The sun’s image on the wax paper was observed. Sunspots were viewed and related to the pictures, previously seen. The sunflower was returned to - and its change of direction, gravitating towards the sun was noted.



Fourth session: Formation of earth, moon and sun Two different Greek mythology stories about the formation of earth, in addition to the biblical one, and a scientific account, were read or described and then compared. The formation of the sun and moon were pointed to in the different stories. The experimenter and the child then moved to another part of the porch. A special box was shown where one could lie inside on a blanket looking up. The box had a curtained door, a number of small holes punched into the sides, a clay model of the moon hanging from the top and a flashlight. It was explained the box had been built originally to demonstrate the answers to three questions: Why can we not see the stars during the daylight? Are the dark marks on the moon holes? Why does the moon change its shape from a circle to a banana? In the box, one would need to pretend the hanging object was the moon, the flashlight the sun, and the observer’s head would be earth. The holes in the side represented the stars. The child then lay in the box facing up, manipulated the objects and observed the phenomena related to the first question - why the stars cannot be seen in the day. The holes in the sides represented the stars and allowed small pricks of light to enter the box. When shined on with the flashlight representing the sun, they disappeared. Shining the light on the moon at different angles demonstrated the answers to the next two questions: Shining on the craters from the side created the shadows, which were the dark patches seen from earth. Aiming the flashlight at the moon from different angles created different relations between the shapes of the dark and light areas on the moon. Building session After the posttest, the control group children were invited for a building session. First the parts and cubes were presented and explained. The children could then freely create their topography (with the net-cubes), experiment with the parts and build different structures. This session was quite lengthy and ended when the child decided so. These sessions were aimed at creating an exciting learning environment, where the experimenter and child would work together, getting to know each other. As one child in the control group, who had compared notes with a friend from the experimental group explained: “We had an argument who had the better activities. But I think that ours are much more interesting than theirs are. He loses and I win.”
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