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Abstract In a recent paper Ng (A simple test for nonstationarity in mixed panels, Journal of Business & Economic Statistics 26, 113–126, 2008) shows how the cross-sectional variance of the observed panel data can be used to construct a very simple test statistic of the proportion of non-stationary units. In the current paper we show how this test statistic suffers from poor small-sample performance and that this can be attributed in part to the sequential limit method used for deriving its asymptotic distribution. A more general method is developed that is shown not only to lead to excellent small-sample approximations, but also to enable testing in panels with a finite number of time series observations.
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1 Introduction Consider the panel data variable yi,t , observable for t = 1, ..., T time series and i = 1, ..., N cross-section units. While applications of panel unit root tests to such variables are now commonplace, there are still ambiguities as how best to interpret the test results. In a recent note, Pesaran (2012) emphasizes that a rejection of the panel unit root hypothesis should ∗ The



author would like to thank Esfandiar Maasoumi (Editor), Serena Ng, an Associate Editor and two anonymous referees for many valuable comments and suggestions. Thanks also to the Jan Wallander and Tom Hedelius Foundation for financial support under research grant number P2005–0117:1. † Deakin University, Faculty of Business and Law, School of Accounting, Economics and Finance, Melbourne Burwood Campus, 221 Burwood Highway, VIC 3125, Australia. Telephone: +61 3 924 46973. Fax: +61 3 924 46283. E-mail address: [email protected].



1



be interpreted as evidence that a proportion θ < 1 of the cross-sectional units are unit root non-stationary, which is not very informative. He therefore recommends augmenting the test outcome with an estimate of θ. Unfortunately, most existing panel unit root tests do not lead to such an estimate. One exception is the proposal of Ng (2008), which is based on the following estimator of θ ∈ (0, 1]: 1 θˆ = T



T



∑ ∆Vt ,



t =2



with Vt = ∑iN=1 (yi,t − yt )2 /N and yt = ∑iN=1 yi,t /N being the sample cross-sectional variance and mean of yi,t , respectively.1 Consider testing the hypothesis of H0 : θ = θ0 ∈ (0, 1] versus H1 : θ ̸= θ0 .2 As Ng (2008, Theorem 1) shows, the appropriate test statistic to use in this case is given by



√ τθ0 =



N (θˆ − θ0 ) √ , 2θˆ



which has the following sequential limit distribution under the null hypothesis: τθ0 →d N (0, 1)



(1)



as N → ∞ and then T → ∞, with →d signifying convergence in distribution. Hence, unlike other tests (see Breitung and Pesaran, 2008; Baltagi, 2008, Chapter 12, for surveys of the panel unit root and cointegration literatures), τθ0 is appropriate in general when wanting to infer θ, and not just when testing H0 : θ = θ0 = 1 versus H1 : θ ∈ (0, 1). Note also how this advantage seem to come at no expense in terms of test construction. In fact, it is difficult to imagine a simpler test.3 In order to evaluate the small-sample accuracy of the result in (1) we conduct a small Monte Carlo simulation exercise. The data generating process (DGP) is very simple; yi,t = λi + ui,t , where ui,t = ui,t−1 + ϵi,t , u1,0 = ... = u N,0 = 0 and ϵi,t ∼ N (0, 1). The results based on 5,000 replications are reported in Table 1. 1 Another approach that can be used to infer θ is that of Pesaran (2007). However, this approach only allows for consistent estimation of θ under the null hypothesis that θ = 1, and cannot be used when wanting to infer θ < 1. 2 The reason for why θ = 0 is excluded here is that the asymptotic distribution of θˆ is driven by the nonstationary units. Therefore, if all the were stationary the distribution would collapse. 3 This is true in the simple model required for (1) to hold, which assumes homoskedastic, and serially and cross-sectionally uncorrelated errors. As we show in the supplemental material (Westerlund, 2014), however, the test statistic can be easily modified to accommodate also more general models (see also Ng, 2008, Sections 3 and 5).
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The first thing to note is that there is a substantial downwards bias in τ1 (τθ0 under H0 : θ = θ0 = 1), which, while decreasing in T, seems to be increasing in N. This is quite unexpected, as the sequential limit approach used to derive (1), in which N is passed to infinity before T, is typically taken to imply that in practice N should be larger than T. This √ ˆ suggesting that N should interpretation is also in agreement with the N-consistency of θ, be relatively more important than T. We also see that the main effect of the bias is to make the test oversized. But this is not all. Indeed, there is also a variance effect that seems to be driven mainly by the heterogeneity of λi ; as the heterogeneity increases the variance of τ1 departs from its predicted value of one, making the test even more oversized with the rejection frequency being up to 10 times the nominal 5% level.4 These results suggest that the sequential asymptotic framework used in deriving (1) may not be accurate enough to capture actual behavior. It is therefore necessary to consider alternative frameworks that lead to sensible results also when N > T, and this paper can be seen as a step in this direction. The new theory is based on a finite-sample expansion of the test statistic that retains not only the first order terms but also higher order terms (see Westerlund and Larsson, 2012, 2013, for similar approaches). The expansion is evaluated in two ways; (i) as N → ∞ with T held fixed, and (ii) as N, T → ∞. The reason for this is that we want to understand not only the observed test behavior for a given T, but also how that behavior change as T is allowed to increase. Except for Im et al. (2003), to the best of our knowledge this is the only panel unit root study study to consider both the fixed-T and large-T cases, an undertaking that is shown to be very rewarding. Indeed, the new results provide (at least) three new insights when compared to the sequential limit theory of Ng (2008), which in turn go a long way towards explaining the size behavior seen in Table 1. First, the new theory shows how τθ0 is subject to a (mean) bias whose elimination under √ the null hypothesis requires both T/N and N/T to go to zero as N, T → ∞, which in √ √ practice means that N < T < N. Interestingly, the part that requires N/T → 0 only depends on the sample size and can therefore be subtracted off. This leads naturally to the development of a new bias-adjusted test statistic that only requires T/N → 0, and that is therefore more widely applicable than the original test. In fact, the new test statistic does not 4 Ng



(2008) also finds that her test is size distorted and that the finite-sample variance seems to be larger than expected (see also Hanck, 2013).
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even require T → ∞, but works for any T ≥ 2, provided that N is large enough, a scenario that has not received much attention in the previous literature. In fact, the only published works that we are aware of are those of Harris and Tzavalis (1999), Hadri and Larsson (2005), and most recently Kruiniger (2009). Second, the variance of τθ0 is biased too. However, unlike the bias in the mean, the bias in the variance depends on nuisance parameters reflecting the kurtosis of the innovations and the heterogeneity of λi . It also disappears as T → ∞, suggesting that the variance bias is mainly a concern in small-T panels. Third, the sequential asymptotic analysis of Ng (2008) only covers the behavior under the null hypothesis, and there is no analysis of power. Therefore, in order to compensate for this, in the current paper we evaluate power against two types of alternatives. On the one hand, if the alternative is “local-to-unity‘” in the sense that the deviation from the unit root null goes to zero as N → ∞, then we show that while power is non-negligible, θ is no longer estimable, not even if N, T → ∞. On the other hand, if the alternative is “non-local” in the sense that the deviation from the null does not depend on the sample size, then we show that power is increasing in N and that θ is again estimable. These results complements nicely the discussion in Pesaran (2012, page 546), who states that: “To identify the exact proportion of the sample for which the null hypothesis is rejected one requires country-specific data sets with T sufficiently large.” While in principle correct, in light of the new results provided here, it is clear that having T large enough is not a sufficient condition for identification of θ; for this to happen the deviation from the null must also not be “too small”. The results from a small Monte Carlo simulation exercise illustrate how, in contrast to the sequential limit theory, the new theory provides a very useful guide to small-sample performance, and also how bias-adjustment can lead to substantial gains in performance when compared to the originally proposed test.



2 Model and assumptions The DGP of yi,t is similar to the one considered in Ng (2008), and is given by yi,t = λi + ui,t ,



(2)



ui,t = αi ui,t−1 + ϵi,t ,



(3)
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where ui,0 = 0, ϵi,t is independently and identically distributed (iid) with E(ϵi,t ) = 0, 2 ) = σ2 > 0 and E ( ϵ4 ) /σ4 = κ < ∞. The intercept λ can be random or non-random, E(ϵi,t ϵ i ϵ ϵ i,t 2 provided that σλ,N = ∑iN=1 (λi − λ)2 /N → p σλ2 < ∞ as N → ∞, where λ = ∑iN=1 λi /N and



→ p signifies convergence in probability. Our first main departure from the setup of Ng (2008) is the modeling of αi . Let us therefore assume without loss of generality that the first N1 ≥ 1 units have αi = 1 and that the remaining N0 = N − N1 units have αi < 1. Thus, in this notation θ = N1 /N ∈ (0, 1]. The null hypothesis of interest is that H0 : θ = θ0 , which is equivalent to requiring α1 = ... = α N1 = 1. A common way to set up the alternative hypothesis is to assume that α N1 +1 , ..., α N are “nonlocal” (or fixed) in the sense that the degree of mean reversion is not allowed to depend on the sample size. However, with such a specification we only learn if the test is consistent and, if so, at what rate. To be able to evaluate the power analytically, we therefore have to consider an alternative in which αi is local-to-unity as N → ∞. The following model nests both types of alternatives: ( ) ci αi = exp , Nη



(4)



where η ≥ 0 and ci ≤ 0 is a random drift parameter that is iid and independent of ϵi,t . The conditions placed on αi are equivalent to requiring that c1 = ... = c N1 = 0 with c N1 +1 , ..., c N unrestricted. Let us denote by µ1,p and µ0,p the p-order moments of c1 , ..., c N1 and c N1 +1 , ..., c N , respectively, and let µ p be the corresponding moment of c1 , ..., c N . This specification with both non-stationary and stationary units implies that ci has a mixture distribution, whose moments are weighted sums of the moments of the two component distributions. Hence, since µ1,p = 0 for all p ≥ 1, we have that µ p = θµ1,p + (1 − θ )µ0,p = (1 − θ )µ0,p . If p = 0, then we define µ1,0 = µ0,0 = 1, suggesting that µ0 = 1. Although this is not strictly necessary, to simplify the analysis, we assume that E(|ci | p ) < ∞ for all p and i = N1 + 1, ..., N, such that all the moments of c N1 +1 , ..., c N exist.5 The “closeness” of the local alternative to the null is determined by η. If η = 0, then αi does not depend on N, and so the alternative is non-local, whereas if η > 0, then αi → 1 as N → ∞, and therefore the alternative is local-to-unity, with the value of η measuring the rate of shrinking towards the 5 Most of the existing literature (see, for example, Moon and Perron, 2008; Moon et al., 2007) supposes that the



support of ci is bounded, which implies finite moments. In our case, strictly speaking the assumption of finite moments is only required in the case when η = 0 (αi is non-local), which is not restrictive in the sense that the case with αi explosive does not seem very realistic.
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null. As such, η can be used as a measure of relative local power; the larger the value of η compatible with non-negligible local power the better. As alluded in the introduction, the extent to which the asymptotic distributions of the test statistics considered here are free of nuisance parameters will in general depend on the relative expansion rate of N and T. Let us therefore define γ=



ln( T ) , ln( N )



such that T = exp(ln( T )) = exp(γ ln( N )) = N γ . Hence, by setting the value of γ we can control the relative expansion rate of N and T when N, T → ∞. If N → ∞ but T < ∞, γ is irrelevant. In fact, since under a fixed T, O( T ) = O(1) = O( N 0 ), at times it will be convenient to write T = N γ with γ = 0 for the fixed-T case. The required restrictions on γ in case N, T → ∞ depend on whether η > 0 or η = 0, and will therefore be specified separately (see Section 3). Remark 1. The assumptions placed on ϵi,t are stronger than the ones often encountered in the large-( N, T ) literature (see Breitung and Pesaran, 2008; Baltagi, 2008, Chapter 12), but are standard when testing for a unit root in a fixed-T setting (see Harris and Tzavalis, 1999; Kruiniger, 2009). In the supplemental material (see Westerlund, 2014), we provide a detailed discussion of what kind of generalizations that can be made (including nonzero initial values, cross-section dependence, heteroskedasticity, serial correlation and incidental trends) and what the required asymptotic arguments are. The reason for putting the extensions in the supplement is that for purpose of developing the new theory it is instructive to consider a relatively simple DGP. As we will see, the flexibility in terms of the asymptotics in T, γ (under N, T → ∞) and αi still make for a very challenging problem. Remark 2. The model for αi is more detailed than in existing studies (see, for example, Moon et al., 2007). The reason for this is that here we not only consider both η = 0 and η > 0, but also consider null hypotheses of the type H0 : θ = θ0 ∈ (0, 1], which calls for more flexibility than when testing H0 : θ = θ0 = 1 under either η = 0 or η > 0, as is commonly done in the existing literature (see Breitung and Pesaran, 2008; Baltagi, 2008, Chapter 12). Remark 3. The model in (4) is similar in spirit to the one employed by Kruiniger (2009, Section 4) to analyze the power of his generalized method of moments-based unit root test for fixed-T panels. While he assumes that η = 1/2, the results provided in the current paper 6



apply to any η ≥ 0 (given some restrictions that will be spelled out later). Kruiniger (2009) also assumes that c1 = ... = c N = c, which simplifies considerably not only the analysis but also the predictions thereof. The only studies that we are aware of that have considered a general η are those of Westerlund and Larsson (2012, 2013). But they assume that N, T → ∞ with N/T → 0, suggesting that in practice T >> N, which quite different from the current scenario.



3 Asymptotic results The asymptotic results provided in this section are divided in two parts; (i) η > 0 (αi is local-to-unity), and (ii) η = 0 (αi is non-local). The case when η > 0 is relevant because, as mentioned in Section 2, it enables an analytical evaluation of power. As it turns out, however, θˆ is generally not suitable for estimation and inference under η > 0. The exception is when θ = 1. Thus, while under this assumption power cannot be evaluated analytically, the case when η = 0 is still interesting as it enables estimation and inference for all values of θ ∈ (0, 1].



3.1



η>0



Ng (2008, Theorem 1) assumes that σϵ2 = 1, in which case θˆ can be used as an estimator of θ. ˆ σˆ ϵ2 , where σˆ ϵ2 is However, this is no longer the case if σϵ2 ̸= 1. Let us therefore define θˆ∗ = θ/ any consistent estimator of σϵ2 .6 Define θ0 ∗ θˆBA,θ = θˆ∗ + , 0 T ˆ Theorem 1 provides the asympwhich can be seen as a scaled and bias-adjusted version of θ. ∗ totic distribution of θˆBA,1 .



Theorem 1. Under the conditions laid out in Section 2, as N → ∞ with 2 ≤ T < ∞ and η > 0, or as N, T → ∞ with 0 < γ ≤ η < 1,



√ 6 The



∗ N (θˆBA,1 − 1) ∼



( θ − 1) T √ ∑ NR NT (t) + σθ,NT N (0, 1), T t =2



construction of σˆ ϵ2 will be discussed later in this section.
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where ∼ signifies asymptotic equivalence, 2 2 σθ,NT = σθ,T + O((θ − 1)ϕNT µ0,1 ), ( ) 2( T 2 − 1) ( T − 1) 4σλ2 2 σθ,T = + + ( κ − 3 ) , ϵ T2 T2 σϵ2 ∞



R NT (t) = ϕNT =



2 p ( t − 1) p p ϕNT µ0,p , p!T p p =1



∑



T . Nη



The results provided by Ng (2008) are based on the assumption that both N and T are large, which is rarely the case in practice. Theorem 1 is more general and enables testing even when T is finite. In order to understand fully the implications of Theorem 1 we divide the discussion in two; (i) N → ∞ and T < ∞, and (ii) N, T → ∞. However, before we do so it is useful to first just briefly comment on the result provided in Theorem 1. We begin by √ √ ∗ considering (θ − 1) ∑tT=2 NR NT (t)/T, which determines the mean of N (θˆBA,1 − 1). If T is fixed, then ϕNT = T/N η = O( N −η ) and therefore ϕNT > ϕNT for all p ≥ 1. If, on the other p



p +1



hand, T → ∞, because T = N γ , we have ϕNT = O( N γ−η ). Moreover, since under Theorem p



p +1



1, 0 < γ ≤ η, ϕNT ≥ ϕNT . It follows that R NT (t) =



2( t − 1) 2( t − 1)2 2 ϕNT µ0,1 + ϕNT µ0,2 + ... = O(ϕNT ) = O( N γ−η ), T T2



(5)



where the fixed T case is obtained by setting γ = 0. This implies ( ) ( ) T 1 γ−η ˆθ ∗ − 1 = (θ − 1) ∑ R NT (t) + O p √1 = O((θ − 1) N ) + Op √ , BA,1 T N N t =2 whose magnitude depends critically on the first term on the right-hand side. If γ > η, then ∗ ∗ this term is o p (1) and therefore so is (θˆBA,1 − 1). Hence, θˆBA,1 converges in probability to one,



which is not necessarily the true value of θ. In essence, when η > 0, α N1 +1 , ..., α N are “too ∗ close” to one to enable identification/estimation of θ ∈ (0, 1), and therefore θˆBA,1 converges √ ∗ − 1), to one regardless of the value of θ. This is reflected also when looking at N (θˆBA,1 ∗ which is the quantity of interest when constructing test statistics based on θˆBA,1 . As the



above discussion makes clear,



√



( θ − 1) T √ ∗ NE(θˆBA,1 − 1) = ∑ NR NT (t) = O((θ − 1) N 1/2+γ−η ), T t =2



which is generally nonzero, and therefore the asymptotic distribution of



√



∗ N (θˆBA,1 − 1) is



∗ not correctly centered. The only exception is if θ = 1, suggesting that under η > 0, θˆBA,1
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is only suitable for testing H0 : θ = θ0 = 1 versus H1 : θ ∈ (0, 1). In this section we will therefore only consider this hypothesis; the case when η = 0 and θ0 ∈ (0, 1) will be discussed in Section 3.2. Remark 4. According to Theorem 1, under θ = 1, √ √ N ∗ ˆ N ( θ − 1) ∼ − + σθ,T N (0, 1), T and therefore E(θˆ∗ − 1) = −1/T ̸= 0, which shows that θˆ∗ is fixed-T biased (this agrees with the simulation results reported in Section 1). In fact, with T fixed θˆ∗ is not even consistent, √ as (θˆ∗ − 1) = −1/T + O p (1/ N ), which is non-negligible for a fixed T. The only exception is if N, T → ∞. Therefore, in order to enable inference under the more general conditions of ∗ Theorem 1, the test statistics considered in the current paper are based on θˆBA,1 rather than



θˆ∗ . Remark 5. Theorem 1 not only extends the results of Ng (2008), but also generalizes the bulk of previous work on the local power of panel unit root tests in at least two directions. First, unlike existing results, Theorem 1 covers both the fixed-T and large-T cases. The advantage 2 , which includes of allowing T to be finite is easily seen by looking at the expression for σθ,T 2 is able to partly explain the σλ2 . As we demonstrate in Section 4, the presence of σλ2 in σθ,T



Monte Carlo results reported in Section 1. Second, while most research assume that η = 1/2 and only report results for the resulting first-order approximate asymptotic distribution, Theorem 1 accounts for all the moments of ci , and is therefore expected to produce more accurate predictions. This idea was recently put forward by Westerlund and Larsson (2013), who study the effect of higher order moments of ci in the context of a conventional t-test for a unit root in large-( N, T ) panels. If we look at the fixed-T literature it is actually quite common to focus only on the asymptotic distribution under the null, and to not discuss power. The only exception is Kruiniger (2009). But he assumes that c1 = ... = c N = c, which greatly simplifies the analysis. 3.1.1



N → ∞ and 2 ≤ T < ∞



Suppose that θ = 1. According to Theorem 1, √ ∗ N (θˆBA,1 − 1) →d N (0, 1). σθ,T 9



2 , which is of Inference based on this result is made complicated by the presence of σθ,T



course unknown. In particular, while κϵ and σϵ2 can be easily estimated consistently as σˆ ϵ2 = ∑iN=1 ∑tT=2 (∆yi,t )2 /NT and κˆ ϵ = ∑iN=1 ∑tT=2 (∆yi,t )4 /(σˆ ϵ4 NT ), respectively, which does not require T → ∞, consistent estimation of σλ2 does require T → ∞. However, if we assume that σλ2 = 0 (λ1 = ... = λ N = λ), letting 2 σˆ θ,T =



then



2( T 2 − 1) ( T − 1) + (κˆ ϵ − 3), T2 T2



√ ∗ τ1,T



=



∗ N (θˆBA,1 − 1) σˆ θ,T



constitutes a valid test statistic with an asymptotic (as N → ∞) N (0, 1) distribution under H0 : θ = θ0 = 1.7 ∗ , a close inspection of Theorem 1 reveals that As for the asymptotic power function of τ1,T ∗ τ1,T ∼



σθ,NT ( θ − 1) T √ NR NT (t) + N (0, 1). ∑ σθ,T T t=2 σθ,T



(6)



This shows how the presence of ci under the alternative hypothesis has two effects. The first effect is to shift the mean of the limiting distribution of the test statistic, and is given by the first term on the right-hand side of (6), which (via R NT (t)) depends on all the moments of ci . As explained in the discussion following Theorem 1, the exact nature of this dependence p



p +1



depends on whether or not T → ∞. If T < ∞, then ϕNT > ϕNT , and therefore the first term in the expansion of R NT (t) in (5) dominates. It follows that



( θ − 1) T √ NR NT (t) = O((1 − θ ) N 1/2−η µ0,1 ). σθ,T T t∑ =2



(7)



The extent of power therefore depends on what is being assumed regarding η. On the one √ ∗ . On hand, if 0 < η < 1/2, then ∑tT=2 NR NT (t)/σθ,T T diverges and therefore so does τ1,T √ the other hand, if 1/2 < η < 1, then ∑tT=2 NR NT (t)/σθ,T T = o (1) and therefore power is negligible. Hence, only if η = 1/2 will the test have non-negligible local power that ∗ to have is also not increasing in N. Hence, while Theorem 1 holds for all η > 0, for τ1,T



non-negligible power we need η = 1/2. We also see that power is driven mainly by µ0,1 with higher moments having a second-order effect, which is in agreement with the results reported by Westerlund and Larsson (2013). Also, because µ0,1 < 0 the appropriate critical ∗ signifies that the test statistic is based on σ 2 . As with τ , the one subscript indicates ˆ θ,T T subscript in τ1,T 1 the value of θ0 being tested. 7 The
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region is given by the left tail of N (0, 1). The second effect of the presence of ci is captured by 2 σθ,NT 2 σθ,T



= 1 + O((1 − θ )ϕNT µ0,1 )



(8)



and works by increasing the variance of the limiting distribution. However, since with T fixed, ϕNT = O(1/N η ) = o (1), this effect is negligible. 3.1.2



N, T → ∞



2 Theorem 1 implies that if θ = 1 and T → ∞, then σθ,T = 2 + o (1), suggesting that the



∗ can be used: following simplified version of τ1,T √ ∗ N (θˆBA,1 − 1) ∗ √ τ1 = , 2 2 is negligible as which is asymptotically N (0, 1) even if σλ2 ̸= 0 (as the effect of σλ2 on σθ,T



T → ∞). However, while τ1∗ is obviously simpler, there may be small-sample advantages ∗ even if T is “large”. Note in particular that if T is large enough for accurate to using τ1,T



estimation of λ1 , ..., λ N , then it might be preferable to use the finite-T statistic but not to 2 in τ ∗ should be replaced with assume σλ2 = 0, which means that σˆ θ,T 1,T ) ( 2( T 2 − 1) ( T − 1) 4σˆ λ2 2 ˆσθ,NT + (κˆ ϵ − 3) , = + σˆ ϵ2 T2 T2 2 ˆ ˆ where σˆ λ2 = ∑iN=1 (λˆ i − ∑ N j=1 λ j /N ) /N and λi is the estimated intercept in a regression of



∗ yi,t onto a constant and yi,t−1 . The resulting test statistic will henceforth be denoted τ1,NT . ∗ Hence, while in terms of simplicity τ1∗ is best, in terms of accuracy, τ1,NT is expected to ∗ , which is in turn expected to be better than τ ∗ . Note, however, that this be better than τ1,T 1 ∗ is the only valid test statistic “luxury” of choice is only available when T is large, and that τ1,T



in small-T panels. ∗ and Let us now consider power. We focus on τ1∗ , although the results apply also to τ1,NT ∗ (which are equivalent test statistics). According to (5), if N, T → ∞, then τ1,T



( θ − 1) T √ NR NT (t) = O((1 − θ ) N 1/2+γ−η ), σθ,T T t∑ =2



(9)



which is similar to the corresponding finite-T result reported in (7). The main difference is that now power depends not only on η, but also on γ (the relative expansion rate of N and √ T). On the one hand, if γ = η, then (9) is O( N ) and therefore so is τ1∗ . In Section 3.2 we 11



study the fixed-T case when η = 0 and θ = θ0 = 1 is tested versus θ ∈ (0, 1). What we find √ is that the test statistic is O( N ) also when η = 0. In other words, since here η need not be zero (the only requirement is that it is equal to γ), we can be “closer” to the null when T → ∞ than when T < ∞ and still have power. This shows the power increasing potential of having T large. On the other hand, if γ < η, then the exact order of (9), and hence that of τ1∗ , depends on the sign of γ − η + 1/2. If γ − η + 1/2 < 0, then (9) is o (1) and so power is negligible, whereas if γ − η + 1/2 > 0, then (9) diverges. Thus, only if γ − η + 1/2 = 0 will power be non-negligible in the usual non-increasing sense. Thus, while Theorem 1 only requires 0 < γ ≤ η < 1, for τ1∗ to have power we also need η ≤ γ + 1/2, suggesting that 0 < γ ≤ η ≤ γ + 1/2 < 1. The fact that the value of η is constrained (from above) by that of γ means that as we get closer to the null, for the test to have power, T must increase. For √ example, if γ = 1/2 (T = N ), then γ − η + 1/2 = 0 implies η = 1. The corresponding value in the fixed-T case is η = 1/2 < 1, which means that under N, T → ∞ with γ = 1/2 we can be much closer to the null and still have power. Hence, even if T is only slowly increasing in N, the effect on power when compared to the fixed-T case is substantial. Remark 6. In the supplemental material (Westerlund, 2014), we consider the case with a constant and linear trend. The results show how τ1∗ is subject to the same “incidental trends problem” that has previously only been documented for t-tests (of the largest autoregressive root) (see, for example, Moon et al., 2007). Specifically, while in the constant-only case considered here the condition for non-negligible power is given by γ − η + 1/2 = 0, with incidental trends the condition is γ/2 − η + 1/2 = 0. For example, if γ = 1/2, while τ1∗ has power for η = 1, the corresponding test with a trend included has power for η = 3/4, but not for η = 1. The allowance for a linear trend therefore leads to a loss of power when compared to that achievable when there is only a constant. Let us now consider τ1 , the original test statistic of Ng (2008). If we in addition to the √ conditions of Theorem 1 assume that σϵ2 = 1, θ = 1 and γ > 1/2, such that N/T = o (1), then



√ τ1 =



N (θˆ − 1) √ →d N (0, 1) 2



as N, T → ∞, which is in agreement with the result in (1) (under H0 : θ = θ0 = 1). The √ combined condition on γ is 1/2 < γ < 1, which in practice means N < T < N. The 12



corresponding condition for τ1∗ to be correctly sized is given by 0 < γ ≤ η < 1, or 1 < T < N, which is clearly not as restrictive. Hence, τ1∗ is more widely applicable than τ1 . Ng (2008) assumes that T goes to infinity before N. The advantage of this sequential approach is that it is simple, leading to very quick results. The main drawback is that the results can sometimes be misleading. In this instance the sequential limit does not say anything about the necessary restrictions on the relative expansion rate of N and T. This is important not only from a theory perspective but also from an empirical point of view, as the simulation evidence of Section 1 clearly demonstrates.



3.2



η=0



The results reported so far are for the case when η > 0, and, as already mentioned, are only appropriate when testing H0 : θ = θ0 = 1. When η = 0, these results change. One difference is that, unless interest only lies in testing H0 : θ = θ0 = 1, ∆yi,t is no longer a good estimator of ϵi,t , which in turn means that the previously defined estimators of σϵ2 and κϵ are no longer appropriate. In order to account for this, when testing H0 : θ = θ0 ∈ (0, 1), we suggest replacing ∆yi,t in σˆ ϵ2 and κˆ ϵ with the residual from a time series least squares regression of yi,t onto a constant and yi,t−1 . Since these estimators require N, T → ∞, T can no longer be fixed. This is made clear in Theorem 2. Theorem 2. Under η = 0 and the conditions laid out in Section 2, as N, T → ∞ with 1/2 < γ < 1,



√



∗ N (θˆBA,θ − θ) ∼



√



θσθ,NT N (0, 1).



2 As in Section 3.1, we have that σθ,NT = 2 + o (1). Hence, by Theorem 2, under H0 : θ =



θ0 ∈ (0, 1], τθ∗0



=



√



∗ N (θˆBA,θ − θ0 ) √ 0 →d N (0, 1). 2θˆ∗



Note that τ1∗ is just τθ∗0 under θ0 = 1 and θˆ∗ in the denominator set equal to unity (the true value under the null).8 Hence, τθ∗0 extends the formula for τ1∗ to the case when the relevant null hypothesis is not necessarily θ = θ0 = 1. The variations considered for τ1∗ with respect ∗ , which does not affect the asymptotic that θˆ∗ in the denominator of τθ∗0 can be replaced by θˆBA,θ 0 distribution under the null. However, unreported simulation evidence suggests that this change has little or no effect on the small-sample performance of the resulting test. 8 Note
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2 2 and σ 2 ˆ θ,NT to the choice of estimator of σθ,NT (σˆ θ,T ) can therefore be applied also to τθ∗0 , which



does not affect the large-T results reported here. The condition that 1/2 < γ < 1 is the same as for τ1 , and is stronger than what is √ required under Theorem 1. Note in particular that since 1/2 < γ, we have N/T = o (1), √ √ and therefore τθ∗0 = N (θˆ∗ − θ0 )/ 2θˆ∗ + o p (1), suggesting that the formula for τθ∗0 can be √ √ simplified. If in addition σϵ2 = 1 is known, such that N (θˆ − θ0 )/ 2θˆ constitutes a valid test statistic, then we are back in (1) with τθ∗0 = τθ0 + o p (1). To evaluate power, it is convenient to rearrange the test statistic in the following way: √ √ ∗ N (θˆBA,θ − θ) N (θ − θ0 )( T − 1) ∗ √ √ τθ0 = + , 2θˆ∗ T 2θˆ∗ √ where the first term on the right-hand side is again N (0, 1), while the second is O p ( N ) whenever θ0 ̸= θ. Thus, with η = 0, power always goes to one as N → ∞. Also, in contrast to the case when η > 0, in which the critical region is determined by the sign of µ0,1 , under η = 0 the critical region only depends on whether θ < θ0 or θ > θ0 . Hence, unless one is testing H0 : θ = 1 versus H1 : θ ∈ (0, 1), in which case is given by the left tail of N (0, 1), the test should be set up as double-sided. Remark 7. The fact that the test statistics that we have considered depend on whether η > 0 or η = 0 does not mean that the choice of test in practice depend on η; it is just a convenient way to organize the results. Indeed, since η is unknown, the choice of which test to use will ∗ have to be based primarily on the size of T. If T is “small”, then testing is restricted to τ1,T



(which is only suitable for H0 : θ = 1), whereas if T is “large”, then any test statistic will in principle do.



4 Monte Carlo simulations A small-scale Monte Carlo study was conducted to assess the accuracy of our theoretical results in small samples. The DGP is given by (2)–(4), where ϵi,t ∼ N (0, 1), λi ∼ N (1, σλ2 ) and ci ∼ U ( a, b) with a = b = 0 for i = N1 + 1, ..., N. As Section 3 makes clear, the permissable values for η (under the alternative hypothesis) depends on the test statistic being considered, ∗ , we set η = and this is reflected also in the simulations. In particular, while in case of τ1,T ∗ , several pairs (η, γ) satisfying 1/2, in case of τθ∗0 , we set η = 0. In case of τ1∗ and τ1,NT



0 < γ ≤ η ≤ γ + 1/2 < 1 are considered. The number of replications is set to 5,000. 14



∗ , Tables The results are reported in Tables 2–7. Tables 2 and 3 contain the results for τ1,T ∗ 3–6 contain the results for τ1∗ and τ1,NT , and Table 7 contains the results for τθ∗0 . For brevity,



we focus on the size and power of a nominal 5% level test when the critical value −1.645 is used. The power results are not size corrected because such a correction is generally not available in practice. Hence, a test is considered useful for applied work only if it respects roughly the nominal 5% significance level. Some results of the mean and variance of the test statistics are also reported. In interest of comparison, the results for the new statistics are compared to those for τ1 , which is constructed while assuming that σϵ2 = 1 is known.9 The results reported in the tables can be summarized as follows: ∗ is correctly sized even when T = 2, which is uncommon even for tests that are • τ1,T



supposed to work well when T is finite (see, for example, Hadri and Larsson, 2005). By contrast, τ1 is severely oversized when T ≤ 8. This is due to a substantial downwards bias, which, while decreasing in T, is increasing in N. Moreover, the variance is well above the sequential limit theory predicted value of one. Of course, given the sequential limit requirement that T should be “large”, the poor performance of τ1 in this case does not come as a surprise. ∗ , which is not totally • When T ≤ 4 the power of τ1 is typically well above that of τ1,T



unexpected, given its size distortions under the null and the fact that the reported powers are not size-adjusted. However, we see also see that the difference gets smaller as T increases, that the size distortions of τ1 are reduced, and that already when T = 8 the power is about equal. Power increases slightly with N. However, this is mainly among the smaller values of N. Indeed, for N ≥ 80 power is quite flat in N, which is just as expected, because when η = 1/2 there should be no dependence on N, at least not asymptotically (as N → ∞). Moreover, the power when a = b = −2 is about the same as when a = −4 and b = 0, which confirms the theoretical prediction that power is driven mainly by µ0,1 . ∗ tends to be somewhat • When σλ2 = 0 the size accuracy of τ1∗ is almost perfect. τ1NT



undersized. However, the distortions vanish as γ increases, which is to be expected ∗ does not. Thus, unless T is sufficiently large, is important to remember that while τ1 requires T → ∞, τ1,T ∗ τ1 is not expected to perform well in a comparison with τ1,T . On the other hand, by assuming that σϵ2 is known, τ1 omits an potentially important source of estimation uncertainty, which means that all else being equal the results are likely to be biased in its advantage. 9 It
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2 ∗ given that the consistency of σˆ θ,NT requires T → ∞. When σλ2 = 3, while τ1,NT remains



slightly undersized, τ1∗ is oversized, which is due to the variance being underestimated when T is “small”. τ1 is generally severely oversized. The only exception is when γ = 3/4, in which case there is a substantial drop in bias, leading to a less distorted test. This is in accordance with our expectations, as unbiasedness requires γ < 1/2. ∗ • The power results for τ1∗ and τ1,NT generally conform with our prior expectations. First,



power is decreasing in (η − γ), being highest when γ = η, and lowest when γ = 1/4 and η = 1/2. Second, power is driven mainly by µ0,1 . • The theory used for deriving the asymptotic distributions of τθ0 and τθ∗0 when θ0 < 1 is based on letting both N and T to infinity. It is therefore not surprising to find that ∗ both suffer from a significant size bias when T is “small”. However, while τ0.5 and τ0.5 ∗ is undersized, and therefore also more conservative, which might τ0.5 is oversized, τ0.5



be seen as “lesser evil”. The fact that τ0.5 is chronically oversized explains its relatively high power. Overall, the simulation results suggest that our asymptotic theory provides a useful guide to the small-sample performance of the test statistics considered here. They also suggest that the bias-adjusted test statistics can lead to substantial gains in performance when compared to the original test of Ng (2008). This true also in the presence of serial correlation and incidental trends. Indeed, as we show in the supplemental material the proposed corrections to account for these features seem to work much better than the original corrections proposed by Ng (2008).



5 Concluding remarks In a recent note on the interpretation of panel unit root tests Pesaran (2012) points to the lack of information available in case of a rejection of the unit root null and advise researchers to augment the test outcome with an estimate of the proportion non-stationary units, θ. One of the few tests that are actually equipped to provide such an estimate is the τθ0 test of Ng (2008), which is appropriate for testing H0 : θ = θ0 versus H1 : θ ̸= θ0 . The main thrust of the current paper is that the sequential limit theory employed by Ng (2008) to derive the asymptotic test distribution, in which N is passed to infinity before T,
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can be a rather unreliable guide to what happens in practice. Of course, the observation that the sequential limit theory can sometimes be misleading is in itself nothing new, but has been made in also in other studies (see, for example, Phillips and Moon, 1999). However, as far as we are aware, so far there has been no attempts to try to explain the observation theoretically in detail, and this paper therefore offers some new results in this direction. The approach we take is to derive a finite-sample expansion of the test statistic that retains not only first order terms but also higher order terms, which are shown to exert a second-order effect. The expansion is evaluated in two ways; (i) as N → ∞ with T ≥ 2 held fixed, and (ii) as N, T → ∞. The new results go a long way towards explaining the observed test behavior. Also, as a by-product of the new asymptotic results, we obtain a bias-adjusted test statistic that is valid for any T ≥ 2, which is a great advantage, because in practice T is always finite. In fact, given its generality when it comes to the permissable sample sizes, and the fact that most existing tests require T >> N, the new test statistic should be of considerable interest to practitioners.
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Appendix: Proofs Proof of Theorem 1.



√ We begin by deriving the asymptotic distribution of N∆Vt for a given t ≥ 2. From yi,t − √ 2 yt = (λi − λ) + (ui,t − ut ), and letting ri,t = ui,t /σϵ T, σλ,N = ∑iN=1 (λi − λ)2 /N and Ut = Vt /σϵ2 T, we get Ut = At + Bt + Ct ,



(A1)



where At =



1 2 σ , σϵ2 T λ,N



Bt =



1 N



N



∑ (ri,t − rt )2 ,



i =1



2 √ σϵ TN



Ct =



N



∑ (λi − λ)(ri,t − rt ).



i =1



Therefore, since ∆At = 0, we obtain ∆Ut = ∆Bt + ∆Ct .



(A2)



suggesting that θˆ can be rewritten as 1 θˆ = T



T



T



T



t =2



t =2



t =2



∑ ∆Vt = σϵ2 ∑ ∆Ut = σϵ2 ∑ (∆Bt + ∆Ct ).



(A3)



√ In the proof we begin by considering the asymptotic distribution of N∆Ut , which is √ then used to obtain the corresponding distribution of ∑tT=2 N∆Ut . The required result for √ N θˆ is implied by this. Consider Bt , which we can write as Bt = ∑ N r2 /N − r2t , suggesting i =1 i,t



∆Bt =



1 N



N



∑ ∆ri,t2 − ∆r2t ,



i =1



2 2 = r2 − r2 2 where ∆ri,t i,t i,t−1 with a similar definition of ∆r t . Expressions like (ri,t − ri,t−1 ) are



henceforth written as (∆ri,t )2 . Since ui,0 = 0, we have ri,t =



1 1 √ ui,t = √ σϵ T σϵ T



t



∑ αit−s ϵi,s .



s =1
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By using this, the fact that ϵi,t is serially uncorrelated, αi = exp(ci /N η ) and Taylor expansion p of the type exp( x ) = ∑∞ p=0 x /p!, we obtain, for t ≥ s, t



1 σϵ2 T



E(ri,t ri,s ) =



1 T



=



1 T



=



s



∑



t+s−k− j



∑ E ( αi



E(ϵi,k ϵi,j |ci )) =



k =1 j =1



s



∑



E(αit+s−2k )



k =1 ∞



s



∑∑



p =0 k =1



1 = T



s



∑E



k =1 p (t + s − 2k) µ p p!N η p



[



( exp



1 σϵ2 T



s



2 |ci )) ∑ E(αit+s−2k E(ϵi,k



k =1



ci (t + s − 2k) Nη



)]



= ρr,NT (s, t),



where 1 T



ρr,NT (s, t) =



∞



s



∑ ∑ ω p,T (t, s, k, k)ϕNT µ p , p



p =0 k =1



(t + s − k − m) p , p!T p



ω p,T (t, s, k, m) =



with ϕNT = ( T/N η ) p . Note that from T = N γ , we have ϕNT = N p(γ−η ) . Since γ ≤ η, it is p



p



p



clear that ϕNT < ∞ for all p ≥ 0. Let us further define ∆ρr,NT (t) = ρr,NT (t, t) − ρr,NT (t − 1, t − 1)



= = =



∞ t −1



1 T



p =0 k =1



1 T



∑∑



p =0 k =1



1 T



2 p ( t − 1) p p ϕNT µ p . p!T p p =0



∑ ∑ [ω p,T (t, t, k, k) − ω p,T (t − 1, t − 1, k, k)]ϕNT µ p ∞ t −1



p



2p p [(t − k) p − (t − 1 − k) p ]ϕNT µ p p p!T



∞



∑



Making use of these definitions, we obtain 2 2 E(∆ri,t ) = E[ E(∆ri,t |ci )] = ∆ρr,NT (t).



But we also have, by the cross-section independence of ϵi,t , E(∆r2t ) =



1 N2



N



N



∑ ∑ E[(ri,t r j,t − ri,t−1 r j,t−1 )] =



i =1 j =1



1 N2



N



∑ E(ri,t2 − ri,t2 −1 ) =



i =1



1 ∆ρr,NT (t). N



which in turn implies E(∆Bt ) =



1 N



N



∑ E(∆ri,t2 ) − E(∆r2t ) =



i =1



( N − 1) ∆ρr,NT (t) = µ∆B,NT (t). N



Let bt = ∆Bt − µ∆B,NT (t). 21



(A4)



√



The above results imply that



Nbt is (exactly) mean zero, and, by a central limit theorem,



asymptotically normal. As for the variance, making use of (A4), NE(bt2 ) = NE[(∆Bt − µ∆B,NT (t))2 ]



= NE[(∆Bt )2 ] − 2NE(∆Bt µ∆B,NT (t)) + Nµ∆B,NT (t)2 = NE[(∆Bt )2 ] − Nµ∆B,NT (t)2 , where



(A5)



)2  1 2 NE[(∆Bt )2 ] = NE  ∆ri,t − ∆r2t  N i∑ =1 (



=



1 N



N



∑



N



N



∑ E(∆ri,t2 ∆r2j,t ) −



i =1 j =1



2 N



N



1



∑ E(∆ri,t2 N∆r2t ) + N E[( N∆r2t )2 ].



(A6)



i =1



2 Consider the second term. Clearly, unless k = j, E(ri,t − a rk,t−b r j,t−b ) = 0 for all combinations



of a, b ∈ {0, 1}. Hence, 2 E(∆ri,t N∆r2t ) =



= = = +



N



N



1 N



k =1 j =1



1 N



2 2 − rk,t ∑ E[(ri,t2 − ri,t2 −1 )(rk,t −1 )]



1 N



∑ ∑ E[(ri,t2 − ri,t2 −1 )(rk,t r j,t − rk,t−1 r j,t−1 )] N



k =1 N



2 2 2 2 2 2 2 − ri,t rk,t−1 − ri,t ∑ E(ri,t2 rk,t −1 rk,t + ri,t−1 rk,t−1 )



k =1



1 4 2 2 4 E(ri,t − 2ri,t ri,t−1 + ri,t −1 ) N 1 N 2 2 2 2 2 2 2 2 E(ri,t rk,t − ri,t rk,t−1 − ri,t −1 rk,t + ri,t−1 rk,t−1 ). N k∑ ̸ =i
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2 r 2 ) for t ≥ s. By direct insertion and calculation, Consider E(ri,t i,s 2 2 E(ri,t ri,s |ci )



1 4 σϵ T 2



=



1 σϵ4 T 2



=



2 4 σϵ T 2



+



1 T2



=



1 T2



=



t



t



s



s



2(t+s)−k − j−m−n



∑ ∑ ∑ ∑ αi



E(ϵi,k ϵi,j ϵi,m ϵi,n )



k =1 j =1 m =1 n =1 t



s



2( t + s − k − m )



∑∑



k =1 m =1 s s



αi



2 2 E(ϵi,k ) E(ϵi,m )



2( t + s − m − n )



∑ ∑ αi



2 2 E(ϵi,m ) E(ϵi,n )+



m =1 n =1



s



(



t



∑ ∑



m =1 ∞



k =1



s



2( t + s − k − m ) αi



(



s



+2



∑



n =1



1 4 σϵ T 2



2( t + s − m − n ) αi



s



∑ αi



2(t+s)−4n



n =1



4 E(ϵi,n )



)



2(t+s−2m) + κ ϵ αi



)



t



s



k =1



n =1



∑ ∑ 2 p ∑ ω p,T (t, s, k, m) + 2 ∑ ω p,T (t, s, n, m) + κϵ ω p,T (t, s, m, m)



p =0 m =1



p



ϕNT µ p



= ρr2 ,NT (s, t). Thus, defining ρ∆r2 ,NT (t, t) = ρr2 ,NT (t, t) − 2ρr2 ,NT (t − 1, t) + ρr2 ,NT (t − 1, t − 1), we can show that 2 E(∆ri,t N∆r2t ) 1 4 2 2 4 = E(ri,t − 2ri,t ri,t−1 + ri,t −1 ) N 1 N 2 2 2 2 2 2 2 2 + [ E(ri,t ) E(rk,t ) − E(ri,t ) E(rk,t −1 ) − E (ri,t−1 ) E (rk,t ) + E (ri,t−1 ) E (rk,t−1 )] N k∑ ̸ =i



= + =



1 ρ 2 (t, t) N ∆r ,NT ( N − 1) [ρr,NT (t, t)2 − 2ρr,NT (t, t)ρr,NT (t − 1, t − 1) + ρr,NT (t − 1, t − 1)2 ] N 1 ( N − 1) ρ∆r2 ,NT (t, t) + (∆ρr,NT (t))2 , N N



which in turn implies that the second term on the right-hand side of (A6) can be written as 1 N



N



∑ E(∆ri,t2 N∆r2t ) =



i =1



1 ( N − 1) ρ∆r2 ,NT (t, t) + (∆ρr,NT (t))2 . N N



Next, consider the first term in (A6). By symmetry, 1 N



N



N



∑ ∑ E(∆ri,t2 ∆r2j,t ) =



i =1 j =1



1 N



N



2



N i −1



∑ E[(∆ri,t2 )2 ] + N ∑ ∑ E(∆ri,t2 ∆r2j,t ),



i =1



i =2 j =1
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where 1 N



N



∑ E[(∆ri,t2 )2 ] =



i =1



1 N



N



∑ E(ri,t4 − 2ri,t2 ri,t2 −1 + ri,t4 −1 ) = ρ∆r ,NT (t, t), 2



i =1



and, since ∑iN=2 (i − 1) = ∑iN=−1 1 i = N ( N − 1)/2, we also have 1 N



N i −1



∑ ∑ E(∆ri,t2 ∆r2j,t ) =



i =2 j =1



1 N



N i −1



∑ ∑ E(∆ri,t2 )E(∆r2j,t ) =



i =2 j =1



( N − 1) (∆ρr,NT (t))2 , 2



which in turn implies 1 N



N



N



∑ ∑ E(∆ri,t2 ∆r2j,t ) = ρ∆r ,NT (t, t) + ( N − 1)(∆ρr,NT (t))2 . 2



i =1 j =1



2 N∆r2 ) /N = E [( N∆r 2 )2 ], which we can use together with the above Moreover, ∑iN=1 E(∆ri,t t t



results to show that NE[(∆Bt ) ] = 2



=



) 1 2 + 2 [ρ∆r2 ,NT (t, t) + ( N − 1)(∆ρr,NT (t))2 ] 1− N N 2 ( N − 1) [ρ∆r2 ,NT (t, t) + ( N − 1)(∆ρr,NT (t))2 ], N2



(



which in turn implies that (A5) can be written in the following way: NE(bt2 ) = NE[(∆Bt )2 ] − Nµ∆B,NT (t)2



( N − 1)2 ( N − 1)2 2 (∆ρr,NT (t))2 [ ρ ( t, t ) + ( N − 1 )( ∆ρ ( t )) ] − 2 r,NT ∆r ,NT N2 N ( N − 1)2 = [ρ∆r2 ,NT (t, t) − (∆ρr,NT (t))2 ]. (A7) N2 √ Note that, as with the mean, the above expression for the variance of Nbt holds exactly. =



Hence, by a central limit theorem, √ √ Nbt ∼ NE(bt2 ) N (0, 1)



(A8)



as N → ∞ with T ≥ 2 held fixed, or as N, T → ∞. Next, consider ∆Ct , which, in view of E[(λi − λ)(∆ri,t − ∆r t )] = 0, is clearly mean zero. As for the variance, we have, for t ≥ s, E(∆ri,t ∆ri,s ) = E[(ri,t − ri,t−1 )(ri,s − ri,s−1 )]



= ρr,NT (s, t) − ρr,NT (s − 1, t) − ρr,NT (s ∧ t − 1, s ∨ t − 1) + ρr,NT (s − 1, t − 1) = ρ∆r,NT (s, t),
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where ρ∆r,NT (s, t) is implicitly defined. This result, together with the fact that ∆r t = r t − r t−1 = ∑iN=1 (ri,t − ri,t−1 )/N = ∑iN=1 ∆ri,t /N, implies E[(∆ri,t − ∆r t )2 ] = E[(∆ri,t )2 ] − 2E(∆ri,t ∆r t ) + E[(∆r t )2 ]



= E[(∆ri,t )2 ] − = E[(∆ri,t )2 ] − (N



=



− 1)2 N2



2 N



N



∑ E(∆ri,t ∆r j,t ) +



j =1



1 2 E[(∆ri,t )2 ] + 2 N N



1 N2



N



N



∑ ∑ E(∆ri,t ∆r j,t )



i =1 j =1



N



∑ E[(∆ri,t )2 ]



i =1



ρ∆r,NT (t, t).



and so NTE[(∆Ct )2 ] =



= =



4 2 σϵ N 4



N



∑ E[(λi − λ)2 (∆ri,t − ∆rt )2 ]



i =1 N



∑ E[(λi − λ)2 ]E[(∆ri,t − ∆rt )2 ]



σϵ2 N i=1



4( N − 1)2 2 σλ,N ρ∆r,NT (t, t), σϵ2 N 2



(A9)



which holds regardless of what is being assumed regarding the randomness of λi . Consequently, via a central limit theorem,



√



NT∆Ct =



2 √



σϵ N



N



∑ (λi − λ)(∆ri,t − ∆rt ) ∼



√



NTE[(∆Ct )2 ] N (0, 1)



(A10)



i =1



as N → ∞ with T < ∞ or T → ∞. Consider next the covariance between



√



Nbt and



√



NT∆Ct . By using the independence



of λi and ϵi,t ,



√ N TE(∆Ct ∆Bt ) = =



2 σϵ N 2 σϵ N



N



N



∑ ∑ E[(λi − λ)(∆ri,t − ∆rt )(∆r2j,t − ∆r2t )]



i =1 j =1 N



N



∑ ∑ E(λi − λ)E(∆ri,t ∆r2j,t − ∆ri,t ∆r2t − ∆rt ∆r2j,t + ∆rt ∆r2t )



i =1 j =1



The first term on the right-hand side is 1 N



N



N



∑ ∑ E(λi − λ)E(∆ri,t ∆r2j,t ) =



i =1 j =1



1 N



N



∑ E(λi − λ)E(∆ri,t3 ).



i =1
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(A11)



3 ) /σ3 = γ < ∞. Then, Suppose that E(ϵi,t ϵ ϵ 3 E(ri,t | ci ) =



=



1 3 σϵ T 3/2 γϵ T 3/2



t



t



t



3t−k − j−n



∑ ∑ ∑ αi



k =1 j =1 n =1



t



3( t − k )



∑ αi



=



k =1



By using this and (αi − 1) = ∑∞ p =0 c i



γϵ T 3/2



p +1



3 E((αi − 1)3 ri,t −1 )



= = =



E(ϵi,k ϵi,j ϵi,n |ci ) =



γϵ T 3/2



∞



t



∑∑



k =1 p =0



1 3 σϵ T 3/2



t



3( t − k )



∑ αi



3 E(ϵi,k | ci )



k =1



p 3( t − k ) p c i . p!N η p



/( p + 1)!N η ( p+1) , we can show that



t −1 ∞



∞



∞



∞



∑∑∑∑∑



k =1 p =0 q =0 h =0 g =0



p + q + h + g +3



3( t − k ) p E ( c i p!(q + 1)!(h + 1)!( g



)



+ 1)!N η ( p+q+h+ g+3)



γϵ 1 t−1 ∞ ∞ ∞ ∞ 3(t − k) p ϕ p+q+h+ g+3,NT µ p+q+h+ g+3 ∑∑∑∑∑ T 7/2 T k=1 p=0 q=0 h=0 g=0 p!(q + 1)!(h + 1)!( g + 1)!T p+q+h+ g γϵ Mt − 1 , T 7/2



with an implicit definition of Mt−1 . Since ϕ p+q+h+ g+3,NT and µ p+q+h+ g+3 are bounded, we have Mt−1 < ∞ for T < ∞. If T → ∞, then Mt − 1 =



1 T



t −1 ∞



3( t − k ) p ϕ p+3,NT µ p+3 + o (1) = O(ϕ3,NT ), p!T p k =1 p =0



∑∑



which is o (1) if η > 0 and O(1) if η = 0. Hence, Mt−1 < ∞ also if T → ∞. Making use of √ 2 2 2 this, ∆ri,t = (αi − 1)ri,t−1 + ϵi,t /σϵ T, E(ri,t −1 ϵi,t ) = E (ri,t−1 ) E ( ϵi,t ) = 0 and E (ri,t−1 ϵi,t ) = 2 ) = 0, we can show that E(ri,t−1 ) E(ϵi,t [( 3 E(∆ri,t ) =



= + = =



)3 ] 1 (αi − 1)ri,t−1 + √ ϵi,t E σϵ T 3 3 3 2 2 √ E((αi − 1)2 ri,t E((αi − 1)3 ri,t −1 ϵi,t ) + 2 E (( αi − 1)ri,t−1 ϵi,t ) −1 ) + σ T σϵ T ϵ 1 3 E(ϵi,t ) σϵ3 T 3/2 1 3 3 E((αi − 1)3 ri,t −1 ) + 3 3/2 E ( ϵi,t ) σϵ T ( ) 1 γϵ Mt −1 + 1 T 3/2 T 2



Thus, since ∑iN=1 E(λi − λ) = 0 regardless of whether λi is random or not, 1 N



N



∑



N



∑ E(λi − λ)E(∆ri,t ∆r2j,t ) =



i =1 j =1



=



1 N



N



∑ E(λi − λ)E(∆ri,t3 )



i =1
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(



1 Mt −1 + 1 T2



)



2 σϵ N



N



∑ E(λi − λ) = 0.



i =1



By using the same steps it is possible to show that the remaining terms in (A11) are zero too, and therefore √ N TE(∆Ct ∆Bt ) = 0. (A12) √ √ It follows that Nbt and NT∆Ct are uncorrelated, and thus independent by normality. Of √ √ √ √ course, if Nbt and NT∆Ct are independent, then so are Nbt and N∆Ct . This is what we use in the below. Let ut = ∆Ut − µ∆B,NT (t). From (A2), ut = ∆Bt − µ∆B,NT (t) + ∆Ct = bt + ∆Ct , and by further use of (A8), (A10) and (A12), √



Nut =



√



Nbt +



√



N∆Ct ∼



√ NE(u2t ) N (0, 1)



(A13)



as N → ∞ with T < ∞ or as N, T → ∞, where NE(u2t ) = NE(bt2 ) + NE[(∆Ct )2 ] ( ) 4 2 ( N − 1)2 2 ρ ( t, t ) − ( ∆ρ ( t )) + = σ ρ ( t, t ) . r,NT ∆r,NT ∆r2 ,NT N2 σϵ2 T λ,N √ Since Nut is mean zero and asymptotically normal, T



ST =



∑



√



(A14)



Nut



t =2



is mean zero and normal too. The variance of this sum is given by E(S2T ) =



T



T t −1



t =2



t =3 s =2



∑ NE(u2t ) + 2 ∑ ∑ NE(ut us ).



(A15)



We already have NE(u2t ). Consider NE(ut us ) for t > s, which can be written out in the following way: NE(ut us ) = NE(bt bs + bt ∆Cs + ∆Ct bs + ∆Ct ∆Cs ).



(A16)



There are four terms to consider. The two in the middle are zero, as can be shown by following the same steps leading up to (A12). As for the remaining terms, by analogy to (A7) and (A9), NE(bt bs ) = NE(∆Bt ∆Bs )2 − Nµ∆B,NT (t)µ∆B,NT (s)



( N − 1)2 [ρ∆r2 ,NT (s, t) − ∆ρr,NT (t)∆ρr,NT (s)], N2 4( N − 1)2 2 NE(∆Ct ∆Cs ) = σ ρ∆r,NT (s, t), σϵ2 N 2 T λ,N =
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(A17) (A18)



where ρ∆r2 ,NT (s, t) = ρr2 ,NT (s, t) − ρr2 ,NT (s − 1, t) − ρr2 ,NT (s ∧ t − 1, s ∨ t − 1) + ρr2 ,NT (s − 1, t − 1). Thus, by adding the terms, ( ) 4 2 ( N − 1)2 ρ∆r2 ,NT (s, t) − ∆ρr,NT (t)∆ρr,NT (s) + 2 σλ,N ρ∆r,NT (s, t) . NE(ut us ) = N2 σϵ T



(A19)



The variance of ST is therefore given by (A15) with NE(u2t ) and NE(ut us ) given in (A14) and (A19), respectively. Hence, by a central limit theorem, √ ST ∼ E(S2T ) N (0, 1)



(A20)



as N → ∞ with T < ∞, or T → ∞. In what remains we simplify the expression for E(S2T ), and in so doing we are going to use a, b, c and d to denote arbitrary constants, and (t, s, k, m) ∈ [1, T ]. The way that NE(ut us ) enters (A15) suggests that all approximation errors should be at most o (1/T 2 ) (such that the approximation error coming from the double sum is o (1)). In what follows we provide approximations that are accurate up to an O(ϕNT µ1 /T 2 ) remainder, which is o (1/T 2 ) provided that η > 0. It is therefore convenient to introduce p



δp,NT =



ϕNT µ p . T2



We start with the expression for NE(u2t ). Note that by Taylor expansion of the type [t p − (t − a) p ]/T p = p(t/T ) p−1 a/T + O(1/T 2 ), 1 p( a + b + c + d)ω p−1,T (t, s, k, m) T( ) 1 + O (A21) T2



ω p,T (t, s, k, m) − ω p,T (t − a, s − b, k − c, m − d) =



with an obvious definition of ω p−1,T (t, s, k, m). In what follows we are going to make frequent use of this result. Indeed, it follows from (A21) and ω0,T (t, s, k, m) = 1 that ρr,NT (s, t) − ρr,NT (s − 1, t − 1) ( ) s s −1 1 ∞ p = ∑ ω p,T (t, s, k, k) − ∑ ω p,T (t − 1, s − 1, k, k) ϕNT µ p T p∑ =0 k =1 k =1



= = =



∞ s −1



1 T



∞



1 T



p =0 k =1



1 T



∑ ∑ [ω p,T (t, s, k, k) − ω p,T (t − 1, s − 1, k, k)]ϕNT µ p + T ∑ ω p,T (t, s, s, s)ϕNT µ p



∑



∑ [ω p,T (t, s, k, k) − ω p,T (t − 1, s − 1, k, k)]ϕNT µ p + p



∞ s −1



p



1



∞ s −1



∑∑



p =1 k =1



p



pω p−1,T (t, s, k, k)ϕNT µ p +



1 T
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∞



∞



∑ ω p,T (t, s, s, s)ϕNT µ p + O(δ1,NT ).



p =0



p



p



p =0



p =0



p =1 k =1



2 T2



∑ ω p,T (t, s, s, s)ϕNT µ p p



Let us now set s = t. Since ω0,T ( a, a, a, a) = 1 and ω p,T ( a, a, a, a) = 0 of all p ≥ 1, 1 T



∞



∑ ω p,T (t, t, t, t)ϕNT µ p = p



p =0



1 , T



giving ∆ρr,NT (t) = ρr,NT (t, t) − ρr,NT (t − 1, t − 1) ∞ t −1



=



2 1 + 2 T T



=



1 + O( Tδ1,NT ). T



∑ ∑ pω p−1,T (t, t, k, k)ϕNT µ p + O(δ1,NT ) p



p =1 k =1



(A22)



Consider ρ∆r,NT (s, t), Similar to (A22) above, ρr,NT (s, t) − ρr,NT (s, t − 1) =



=



1 T



∞



s



∑ ∑ [ω p,T (t, s, k, k) − ω p,T (t − 1, s, k, k)]ϕNT µ p p



p =0 k =1



1 T2



∞



s



∑ ∑ pω p−1,T (t, s, k, k)ϕNT µ p + O(δ1,NT ) p



p =1 k =1



and ρr,NT (s, t) − ρr,NT (s − 1, t)



= =



1 T



∞ s −1



∑



∑ [ω p,T (t, s, k, k) − ω p,T (t, s − 1, k, k)]ϕNT µ p + p



p =0 k =1



1 T2



∞ s −1



1



1 T



∞



∑ ω p,T (t, s, s, s)ϕNT µ p p



p =0



∞



∑ ∑ pω p−1,T (t, s, k, k)ϕNT µ p + T ∑ ω p,T (t, s, s, s)ϕNT µ p + O(δ1,NT ). p



p



p =0



p =1 k =1



It follows that, by further use of ω0,T ( a, a, a, a) = 1 and ω p,T ( a, a, a, a) = 0 for p ≥ 1, ρ∆r,NT (t, t) = ρr,NT (t, t) − 2ρr,NT (t − 1, t) + ρr,NT (t − 1, t − 1)



= ρr,NT (t, t) − ρr,NT (t − 1, t) − [ρr,NT (t − 1, t) − ρr,NT (t − 1, t − 1)] = + = =



1 T2 1 T



∞ t −1



∑ ∑ p[ω p−1,T (t, t, k, k) − ω p−1,T (t, t − 1, k, k)]ϕNT µ p p



p =1 k =1 ∞



∑ ω p,T (t, t, t, t)ϕNT µ p + O(δ1,NT ) p



p =0



1 T3



∞ t −1



1



∑ ∑ p( p − 1)ω p−2,T (t, t, k, k)ϕNT µ p + T + O(δ1,NT ) p



p =2 k =1



1 + O(δ1,NT ), T



(A23)
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where the O(δ1,NT ) remainder includes a dependence also on δ2,NT . Similarly, ρ∆r,NT (t − 1, t)



= ρr,NT (t − 1, t) − ρr,NT (t − 2, t) − ρr,NT (t − 1, t − 1) + ρr,NT (t − 2, t − 1) = ρr,NT (t − 1, t) − ρr,NT (t − 1, t − 1) − [ρr,NT (t − 2, t) − ρr,NT (t − 2, t − 1)] ( ) t −1 t −2 1 ∞ p = p ∑ ω p−1,T (t, t − 1, k, k) − ∑ ω p−1,T (t, t − 2, k, k) ϕNT µ p + O(δ1,NT ) T 2 p∑ =1 k =1 k =1 = + =



∞ t −2



1 T2



p =1 k =1



1 T2



∑ pω p−1,T (t, t − 1, t − 1, t − 1)ϕNT µ p + O(δ1,NT )



1 T3



∑ ∑ p[ω p−1,T (t, t − 1, k, k) − ω p−1,T (t, t − 2, k, k)]ϕNT µ p p



∞



p



p =1



∞ t −2



∑ ∑ p( p − 1)ω p−2,T (t, t − 1, k, k)ϕNT µ p + O(δ1,NT ) = O(δ1,NT ), p



(A24)



p =2 k =1



with ρ∆r,NT (s, t) for s < t − 1 being of the same order as ρ∆r,NT (t − 1, t). Hence, by direct substitution of (A22) and (A23) into (A19), and noting that O(1/NT 2 ) < O(δ1,NT ), ( ) ( N − 1)2 4 2 2 2 NE(ut ) = ρ∆r2 ,NT (t, t) − (∆ρr,NT (t)) + 2 σλ,N ρ∆r,NT (t, t) N2 σϵ T [ ] ) ( 2 ( N − 1)2 1 4σλ,N = −1 ρ∆r2 ,NT (t, t) + 2 + O(δ1,NT ) N2 T σϵ2 and, for t > s,



( N − 1)2 NE(ut us ) = N2



(



1 ρ∆r2 ,NT (s, t) − 2 T



(A25)



)



+ O(δ1,NT ).



(A26)



Next, consider ρ∆r2 ,NT (s, t). By adding and subtracting terms, ρr2 ,NT (s, t) − ρr2 ,NT (s − 1, t) = R1,NT (s, t) + R2,NT (s, t) + R3,NT (s, t), where R1,NT (s, t) =



1 T2



∞ s −1



(



t



∑ ∑ 2 p ∑ [ω p,T (t, s, k, m) − ω p,T (t, s − 1, k, m)]



p =0 m =1



k =1



s −1



+ 2 ∑ [ω p,T (t, s, k, m) − ω p,T (t, s − 1, k, m)] k =1



) p



+ κϵ [ω p,T (t, s, m, m) − ω p,T (t, s − 1, m, m)] ϕNT µ p R2,NT (s, t) = R3,NT (s, t) =



1 T2 2 T2



∞



(



t



s



k =1



k =1



∑ 2 p ∑ ω p,T (t, s, k, s) + 2 ∑ ω p,T (t, s, k, s) + κϵ ω p,T (t, s, s, s)



p =0



∞ s −1



∑ ∑ 2 p ω p,T (t, s, m, s)ϕNT µ p . p



p =0 m =1
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) p



ϕNT µ p ,



By using (A21), the first term on the right-hand side of the equation that defines R1,NT (s, t) can be written 1 T2



∞ s −1



t



∑ ∑ ∑ 2 p [ω p,T (t, s, k, m) − ω p,T (t, s − 1, k, m)]ϕNT µ p p



p =0 m =1 k =1



=



1 T3



∞ s −1



t



∑ ∑ ∑ 2 p pω p−1,T (t, s, k, m)ϕNT µ p + O(δ1,NT ), p



p =1 m =1 k =1



with a similar representation holding for the second term on the right-hand side of the same equation. The third term is O(δ1,NT ). Hence, ( ) t s −1 1 ∞ s −1 p p R1,NT (s, t) = ∑ 2 p ∑ ω p−1,T (t, s, k, m) + 2 ∑ ω p−1,T (t, s, k, m) ϕNT µ p T 3 p∑ =1 m =1 k =1 k =1



+ O(δ1,NT ). We also have ρr2 ,NT (s, t) − ρr2 ,NT (s, t − 1) = R4,NT (s, t) + R5,NT (s, t), where R4,NT (s, t) =



∞



1 T2



s



∑ ∑



( 2p



p =0 m =1



t −1



∑ [ω p,T (t, s, k, m) − ω p,T (t − 1, s, k, m)]



k =1



s



+ 2



∑ [ω p,T (t, s, m, n) − ω p,T (t − 1, s, m, n)]



n =1



) p



+ κϵ [ω p,T (t, s, m, m) − ω p,T (t − 1, s, m, m)] ϕNT µ p , R5,NT (s, t) =



1 T2



∞



s



∑ ∑ 2 p ω p,T (t, s, t, m)ϕNT µ p . p



p =0 m =1



By using the same trick as above, R4NT (s, t) =



1 T3



∞



s



(



t −1



s



k =1



n =1



∑ ∑ 2 p p ∑ ω p−1,T (t, s, k, m) + 2 ∑ ω p−1,T (t, s, m, n)



p =1 m =1



+ O(δ1,NT ),
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) p



ϕNT µ p



and therefore R1,NT (t, t) − R4,NT (t − 1, t)



= + = +



3 T3



∞ t −1 t −1



∑ ∑ ∑ 2 p p[ω p−1,T (t, t, k, m) − ω p−1,T (t, t − 1, k, m)]ϕNT µ p p



p =1 m =1 k =1 ∞ t −1



1 T3



p =1 m =1



3 T4



∑ ∑ ∑ 2 p p( p − 1)ω p−2,T (t, t, k, m)ϕNT µ p



1 T3



∑ ∑ 2 p pω p−1,T (t, t, t, m)ϕNT µ p + O(δ1,NT ) p



∞ t −1 t −1



p



p =2 m =1 k =1 ∞ t −1



∑ ∑2



p



p =1 m =1



p pω p−1,T (t, t, t, m)ϕNT µ p



(



+ O(δ1,NT ) + O



δ2,NT T



)



= O(δ1,NT ).



Similarly, R2,NT (t, t) + R3,NT (t, t) − R5,NT (t − 1, t) ( ) t 1 ∞ p p 2 3 ∑ ω p,T (t, t, k, t) + κϵ ω p,T (t, t, t, t) ϕNT µ p = ∑ 2 T p =0 k =1



+ = + − =



2 T2



∞ t −1



∑ ∑



p =0 m =1 ∞



p



2 p ω p,T (t, t, m, t)ϕNT µ p −



(



p =0



1 T2



∑ ∑ 2 p ω p,T (t, t, m, t)ϕNT µ p



1 T2 1 T2



∞ t −1



∑ ∑ 2 p ω p,T (t, t − 1, t, m)ϕNT µ p



p =0 m =1



t



1 T2



∑2



1 T2



p



)



3 ∑ ω p,T (t, t, k, t) + κϵ ω p,T (t, t, t, t)



p



p



ϕNT µ p



k =1



∞ t −1



p



p =0 m =1 ∞ t −1



∑ ∑ 2 p [ω p,T (t, t, t, m) − ω p,T (t, t − 1, t, m)]ϕNT µ p p



p =0 m =1 ∞



∑2



(



p



p =0



)



t



4 ∑ ω p,T (t, t, k, t) + (κϵ − 1)ω p,T (t, t, t, t)



p



ϕNT µ p + O(δ1,NT ).



k =1



where the last equality holds, because 1 T2



∞ t −1



∑ ∑ 2 p [ω p,T (t, t, t, m) − ω p,T (t, t − 1, t, m)]ϕNT µ p p



p =0 m =1



=



1 T3



∞ t −1



∑ ∑2



p =1 m =1



p



p pω p−1,T (t, t, t, m)ϕNT µ p
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(



+O



δ1,NT T



)



= O(δ1,NT ).



The above results imply that ρ∆r2 ,NT (t, t) can be written in as ρ∆r2 ,NT (t, t) = ρr2 ,NT (t, t) − ρr2 ,NT (t − 1, t) − [ρr2 ,NT (t − 1, t) − ρr2 ,NT (t − 1, t − 1)]



= [ R1,NT (t, t) − R4,NT (t − 1, t)] + R2,NT (t, t) + R3,NT (t, t) − R5,NT (t − 1, t) ( ) t 1 ∞ p p = 2 4 ∑ ω p,T (t, t, k, t) + (κϵ − 1)ω p,T (t, t, t, t) ϕNT µ p + O(δ1,NT ), ∑ 2 T p =0 k =1 where first term on the right-hand side is O(1/T ). Substitution into (A25) therefore yields [ ( ) t ( N − 1)2 1 ∞ p p 2 NE(ut ) = 2 4 ∑ ω p,T (t, t, k, t) + (κϵ − 1)ω p,T (t, t, t, t) ϕNT µ p N2 T 2 p∑ =0 k =1 ( 2 )] 1 4σλ,N + + O(δ1,NT ), (A27) −1 T2 σϵ2 which in turn implies T



∑ NE(u2t )



t =2



[ ( ) t ( N − 1)2 1 ∞ T p p ∑ 2 4 ∑ ω p,T (t, t, k, t) + (κϵ − 1)ω p,T (t, t, t, t) ϕNT µ p N2 T 2 p∑ =0 t =2 k =1 ( 2 )] ( T − 1) 4σλ,N −1 + O( Tδ1,NT ), T2 σϵ2



= +



From ∑tT=2 t = ∑tT=1 t − 1 = [ T ( T + 1) − 2]/2, 1 T2



∞



T



t



∑ ∑ ∑ 2 p ω p,T (t, t, k, t)ϕNT µ p p



p =0 t =2 k =1



=



1 T2



T



∑t+



t =2



1 T2



∞



T



t



∑ ∑ ∑ 2 p ω p,T (t, t, k, t)ϕNT µ p = p



p =1 t =2 k =1



T ( T + 1) − 2 + O( T 2 δ1,NT ), 2T 2



and, since ω0,T ( a, a, a, a) = 1 and ω p,T ( a, a, a, a) = 0 of all p ≥ 1, we can further show that p ∑∞ p=0 2 ω p,T ( t, t, t, t ) = 1. We therefore arrive at the following: [ ( 2 )] ( ) T 2 2T ( T + 1) − 4 4σ ( N − 1 ) ( T − 1 ) 1 λ,N 2 + + κϵ − 1 +O ∑ NE(ut ) = 2 2 2 2 N T T σϵ N t =2



+ O( T 2 δ1,NT ). =



( 2 ) 2( T 2 − 1) ( T − 1) 4σλ,N + + (κϵ − 3) + O( T 2 δ1,NT ), T2 T2 σϵ2



where the last equality presumes O(1/N ) < O( T 2 δ1,NT ).
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(A28)



It remains to consider NE(ut us ) for t > s, which requires evaluation of ρ∆r2 ,NT (s, t) for all t > s. We begin with ρ∆r2 ,NT (t − 1, t). Note that R4,NT (t − 1, t) − R4,NT (t − 2, t) ) ( t −1 t −1 1 ∞ t −1 p p = ∑ 2 p ∑ ω p−1,T (t, t − 1, k, m) + 2 ∑ ω p−1,T (t, t − 1, m, n) ϕNT µ p T 3 p∑ n =1 =1 m =1 k =1 ( ) t −1 t −2 1 ∞ t −2 p p − 2 p ∑ ω p−1,T (t, t − 2, k, m) + 2 ∑ ω p−1,T (t, t − 2, m, n) ϕNT µ p ∑ ∑ 3 T p =1 m =1 n =1 k =1



+ O(δ1,NT ) =



1 T3



(



∞ t −2



∑ ∑2



p



p



p =1 m =1



t −1



∑ [ω p−1,T (t, t − 1, k, m) − ω p−1,T (t, t − 2, k, m)]



k =1



)



t −2



+ 2



∑ [ω p−1,T (t, t − 1, m, n) − ω p−1,T (t, t − 2, m, n)]



n =1



+ +



1 T3 2 T3



∞



(



t −1



t −1



k =1



n =1



p



ϕNT µ p )



∑ 2 p p ∑ ω p−1,T (t, t − 1, k, t − 1) + 2 ∑ ω p−1,T (t, t − 1, t − 1, n)



p =1



∞ t −2



p



ϕNT µ p



∑ ∑ 2 p pω p−1,T (t, t − 1, m, t − 1)ϕNT µ p + O(δ1,NT ), p



p =1 m =1



where the second and third terms are clearly O(δ1,NT ), and by using (A21), the first is O(δ2,NT ). Thus, R4,NT (t − 1, t) − R4,NT (t − 2, t) = O(δ1,NT ). Another application of (A21), ω0,T ( a, b, a, b) = 1 and ω p,T ( a, b, a, b) = 0 for p ≥ 1, yield R5,NT (t − 1, t) − R5,NT (t − 2, t) 1 ∞ p p = 2 ω p,T (t, t − 1, t, t − 1)ϕNT µ p T 2 p∑ =0 ∞ t −2



+



1 T2



=



1 + O(δ1,NT ). T2



∑ ∑ 2 p [ω p,T (t, t − 1, t, m) − ω p,T (t, t − 2, t, m)]ϕNT µ p p



p =0 m =1
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These results, together with [ρr2 ,NT (s, t) − ρr2 ,NT (s, t − 1)] = R4,NT (s, t) + R5,NT (s, t), imply ρ∆r2 ,NT (t − 1, t)



= ρr2 ,NT (t − 1, t) − ρr2 ,NT (t − 1, t − 1) − [ρr2 ,NT (t − 2, t) − ρr2 ,NT (t − 2, t − 1)] = R4,NT (t − 1, t) + R5,NT (t − 1, t) − [ R4,NT (t − 2, t) + R5,NT (t − 2, t)] = R4,NT (t − 1, t) − R4,NT (t − 2, t) + R5,NT (t − 1, t) − R5,NT (t − 2, t) 1 + O(δ1,NT ), = T2 and therefore



( N − 1)2 NE(ut ut−1 ) = N2



(



1 ρ∆r2 ,NT (t − 1, t) − 2 T



)



+ O(δ1,NT ) + O(δ2,NT ) = O(δ1,NT ).



which is true also for s < t − 1. Hence, NE(ut us ) = O(δ1,NT ),



(A29)



for all t > s, which we can use to show that T t −1



∑ ∑ NE(ut us ) = O(T2 δ1,NT ).



(A30)



t =3 s =2



Insertion of (A28) and (A30) into (A15) gives E(S2T ) =



T



T t −1



t =2



t =3 s =2



∑ NE(u2t ) + 2 ∑ ∑ NE(ut us )



( 2 ) ( T − 1) 4σλ,N + + (κϵ − 3) + O( T 2 δ1,NT ) = T2 T2 σϵ2 ( ) 2( T 2 − 1) ( T − 1) 4σλ2 = + + (κϵ − 3) + O( T 2 δ1,NT ), T2 T2 σϵ2 2( T 2



− 1)



(A31)



2 where the last equality holds because σλ,N = σλ2 + o p (1). The order of the remainder,



O( T 2 δ1,NT ) = O(ϕNT µ1 ), is not the sharpest possible; however, it will be enough for our purposes. From (A3), T



σϵ2 ∑



t =2



√



T



Nut = σϵ2 ∑



t =2



√



T



N∆Ut − σϵ2 ∑



√



Nµ∆B,NT (t) =



t =2



T



N θˆ ∼ σϵ2 ∑



√



T



N θˆ − σϵ2 ∑



t =2



2 suggesting that, with σθ,NT = E(S2T ),



√



√



Nµ∆B,NT (t) + σϵ2 σθ,NT N (0, 1),



t =2
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√



Nµ∆B,NT (t)



where, by the definitions of ∆ρr,NT (t) and µ∆B,NT (t), with µ p = (θ − 1)µ0,p for p ≥ 1 and µ0 = 1,



( N − 1) T ∑ ∆ρr,NT (t) N t =2



T



∑ µ∆B,NT (t) =



t =2



( T − 1) ( θ − 1) T ∞ 2 p ( t − 1) p p + ∑ ∑ p!T p ϕNT µ0,p + O T T t =2 p =1



=



(



1 N



) .



√ Insertion into the expression for N θˆ and then rearranging gives ) ) ( ( T √ √ θˆ ( T − 1) ( T − 1) N − ∼ N ∑ µ∆B,NT (t) − + σθ,NT N (0, 1) σϵ2 T T t =2 √ N ( θ − 1) T ∞ 2 p ( t − 1) p p ∼ ∑ ∑ p!T p ϕNT µ0,p + σθ,NT N (0, 1). T t =2 p =1 



The required result now follows from the consistency of σˆ ϵ2 .



Proof of Theorem 2. The proof of Theorem 2 follows from manipulation of the proof of Theorem 1, and therefore only essential details will be given. Note first that, according to (A3), letting Ut = Vt /σϵ2 T, we have



√



N θˆ =



T



1 T



∑



√



T



N∆Vt = σϵ2 ∑



t =2



t =2



√



T



N∆Ut = σϵ2 ∑



√



N (∆Bt + ∆Ct ),



t =2



where Bt = Ct =



1 N



N



∑ (ri,t − rt )2 ,



i =1



2 √ σϵ TN



N



∑ (λi − λ)(ri,t − rt ).



i =1



As in the proof of Theorem 1, we start with ∆Bt , which can be written as ∆Bt =



1 N



N1



1



N



∑ ∆ri,t2 + N ∑



i =1



2 ∆ri,t − ∆r2t .



i = N1 +1 n(s−k)



By using standard results for Geometric series, if |αi | < 1, then, for any n, ∑sk=1 αi



=



1 nk ns n ∑sk− =0 αi = (1 − αi ) / (1 − αi ). Applying this to TE (ri,t ri,s | ci ) for t ≥ s and i ≥ N1 + 1, we



obtain TE(ri,t ri,s |ci ) =



s



∑



k =1



αit+s−2k = αit−s



s



∑



2( s − k )



αi



k =1
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=



αit−s (1 − α2s αit−s i ) = + o p (1) (1 − α2i ) (1 − α2i )



as t → ∞. This in turn implies ( ) ( ) ( ) αit−s 1 1 1 0 E(ri,t ri,s ) = E +o = ρr,NT (s, t) + o , 2 T T T (1 − α i ) with an implicit definition of ρ0r,NT (s, t), which is the value of ρr,NT (s, t) (see the proof of Theorem 1) conditional on |αi | < 1. This result is going to be used to some extent later √ ˆ Unfortunately, the approximation error is not small when we consider variance of N θ. enough for the mean. For now we therefore work with the exact expression, E(ri,t ri,s ) = 2 E[αit−s (1 − α2s i ) / (1 − αi )] /T. It follows that 2( t −1)



2 E(∆ri,t )



=



2 − ri,t −1 )



2 E(ri,t



) 1 2( t −1) 1 (α2t i − αi = αi . =− 2 T T (1 − α i )



2 ) = ∆ρ1 1 On the other hand, if αi = 1, then E(∆ri,t r,NT ( t ), where ∆ρr,NT ( t ) is ∆ρr,NT ( t ) (see the



proof of Theorem 1) with µ1,p in place of µ p . In particular, since in this case, µ1,p = 0 for all p ≥ 1, we have ∆ρ1r,NT (t) =



1 T



∞



2 p ( t − 1) p p 1 ϕNT µ1,p = , p p!T T p =0



∑



2 ), we get Let θ = N1 /N. By using this definition, and the above expressions for E(∆ri,t



E(∆r2t ) =



= =



1 N2



N



∑ E(∆ri,t2 )



i =1 N1



N θ 1 (1 − θ ) 1 2 2 E ( ∆r ) + E(∆ri,t ) ∑ i,t N N1 i∑ N N 0 i = N1 +1 =1 ( ) 2( t −1) α 1 θ∆ρ1r,NT (t) + (1 − θ ) i . N T



and therefore E(∆Bt )



(1 − θ ) N 2 E(∆ri,t ) − E(∆r2t ) ∑ N 0 i =1 i = N1 +1 ( ) 2( t −1) 2( t −1) α α 1 = θ∆ρ1r,NT (t) + (1 − θ ) i − θ∆ρ1r,NT (t) + (1 − θ ) i T N T ( ) 2( t −1) αi ( N − 1) 1 = θ∆ρr,NT (t) + (1 − θ ) . N T =



θ N1



N1



∑ E(∆ri,t2 ) +



Define b1,t = ∆Bt −



( N − 1) θ∆ρ1r,NT (t) = ∆Bt − θµ1∆B,NT (t), N 37



where µ1∆B,NT (t) = ( N − 1)∆ρ1r,NT (t)/N. Clearly, T



∑



√



T



∑



NE(b1,t ) =



t =2



√



t =2



N [ E(∆Bt ) − θµ1∆B,NT (t)]



√ =



N ( 1 − θ ) T 2( t −1) ∑ αi T t =2



( ) √ N (1 − θ ) T −1 2t N (1 − θ ) (α2i − α2T i ) = αi − 1 = ∑ T T (1 − α2i ) t =0 √ ( ) N (1 − θ ) = o , (A32) T √ which is o (1) provided that N, T → ∞ with N/T = o (1), or N → ∞ with T < ∞ and



√



θ = 1, suggesting that in this case the (mean) effect of using µ1∆B,NT (t) to approximate √ E(∆Bt ) is negligible. Hence, similarly to ∑tT=2 Nbt in the proof of Theorem 1, we can show √ that ∑tT=2 Nb1,t is asymptotically mean zero and normal. As for the variance, we need to reevaluate NE[(∆Bt )2 ]. According to (A6), NE[(∆Bt )2 ] =



1 N



N



∑



N



∑ E(∆ri,t2 ∆r2j,t ) −



i =1 j =1



2 N



N



1



∑ E(∆ri,t2 N∆r2t ) + N E[( N∆r2t )2 ].



i =1



2 N∆r 2 ) /N; the other terms are simpler. As in the derivations We show how to evaluate E(∆ri,t t



leading up to (A7), 1 N



N



∑ E(∆ri,t2 N∆r2t )



i =1



= +



1 N2 1 N2



N



∑ E(ri,t4 − 2ri,t2 ri,t2 −1 + ri,t4 −1 )



i =1 N N



2 2 2 2 2 2 2 ) − E(ri,t ) E(rk,t ∑ ∑ [E(ri,t2 )E(rk,t −1 ) − E (ri,t−1 ) E (rk,t ) + E (ri,t−1 ) E (rk,t−1 )].



i =1 k ̸ = i



Consider the first term on the right-hand side. By using the same arguments as in the proof
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of Theorem 1, for i ≥ N1 + 1, 2 2 T 2 E(ri,t ri,s |ci )



1 σϵ4



=



t



t



s



2( t + s − k − m )



k =1 m =1 t



∑



=



2(t+s)−k − j−m−n



E(ϵi,k ϵi,j ϵi,m ϵi,n )



k =1 j =1 m =1 n =1



∑∑



(



s



∑ ∑ ∑ ∑ αi



t



=



s



αi



)(



2( t − k )



αi



s



+2



s



∑ ∑



m =1 n =1 s



∑



2( t + s − m − n )



αi



2( s − m )



αi



2( t − s )



+ 2αi



s



∑ αi



2(t+s)−4n



n =1



(



)



+ κϵ s



∑



)2



2( s − m )



αi



2( t − s )



+ κ ϵ αi



m =1 m =1 2t 2s 2s 2 4s (1 − αi )(1 − αi ) 2( t − s ) (1 − α i ) 2( t − s ) (1 − α i ) + 2α + κ α ϵ i i (1 − α2i )2 (1 − α2i )2 (1 − α4i ) 2( t − s ) 2( t − s ) 2αi κ ϵ αi 1 + + + o p (1), (1 − α2i )2 (1 − α2i )2 (1 − α4i ) k =1



= =



s



4( s − n )



∑ αi



n =1



suggesting that 2 2 E(ri,t ri,s )



1 = 2E T



(



2( t − s )



2( t − s )



2αi κ ϵ αi 1 + + (1 − α2i )2 (1 − α2i )2 (1 − α4i )



)



(



+o



1 T2



)



(



= ρ0r2 ,NT (s, t) + o



1 T2



) ,



where ρ0r2 ,NT (s, t) is implicitly defined. Let us similarly use ρ1r2 ,NT (s, t) to denote the value of ρr2 ,NT (t, t) (see the proof of Theorem 1) with µ1,p in place of µ p . Then, 1 N2



N



∑ E(ri,t4 − 2ri,t2 ri,t2 −1 + ri,t4 −1 )



i =1



= =



N (1 − θ ) 1 4 2 2 4 E(ri,t − 2ri,t ri,t−1 + ri,t ∑ −1 ) N N 0 i =1 i = N1 +1 ( ) 1 (1 − θ ) 1 0 [θρ 2 (t, t) + (1 − θ )ρ∆r2 ,NT (t, t)] + o , N ∆r ,NT NT 2



θ 1 N N1



N1



∑ E(ri,t4 − 2ri,t2 ri,t2 −1 + ri,t4 −1 ) +



where ρ0∆r2 ,NT (t, t) = ρ0r2 ,NT (t, t) − 2ρ0r2 ,NT (t − 1, t) + ρ0r2 ,NT (t − 1, t − 1) ( ) κϵ (1 − α2i ) 2 2 = E , + T2 (1 − α2i ) (1 − α4i ) 2 N∆r 2 ) /N, with an analogous definition of ρ1∆r2 ,NT (t, t). As for the second term in ∑iN=1 E(∆ri,t t



the expectation within parentheses equals (∆ρ1r,NT (t))2 if i ≤ N1 , and (∆ρ0r,NT (t))2 (plus approximation error) if i ≥ N1 + 1. The number of terms with k ̸= i in these two cases are



( N1 − 1) and ( N0 − 1), respectively. The non-negligible part of the second term is therefore
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equal to 1 [ N1 ( N1 − 1)(∆ρ1r,NT (t))2 + N0 ( N0 − 1)(∆ρ0r,NT (t))2 ] N2 1 = [θ ( N1 − 1)(∆ρ1r,NT (t))2 + (1 − θ )( N0 − 1)(∆ρ0r,NT (t))2 ] N ( ) (1 − θ ) θ ( N1 − 1) 2 1 = (∆ρr,NT (t)) + o , N T2 suggesting that 1 N



θ 1 [ρ 2 (t, t) + ( N1 − 1)(∆ρ1r,NT (t))2 ] N ∆r ,NT ( ) (1 − θ ) 0 (1 − θ ) ρ∆r2 ,NT (t, t) + o , N T2



N



∑ E(∆ri,t2 N∆r2t )



=



i =1



+



and it is not difficult to show that 1 N



N



N



∑ ∑ E(∆ri,t2 ∆r2j,t )



i =1 j =1



= θ [ρ1∆r2 ,NT (t, t) + ( N1 − 1)(∆ρ1r,NT (t))2 ] (



+ 1 E[( N∆r2t )2 ] = N



+



(1 − θ )ρ0∆r2 ,NT (t, t) +



o



(1 − θ ) T2



) ,



θ 1 [ρ 2 (t, t) + ( N1 − 1)(∆ρ1r,NT (t))2 ] N 2 ∆r ,NT ( ) (1 − θ ) 0 (1 − θ ) ρ∆r2 ,NT (t, t) + o . N2 NT 2



Insertion into (A6) now yields



( N − 1)2 1 [ρ∆r2 ,NT (t, t) + ( N1 − 1)(∆ρ1r,NT (t))2 ] N2 ( ) ( N − 1)2 0 (1 − θ ) + (1 − θ ) ρ∆r2 ,NT (t, t) + o , N2 T2



NE[(∆Bt )2 ] = θ



(A33) (A34)



and from here we can use the same arguments used in obtaining (A7) to show that 2 NE(b1,t )



= NE[(∆Bt )2 ] − N (θµ1∆B,NT (t))2 ( N − 1)2 1 ( N − 1)2 0 1 2 [ ρ ( t, t ) + ( N − 1 )( ∆ρ ( t )) ] + ( 1 − θ ) ρ∆r2 ,NT (t, t) 2 1 r,NT ∆r ,NT N2 N2 ( ) ( N − 1)2 (1 − θ ) − (θ∆ρ1r,NT (t))2 + o N T2 ( N − 1)2 1 ( N − 1)2 0 1 2 = θ [ ρ ( t, t ) − ( ∆ρ ( t )) ] + ( 1 − θ ) ρ∆r2 ,NT (t, t) 2 r,NT ∆r ,NT 2 N2 ( N ) (1 − θ ) + o , (A35) T2 = θ
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where the first term on the right-hand side analogous to the expression provided in (A7) for NE(bt2 ). The corresponding expression for NE(b1,t b1,s ) for t > s can be obtained in the same way as in Theorem 1, and is given by



( N − 1)2 1 [ρ∆r2 ,NT (s, t) − ∆ρ1r,NT (s)∆ρ1r,NT (t)] N2 ( ) (1 − θ ) ( N − 1)2 0 ρ∆r2 ,NT (s, t) + o + (1 − θ ) . N2 T2



NE(b1,t b1,s ) = θ



(A36)



Let us now consider ∆Ct . For i ≥ N1 + 1,



( ) 1 − 1, t) + − 1, t − 1) + o T ( ) ( ) ( ) 1 2(1 − α i ) 1 1 0 E +o = ρ∆r,NT (t, t) + o . 2 T T T 1 − αi



ρ0r,NT (t, t) − 2ρ0r,NT (t



E[(∆ri,t ) ] = 2



=



ρ0r,NT (t



Hence, if we use ρ1∆r,NT (t, t) to denote ρ∆r,NT (t, t) (see the proof of Theorem 1) with µ p replaced by µ1,p , then, by following the same steps leading up to (A9), NTE[(∆Ct )2 ]



= = = =



4 2 σϵ N 4 2 σϵ N



N



∑ E[(λi − λ)2 ]E[(∆ri,t − ∆rt )2 ]



i =1



(



N1



N



i =1



i = N1 +1



∑ E[(λi − λ)2 ]E[(∆ri,t − ∆rt )2 ] + ∑



) E[(λi − λ)2 ] E[(∆ri,t − ∆r t )2 ]



− 1)2



4( N 2 2 ρ0 (t, t)] + o [θσλ,N ρ1 (t, t) + (1 − θ )σλ,N 0 ∆r,NT 1 ∆r,NT σϵ2 N 2 ( ) 2 4θσλ,N ( N − 1)2 1 (1 − θ ) 1 ρ∆r,NT (t, t) + o , σϵ2 N 2 T



(



(1 − θ ) T



)



2 2 with an obvious definitions of σλ,N and σλ,N . We therefore obtain 0 1



NE[(∆Ct ) ] = 2



2 4θσλ,N ( N − 1)2 1



σϵ2 N 2 T



( ρ1∆r,NT (t, t) +



o



(1 − θ ) T2



) ,



and it is not difficult to show that, in analogy to the proof of Theorem 1, ( ) 2 4θσλ,N ( N − 1)2 1 (1 − θ ) 1 ρ ( s, t ) + o . NE(∆Ct ∆Cs ) = ∆r,NT σϵ2 N 2 T T2



(A37)



(A38)



Consider T



S1,T =



∑



√



Nu1,t ,



t =2



where u1,t = ∆Ut − θµ1∆B,NT (t) = b1,t + ∆Ct . Analogous to (A20), we can show that √ 2 ) N (0, 1) S1,T ∼ E(S1,T 41



(A39)



which in view of (A32) requires N, T → ∞ with



√



N/T = o (1), or N → ∞ with T < ∞ and



θ = 1. The variance is given by 2 E(S1,T )=



where, because



T



T t −1



t =2



t =3 s =2



∑ NE(u21,t ) + 2 ∑ ∑ NE(u1,t u1,s ).



√



Nb1,t and



√



(A40)



N∆Cs are independent (details are omitted but available upon



request), NE(u1,t u1,s )



= NE(b1,t b1,s ) + NE(∆Ct ∆Cs ) ( ) ( N − 1)2 4 2 1 1 1 1 = θ ρ∆r2 ,NT (s, t) − ∆ρr,NT (t)∆ρr,NT (s) + 2 σλ,N1 ρ∆r,NT (s, t) N2 σϵ T ( ) 2 (1 − θ ) ( N − 1) 0 ρ∆r2 ,NT (s, t) + o . = (1 − θ ) N2 T2



(A41)



The first term on the right-hand is easy and is just the corresponding Theorem 1 expression 2 ) that is due to the first term with (see (A19)) with µ1,p in place of µ p . The part of E(S1,T



parentheses is therefore given by ( ) 2( T 2 − 1) ( T − 1) 4σλ2 + + (κϵ − 3) + O( T 2 δ1,NT ). T2 T2 σϵ2 The effect of the second term in (A41) requires more work. We have already shown that ( ) ) ( κϵ (1 − α2i ) 2 2 2 γi 0 ρ∆r2 ,NT (t, t) = 2 E + , = E T T2 (1 − α2i ) (1 − α2i ) (1 − α4i ) where γi = 2 + κϵ (1 − α2i )2 /(1 − α4i ). Hence, ) ( T 2( T − 1) γi 0 ∑ ρ∆r2 ,NT (t, t) = T2 E (1 − α2 ) . t =2 i Moreover, ρ0∆r2 ,NT (t − 1, t)



= ρ0r2 ,NT (t − 1, t) − ρ0r2 ,NT (t − 1, t − 1) − ρ0r2 ,NT (t − 2, t) + ρ0r2 ,NT (t − 2, t − 1) ( ) 2(2α2i − 1 − α4i ) κϵ (2α2i − 1 − α4i ) 1 1 = E + = − 2 E ( γi ) , 2 2 4 2 T T (1 − α i ) (1 − α i ) and ρ0∆r2 ,NT (t − 2, t)



= ρ0r2 ,NT (t − 2, t) − ρ0r2 ,NT (t − 2, t − 1) − ρ0r2 ,NT (t − 3, t) + ρ0r2 ,NT (t − 3, t − 1) ( ) 2(2α4i − α2i − α6i ) κϵ (2α4i − α2i − α6i ) 1 1 = E = − 2 E(α2i γi ), + 2 2 4 2 T T (1 − α i ) (1 − α i ) 42



with the power of αi increasing with a factor of two for each additional lag. The term corresponding to the most distant lag being ρ0∆r2 ,NT (2, t) = ρ0r2 ,NT (2, t) − ρ0r2 ,NT (2, t − 1) − ρ0r2 ,NT (1, t) + ρ0r2 ,NT (1, t − 1) ) ( 2( t −2) 2( t −3) 2( t −1) 2( t −2) 2( t −3) 2( t −1) 2(2αi − αi − αi ) κϵ (2αi − αi − αi ) 2 = E + T2 (1 − α2i )2 (1 − α4i )



= −



1 2( t −3) E ( αi γi ) . T2



It follows that



( ) 2( t −2) T γ ( 1 − α ) 2 i i ∑ ∑ E(α2si γi ) = − T2 ∑ E 2) ( 1 − α t =3 s =0 t =3 i ( ) ( ) 2( T − 2) γi 1 = − E +o T2 T (1 − α2i )



T t −1



2 2 ∑ ∑ ρ0∆r2 ,NT (s, t) = − 2 T t =3 s =2



T t −3



2 ) that is due to ρ0 The part of E(S1,T (s, t) is therefore negligible, as seen by writing ∆r2 ,NT T



T t −1



∑ ρ0∆r2 ,NT (t, t) + 2 ∑



t =2



t =3 s =2



(



2( T − 1) 2( T − 2) − T2 T2 ( ) 1 = o . T



∑ ρ0∆r2 ,NT (s, t) =



)



( E



γi (1 − α2i )



)



+o



Substitution into (A40) now yields [ )] ) ( 2 ( 2 2( T 2 − 1) 4σ θ ( N − 1 ) ( T − 1 ) (1 − θ ) 2 λ E(S1,T ) = + (κ ϵ − 3) + +o N2 T2 T2 σϵ2 T [ ] ( ) ) ( ) ( 2( T 2 − 1) ( T − 1) 4σλ2 1 (1 − θ ) = θ + + (κ ϵ − 3) +o +o . 2 2 2 T T σϵ T N



( ) 1 T



(A42)



where the remainder is o (1) provided that N, T → ∞, or N → ∞ with T < ∞ and θ = 1. The proof is completed by identifying the various terms, as in the proof of Theorem 1.
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Table 1: 5% size, mean and variance of τ1 when θ = 1.



N



T



Size



λi = 1 Mean Variance



40 80 160 320 40 80 160 320 40 80 160 320



10 10 10 10 30 30 30 30 60 60 60 60



20.2 23.3 30.1 41.4 12.2 11.8 11.5 14.7 10.6 9.4 9.4 10.2



−0.72 −0.84 −1.09 −1.42 −0.39 −0.38 −0.42 −0.56 −0.32 −0.28 −0.26 −0.32



1.37 1.29 1.28 1.20 1.18 1.10 1.06 1.07 1.06 1.06 1.05 1.05



λi ∼ N (1, 3) Size Mean Variance 25.3 28.0 34.5 43.5 15.2 14.2 14.4 16.9 11.5 10.7 10.5 11.0



−0.83 −0.90 −1.12 −1.47 −0.42 −0.39 −0.44 −0.57 −0.32 −0.29 −0.27 −0.33



2.86 2.04 2.07 1.91 1.42 1.30 1.29 1.28 1.18 1.17 1.16 1.16



Notes: λi and θ refer to the unit-specific intercept and proportion of unit root non-stationary units, respectively.
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∗ when σ2 = 0. Table 2: 5% size, mean and variance of τ1 and τ1,T λ



Size N



T



τ1



∗ τ1,T



20 40 80 160 320 20 40 80 160 320 20 40 80 160 320



2 2 2 2 2 4 4 4 4 4 8 8 8 8 8



69.8 86.1 97.3 99.9 100.0 38.4 45.0 59.4 79.5 95.4 22.1 24.2 28.5 37.8 53.7



5.1 4.1 3.8 3.5 3.8 3.5 4.0 3.6 3.7 4.1 3.3 4.4 3.9 4.6 4.8



Mean ∗ τ1 τ1,T



−8.93 −4.43 −4.88 −6.60 −9.17 −1.57 −1.60 −2.03 −2.74 −3.79 −0.80 −0.87 −1.01 −1.33 −1.78



−0.10 −0.08 −0.04 −0.05 −0.04 −0.12 −0.06 −0.04 −0.04 −0.04 −0.12 −0.09 −0.05 −0.05 −0.03



Variance ∗ τ1 τ1,T 1744.89 245.49 4.33 3.71 3.79 42.30 2.05 1.89 1.74 1.75 1.61 1.49 1.33 1.33 1.33



0.89 0.82 0.84 0.78 0.83 0.86 0.88 0.90 0.87 0.89 0.91 0.94 0.92 0.94 0.96



Notes: σλ2 refers to the variance of λi . See Table 1 for an explanation of the rest.
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∗ when σ2 = 0. Table 3: 5% power for τ1 and τ1,T λ



N



T



a = b = −1 ∗ τ1 τ1,T



20 40 80 160 320 20 40 80 160 320 20 40 80 160 320



2 2 2 2 2 4 4 4 4 4 8 8 8 8 8



88.7 96.9 99.7 100.0 100.0 92.7 96.4 98.6 99.8 100.0 99.7 99.9 100.0 100.0 100.0



19.0 19.3 19.2 19.8 20.8 47.8 58.2 64.5 69.2 71.6 94.7 99.0 99.7 99.9 99.9



a = b = −2 ∗ τ1 τ1,T 95.6 99.4 99.9 100.0 100.0 99.7 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0



a = −4, b = 0 ∗ τ1 τ1,T



36.1 94.0 42.1 99.0 47.2 99.9 51.3 100.0 53.0 100.0 87.1 97.1 95.8 99.3 98.4 99.9 99.3 100.0 99.7 100.0 100.0 99.5 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 √ Notes: a and b are such that αi = exp(ci / N ), where ci See Tables 1 and 2 for an explanation of the rest.
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32.3 39.0 44.1 49.6 51.6 73.7 88.3 95.0 98.3 99.3 97.3 99.8 100.0 100.0 100.0



∼ U ( a, b).



∗ Table 4: 5% size, mean and variance of τ1 , τ1∗ and τ1NT when σλ2 = 0 and T = N γ .



N 40 80 160 320 640



τ1 61.2 78.4 79.5 84.7 92.4



Size ∗ τ1∗ τ1NT 4.3 3.5 3.7 4.4 3.7



Mean τ1∗



Variance ∗ τ1∗ τ1NT



∗ τ1NT



τ1



0.0 0.0 0.1 0.7 1.3



γ = 1/4 −2.26 −0.08 −2.83 −0.02 −2.74 −0.04 −2.94 −0.05 −3.34 −0.03



−0.01 0.00 −0.02 −0.04 −0.03



2.98 2.39 1.74 1.59 1.38



0.88 0.88 0.87 0.91 0.90



0.04 0.02 0.26 0.46 0.55



−0.07 −0.05 −0.06 −0.07 −0.05



1.54 1.33 1.21 1.14 1.10



0.92 0.95 0.97 0.96 0.99



0.63 0.74 0.84 0.89 0.95



−0.09 −0.07 −0.07 −0.07 −0.02



1.25 1.12 1.04 1.04 1.01



0.94 0.95 0.95 0.98 0.99



0.86 0.92 0.94 0.98 0.99



τ1



40 80 160 320 640



26.5 25.2 23.0 22.7 20.7



4.0 4.2 4.6 5.1 5.2



1.6 2.4 3.5 4.5 4.8



γ = 1/2 −0.95 −0.08 −0.92 −0.06 −0.85 −0.06 −0.84 −0.07 −0.78 −0.05



40 80 160 320 640



15.2 12.1 9.8 8.9 7.7



4.4 4.5 4.6 5.2 5.2



3.5 4.2 4.5 5.1 5.1



γ = 3/4 −0.52 −0.09 −0.40 −0.07 −0.33 −0.07 −0.28 −0.07 −0.19 −0.02



Notes: See Tables 1 and 2 for an explanation.
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∗ Table 5: 5% size, mean and variance of τ1 , τ1∗ and τ1NT when σλ2 = 3 and T = N γ .



N 40 80 160 320 640



τ1 56.5 68.5 71.5 77.1 85.7



Size τ1∗ 16.3 16.1 13.8 12.7 11.0



τ1



Mean τ1∗



∗ τ1NT



τ1



0.0 0.0 0.4 1.9 3.2



γ −10.54 −3.91 −2.89 −3.00 −3.38



= 1/4 −0.02 −0.02 −0.05 −0.04 −0.04



0.00 0.00 −0.02 −0.02 −0.03



3433.17 408.74 4.12 3.17 2.62



2.58 2.74 2.16 1.99 1.79



0.05 0.03 0.34 0.63 0.77



−0.06 −0.07 −0.05 −0.08 −0.05



42.90 2.23 1.77 1.54 1.36



1.69 1.57 1.42 1.30 1.24



0.91 1.04 1.15 1.17 1.18



γ = 3/4 −0.10 −0.08 −0.07 −0.07 −0.02



−0.09 −0.08 −0.07 −0.07 −0.02



1.77 1.41 1.19 1.12 1.06



1.29 1.19 1.09 1.06 1.03



1.13 1.14 1.07 1.05 1.03



∗ τ1NT



40 80 160 320 640



32.4 31.2 26.4 26.1 22.8



10.9 9.7 8.8 8.8 7.7



4.3 5.1 6.5 7.4 7.1



γ = 1/2 −1.19 −0.08 −1.01 −0.08 −0.87 −0.05 −0.88 −0.09 −0.79 −0.05



40 80 160 320 640



19.7 15.4 11.2 10.1 8.2



7.2 7.0 5.8 6.0 5.2



5.7 6.4 5.6 6.0 5.2



−0.58 −0.43 −0.34 −0.28 −0.19



Notes: See Tables 1 and 2 for an explanation.
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Variance ∗ τ1∗ τ1NT



∗ Table 6: 5% power of τ1 , τ1∗ and τ1NT when σλ2 = 0 and T = N γ .



N



τ1



a = b = −1 ∗ τ1∗ τ1NT



a = −2, b = 0 ∗ τ1 τ1∗ τ1NT



τ1



a = b = −2 ∗ τ1∗ τ1NT



40 80 160 320 640



94.6 98.7 99.8 100.0 100.0



37.3 40.8 69.2 89.4 97.8



0.0 0.0 12.9 67.2 92.9



γ = 1/4, 93.2 98.3 99.7 100.0 100.0



η = 1/2 33.8 0.0 38.4 0.0 65.7 10.9 86.3 62.2 96.6 91.0



99.7 100.0 100.0 100.0 100.0



79.3 85.0 99.3 100.0 100.0



0.1 0.0 70.7 99.9 100.0



40 80 160 320 640



99.7 100.0 100.0 100.0 100.0



96.3 100.0 100.0 100.0 100.0



90.5 99.9 100.0 100.0 100.0



γ=η 98.2 100.0 100.0 100.0 100.0



= 1/2 87.7 77.4 99.1 98.2 100.0 100.0 100.0 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



γ = 3/5, η = 3/4 87.1 60.5 51.1 93.6 79.5 75.6 99.2 96.2 95.7 99.9 99.7 99.7 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



98.9 100.0 100.0 100.0 100.0



98.0 100.0 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



100.0 100.0 100.0 100.0 100.0



40 80 160 320 640 40 80 160 320 640



91.9 96.8 99.8 100.0 100.0 99.5 100.0 100.0 100.0 100.0



68.7 86.4 98.8 99.9 100.0 96.2 100.0 100.0 100.0 100.0



58.9 83.3 98.6 99.9 100.0 95.0 100.0 100.0 100.0 100.0



γ=η 96.6 99.8 100.0 100.0 100.0



= 3/4 87.3 85.1 99.4 99.3 100.0 100.0 100.0 100.0 100.0 100.0



Notes: η is such that αi = exp(ci /N η ). See Tables 1 and 2 for an explanation of the rest.
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∗ and σ2 = 0. Table 7: 5% size and power of τ0.5 and τ0.5 λ



N



T



40 80 160 320 640 40 80 160 320 640 40 80 160 320 640 40 80 160 320 640



5 5 5 5 5 10 10 10 10 10 40 40 40 40 40 80 80 80 80 80



θ = 0.5 ∗ τ0.5 τ0.5



θ = 0.4 ∗ τ0.5 τ0.5



27.4 29.7 38.5 53.5 73.5 17.2 17.1 18.8 23.5 34.4 10.6 9.7 9.4 9.5 11.5 10.5 8.4 8.8 8.0 7.3



45.3 57.7 75.2 92.5 99.6 36.2 45.0 63.0 82.9 97.0 28.9 36.5 50.3 71.0 90.8 28.6 35.2 47.7 68.0 89.6



1.3 0.1 0.0 0.0 0.0 2.3 0.6 0.1 0.0 0.0 6.2 4.2 2.7 1.5 0.9 8.5 5.8 4.7 3.5 1.8



4.0 0.9 0.2 0.0 0.0 9.2 5.9 4.1 1.9 0.7 20.6 22.9 29.3 40.4 57.7 24.6 28.8 37.8 52.4 74.6



Notes: See Table 1 for an explanation.
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θ = 0.2 ∗ τ0.5 τ0.5 85.4 96.9 99.9 100.0 100.0 87.2 96.8 99.9 100.0 100.0 86.3 97.1 99.9 100.0 100.0 86.3 97.5 100.0 100.0 100.0



27.7 25.5 25.8 26.2 28.5 60.1 74.1 88.4 98.8 100.0 80.7 94.4 99.6 100.0 100.0 83.7 96.2 99.8 100.0 100.0
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