









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













A R ANDOM C OEFFICIENT A PPROACH TO THE P REDICTABILITY OF S TOCK R ETURNS IN PANELS ∗ Joakim Westerlund†



Paresh Narayan



Deakin University



Deakin University



Australia



Australia



December 24, 2013



Abstract Most studies of the predictability of returns are based on time series data, and whenever panel data are used, the testing is almost always conducted in an unrestricted unitby-unit fashion, which makes for a very heavy parametrization of the model. On the other hand, the few panel tests that exist are too restrictive in the sense that they are based on homogeneity assumptions that might not be true. As a response to this, the current paper proposes new predictability tests in the context of a random coefficient panel data model, in which the null of no predictability corresponds to the joint restriction that the predictive slope has zero mean and variance. The tests are applied to a large panel of stocks listed at the New York Stock Exchange. The results suggest that while the predictive slopes tend to average to zero, in case of book-to-market and cash flow-toprice the variance of the slopes is positive, which we take as evidence of predictability.
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whether yi,t can be predicted using past values of other financial variables such as the bookto-market ratio, the dividend–price ratio, the earnings–price ratio, and various interest rates. The conventional way in which earlier studies have been trying to test the predictability hypothesis is to first run a time series regression of yi,t onto a constant and one lag of the financial variable, xi,t−1 say, and then to test whether the so-called predictive slope, β i say, is zero or not by using a conventional t-test (see, for example, Ang and Bekaert, 2007; Polk et al., 2006). This test is then repeated for each unit in the sample, each time using only the sample information for that particular unit. In a recent paper Hjalmarsson (2010) questions this unit-by-unit approach and suggests combining the sample information obtained from the time series dimension with that obtained from the cross-sectional (see also Hjalmarsson, 2008; Kauppi, 2001). There are many advantages of doing this. First, in contrast to, for example, cross-country panels where the unit of observation is of some interest, the behavior of individual stocks is relatively uninteresting, which means that little is lost by taking the panel perspective. Second, the use of panel rather than time series data not only increases the total number of observations and their variation, but also reduces the noise coming from the individual time series regressions. This is reflected in the power of the resulting panel predictability test, which is increasing in both N and T, as opposed to a time series/unit-by-unit approach where power is only increasing in T. Thus, from a power/precision point of view, a joint (panel) approach is always preferred. Third, since power is increasing in both N and T, this means that in panels one can effectively compensate for a relatively small T by having a relatively large N, and vice versa. Fourth, unlike the unit-by-unit approach, the joint panel approach accounts for the multiplicity of the testing problem. It is therefore correctly sized. However, while appealing in many regards, the panel approach of Hjalmarsson (2010) also has its fair share of drawbacks. The main drawback is that the individual predictive slopes are restricted to be the same for all units (see also Hjalmarsson, 2008; Kauppi, 2001). Let us use β to denote this common slope value. The homogeneity restriction makes sense under the null hypothesis that β 1 = ... = β N = 0, but the alternative that β 1 = ... = β N = β ̸= 0 is too strong to be held in practice. In other words, while the predictability can certainly be similar across units, this cannot be a priori assumed. In this paper we take the two opposing unit-by-unit and panel approaches as our starting point. Our mind set is the same as that of Hjalmarsson (2010), that is, a researcher that is 2



interested in making inference on the overall panel level, which seems like the most relevant consideration when using disaggregated firm-level data where the behavior of individual firms is not that interesting. In such cases the main drawback of the unit-to-unit approach is that the information contained in the unit-specific predictive t-statistics is not used in an efficient way. If the null is accepted, we conclude that the predictability is absent, whereas if it is rejected, we conclude that there is at least some units for which returns can be predicted, although the information we have to our disposal actually allows us to identify exactly the units that caused the rejection. Put in another way, the same conclusion could have been reached using less information. The fact that usually we are only interested in determining whether the null holds or not leads naturally to the consideration of a random specification for β i , in which case the no predictability restriction corresponds to the joint null that the mean and variance of β i are zero, while the alternative is that the mean and/or the variance is different from zero. Hence, in contrast to the unit-by-unit approach, here the parameters considered are just enough to infer the no predictability null. Taking the random coefficient model as our starting point, the goal of this paper is to design a procedure to test the joint null hypothesis that both the mean and variance of β i are zero, which has not been considered before. Our testing methodology is rooted in the Lagrange multiplier (LM) principle, which is very convenient because only estimation of the model parameters under the null hypothesis is required. This is in contrast to Wald tests, which are based on unrestricted estimates, and likelihood ratio tests which require both restricted and unrestricted estimates. The form of the LM test statistic delivers significant insight regarding the predictability hypothesis. It has two parts; one tests the null hypothesis that the mean of β i is zero given that the variance is zero, while the other tests the null hypothesis of zero variance given a zero mean. The first part therefore tests the null hypothesis of predictability when the predictive slopes are assumed to be homogenous, which is one of the testing problems considered by Hjalmarsson (2010). By contrast, when the second part of the test statistic is used, the same null is tested against the alternative that there is predictability, but not on average, which seems like a very plausible scenario in practice. That is, while the individual predictive slopes are different from zero, positive and negative values tend to cancel out, making the predictability difficult to detect at the aggregate panel level. In fact, existing test statistics, including the first part of the LM test statistic, have no power against alternatives 3



of this type. Thus, because these partial testing problems are interesting in their own right, in the paper we consider all three tests. The limiting distributions of the test statistics are derived and evaluated in small samples using Monte Carlo simulation. In the empirical part of the paper we consider a large panel consisting of monthly observations from August 1996 to August 2010 on 1,559 firms. In contrast to, for example, cross-country panels where the unit of observation is of some interest, as already mentioned, the behavior of individual firms is relatively uninteresting, which means that little is lost by taking the panel perspective. On the other hand, the full panel is maybe too heterogeneous, and we therefore consider grouping the firms into 15 roughly homogenous sectors. For each sector we have six predictors; the book-to-market ratio, the cash flow-to-price ratio, the dividend–price ratio, dividend yield, the price–earnings ratio, and dividend–payout. The results suggest that while the first two are useful for forecasting returns, this is not the case for the other predictors. This is true for all sectors considered. Moreover, whenever predictability is found, the predictive slopes seem to average to zero, which means that existing panel tests for predictability based on estimates of the average predictive slope are likely to erroneously accept the no predictability null. The rest of the paper is organized as follows. Sections 2–4 present the model, the test statistics, and their asymptotic distributions, respectively, which are evaluated using simulations in Section 5. Section 6 reports the results from the empirical application. Section 7 concludes. Proofs and derivations of important results are provided in Appendix.



2 The model The data generating process of yi,t is assumed to be given by yi,t = αi + β i xi,t−1 + ui,t ,



(1)



xi,t = δi (1 − ρi ) + ρi xi,t−1 + ϵxi,t .



(2)



This is a panel extension of the prototypical predictive regression model that has been widely used in the time series literature, in which xi,t is a variable believed to be able to predict yi,t . In our case, xi,t will be a financial ratio. As in previous studies, it is reasonable to assume that ui,t is negatively correlated with ϵxi,t . For example, if xi,t is dividend yield, then an increase in the stock price will lower dividends and raise returns. Assumption 1 takes this into account.
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Assumption 1. ui,t = γi ϵxi,t + ϵyi,t ,



(3)



where ϵi,t = (ϵxi,t , ϵyi,t ) is independently and identically distributed (iid) with mean zero, covariance 2 , σ2 ) > 0 and finite fourth-order moments. matrix Σϵ = diag(σxi yi



The assumption that ϵi,t is iid (across both i and t) is for ease of exposure and is not necessary; in Section 3.3 we show how to relax this assumption. Assumption 2 summarizes the conditions placed on the coefficients of (1) and (2), which are all assumed to be random. Assumption 2. −1 β i = β + N − p T −q σyi σxi c βi ,



(4)



αi = α + T −1/2 σyi cαi ,



(5)



−1 ρi = 1 + N −1/2 T −1 σyi σxi cρi ,



(6)



δi = δ + cδi ,



(7)



where p ≥ 0 and q ≥ 0 are real numbers, ci = (c βi , cαi , cρi , cδi )′ is iid with mean µc = (µ β , µα , µρ , 0)′ and covariance matrix Σc = diag(σβ2 , σα2 , σρ2 , σδ2 ) > 0. ci and ϵi,t are mutually independent. We start by discussing (4), which governs the main parameter of interest; then we also have some general remarks and also some remarks regarding (5)–(7). The null hypothesis of interest is that of no predictability, which can be formulated as H0 : β 1 = ... = β N = 0. A common way to formulate the alternative hypothesis is to assume that β i ̸= 0 is “non-local” in the sense that the degree of the predictability is not allowed to depend on N and T (see, for example, Lewellen, 2004). However, with such a specification we only learn if the test is consistent and, if so, at what rate. Therefore, to be able to evaluate the power analytically, in this paper we consider an alternative in which β i is “local-to-constant” as N, T → ∞. This is captured by (4). Now, since the main interest here lies in the testing of the hypothesis of no predictability, unless otherwise stated, we are going to assume that β = 0, and use c βi (or, rather, µ β and σβ2 ) to measure the extent of the predictability. In this case, we will typically refer to β i as being “local-to-zero”, rather than local-to-constant. The specification in (4) with β = 0 is extremely convenient because it means that the original N-dimensional problem of testing 5



whether β 1 = ... = β N = 0 can be reformulated using only two parameters, µ β and σβ2 . The null hypothesis of no predictability can be stated as H0 : µ β = σβ2 = 0, while the alternative can be stated as H1 : µ β ̸= 0 and/or σβ2 > 0. The powers p and q determine the rate at which β i shrinks towards its hypothesized value under the null. On the one hand, if p = q = 0, then β i is independent of N and T, and so we are back in the usual consideration of a non-local alternative. On the other hand, if p > 0 and/or q > 0, then β i is local-to-zero in the sense that β i → β = 0 as N, T → ∞. For example, if p = 0 and q = 1, then (4) corresponds to the specification considered by Jansson and Moreira (2008) in the pure time series case. Of course, one of the main advantages of using panels rather than single time series is the greater information content, which should make it possible to detect even smaller deviations from the null. That is, in panels p need not be zero. Because N − p T −q < T −q whenever p > 0, this means that we are now considering even smaller deviations from zero. This is important because whenever predictability is found, the evidence is usually weak, suggesting that the deviations from the no predictability null are not large. Local-to-constant specifications like the one in (4) are not only very flexible in the type of alternatives that can be accommodated, but have also been shown to provide very accurate approximations in small samples. In fact, local-to-constant modeling is in part motivated by the poor small-sample performance of non-local approximations. Remarks. 1. One advantage of (4) is that under H1 there is no need for any sign or homogeneity restrictions on β i . Consider, as an example, the pooled t-tests discussed in Hjalmarsson (2008, 2010) and Kauppi (2001), in which the null is tested against the homogenous alternative that β 1 = ... = β N = β ̸= 0. The null makes sense, but it is unrealistic to assume a priori that all the units have the same degree of predictability in case of a rejection. While β i → β = 0 as N, T → ∞, for a fixed sample size the above local-tozero model accommodates a much wider range of values for β i as c βi varies, including both predictive and non-predictive possibilities. Thus, for a fixed sample size one can



6



view the model in (4) as a conventional non-local alternative in which the deviation from the null is very small. 2. The assumption that c βi is independent of the other random elements of the model can be relaxed at the expense of more complicated proofs. In particular, note that since under H0 c β1 = ... = c βN = 0, independence is only an issue under H1 . 3. The assumption in (4) (together with the conditions places on c βi ) is enough to infer H0 /H1 . However, as pointed out by Hjalmarsson (2010), it might also be interesting to test the hypothesis regarding αi . In particular, being a measure of expected return in the absence of predictability, the potential homogeneity of αi can be a rather relevant restriction to test. For this reason, following the work of Orme and Yamagata (2006), we will make use of the local-to-constant specification in (5). The main motivation for this is the same as for β i ; that is, it enables us to evaluate the power analytically. This is done in Section 4. 4. Consider (2), which governs the behavior of the predictor. Since many of the predictors considered in the empirical part are known to be quite persistent, ρi is modeled as being local-to-unity. Note in particular how (6) is nothing but the standard local-to-unity model in the panel unit root literature (see Moon et al., 2007), in which cρi measures the deviation from a unit root. If cρi < 0, then ρi approaches one from below and so xi,t might be said to be “locally stationary”, whereas if cρi > 0, then ρi approaches one from above and so xi,t is “locally explosive”. 5. The intercept in (2) is not of any particular interest to us, and we are therefore simply going to assume that it is randomly distributed. This is captured by (7).
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Tests of predictability



In this section, we first consider the true LM test statistics for the null hypothesis of no predictability (Section 3.1), which are based on the assumption that all parameters except β i are known. We then show how this analysis extends to the more realistic case when the parameters are unknown (Section 3.2). The section is concluded with a discussion of the case when the iid part of Assumption 1 fails (Section 3.3). Throughout we assume that β = 0, so that the testing problem can be expressed in terms of µ β and σβ2 only. 7



3.1 The infeasible test statistics It can be shown (a formal proof is available upon request) that the true LM test statistic for testing H0 (under ρ1 = ... = ρ N = 1) is given by1



( A0µ )2 1 ( A0σ2 )2 + , Bµ0 2 Bσ0 2 where N



T



∑ ∑ σxi−1 σyi−1 ryi,t xi,t−1 ,



A0µ =



i =1 t =2 N T



∑ ∑ σxi−2 xi,t2 −1 ,



Bµ0 =



i =1 t =2 N T



A0σ2



=



Bσ0 2



=



2 2 − σyi2 ) xi,t ∑ ∑ σyi−2 σxi−2 (ryi,t −1 ,



i =1 t =2 N T



2 4 − σyi2 ) xi,t ∑ ∑ σyi−2 σxi−4 (2ryi,t −1 ,



i =1 t =2



where ryi,t = yi,t − αi − γi ∆xi,t is ϵyi,t with a unit root predictor imposed. In practice, it is more convenient to work with the following slightly modified version: LM0 = LMµ0 + LMσ0 2 , where LMµ0



=



( A0µ )2 , Bµ0



LMσ0 2



=



( A0σ2 )2 12 , 5(κy − 1) Bσ0 2



−4 4 ). with κy = σyi E(ϵyi,t



The formula for LMµ0 is a very simple and intuitive.2 In fact, a close inspection reveals that LMµ0 is nothing but the LM test statistic for testing H0 versus the alternative that µ β ̸= 0 given σβ2 = 0. That is, LMµ0 is the LM predictability statistic based on the assumption that β 1 = ... = β N = β. Similarly, LMσ0 2 is the LM statistic for testing H0 versus the alternative that σβ2 > 0 given µ β = 0. In other words, LMσ0 2 tests H0 versus the alternative that there is predictability at the level of the individual unit, but not on average. Thus, in contrast to, for 1 While the LM test statistic is derived under H , in our analysis of its asymptotic properties we also consider 0 local power. 2 Note how LM0 can be seen as the squared panel equivalent of the time series predictability test considered µ by Campbell and Yogo (2008).
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example, Hjalmarsson (2008, 2010) and Kauppi (2001), with our approach there is not just one way in which the no predictability null can be tested, but several. Even if the error terms are normally distributed the exact distributions of the LM statistics are untractable. In this paper we therefore use asymptotic theory to obtain their limiting distributions. For simplicity, because of the additive structure of the joint test, we only present the results for LMµ0 and LMσ0 2 . The asymptotic distribution of the joint test statistic can then be obtained by simply adding the asymptotic distributions of LMµ0 and LMσ0 2 . Theorem 1. Under Assumptions 1 and 2, with p = 1/2 and q = 1, as N, T → ∞ with N/T → 0, LMµ0 →d LMσ0 2



→d



(µ β − γµc )2 √ + 2(µ β − γµρ ) Z1 + Z12 , 2 Z22 ,



where the symbol →d signifies convergence in distribution, γ = lim N →∞ N −1 ∑iN=1 γi , and Z1 and Z2 are generic N (0, 1) variables that are independent. In order to appreciate fully the implications of these results it is instructive to consider some special cases depending on the values taken by µ β and µρ . 1. If µ β = 0 (H0 holds) and µρ = 0 (the predictor has a unit root on average), then LMµ0 →d Z12 ∼ χ2 (1), suggesting that the appropriate critical value for use with LMµ0 can be obtained from the chi-squared distribution with one degree of freedom. The same applies to LMσ0 2 . Hence, since the asymptotic null distribution of LM0 is just the sum of the asymptotic null distributions of LMµ0 and LMσ0 2 (which are independent), we have LM0 →d Z12 + Z22 ∼ χ2 (2). 2. If µ β = 0 but µρ ̸= 0, then LMσ0 2 again converges to its asymptotic distribution under H0 . Hence, LMσ0 2 is asymptotically invariant with respect to µρ . However, this is not the case for LMµ0 , whose asymptotic distribution in this case is given by (γµρ )2 /2 + √ 2γµρ Z1 + Z12 . Thus, unless γ = 0, the asymptotic distribution of LMµ0 will depend on both γ and µρ , which is in agreement with the time series literature (see, for example, Campbell and Yogo, 2006; Elliott and Stock, 1994). The presence of µρ and γ has two effects. The first is to shift the mean of the limiting distribution. Specifically, since µ2ρ > 0, this means that the mean shifts to the left as we move away from H0 . The
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second effect, which is captured by



√



2γµρ Z1 , is to increase the variance of the limit-



ing distribution. In the current setting with known parameters this is not a problem. However, in general with unknown parameters, this is a major complicating factor, as in this case a rejection need not be due to genuine predictability, but could also be due to the presence of nuisance parameters. 3. If µ β ̸= 0 (H1 holds) but µρ = 0, then the asymptotic distribution of LMσ0 2 is again the same as under H0 , suggesting that with p = 1/2 and q = 1 this test has no power under the particular local alternative given in (4). The asymptotic distribution of LMµ0 √ in this case is given by µ2β /2 + 2µ β Z1 + Z12 , suggesting that, in contrast to LMσ0 2 , LMµ0 has non-negligible power. 4. If µ β ̸= 0 and µρ ̸= 0, while LMσ0 2 is unaffected, unless µ β = γµρ , the asymptotic distribution of LMµ0 will now depend on µ β , γ and µρ . The fact that LMσ0 2 does not have any local power requires some discussion. The simple reason is that the rate of shrinking of the local alternative is too fast for µ β and σβ2 to manifest themselves in the limiting distribution of LMσ0 2 . Generally speaking, the rate of shrinking of the local alternative is determined by the probabilistic order of the numerator of the test statistic, here represented by A0µ and A0σ2 . Thus, with a composite test statistic like ours the appropriate rate of shrinking for the two parts need not be the same. Indeed, while the √ √ order of A0µ is given by O p ( NT 2 ), that of A0σ2 is given by O p ( NT 3/2 ). Since O p ( NT 3/2 ) < O p ( NT 2 ), this means that LMµ0 will dominate. Hence, in order for the deviations from H0 to be detectable using LMσ0 2 they must be “larger” (as measured by p and q) than before. This is shown in Proposition 1. Proposition 1. Under the Assumptions 1 and 2, with p = 1/4 and q = 3/4, as N, T → ∞ with N/T → 0, LMσ0 2 →d



12(µ2β + σβ2 )2 5(κ y − 1)



√ 4 3(µ2β + σβ2 ) Z1 + Z12 . + √ 5(κ y − 1)



Remarks. 1. In contrast to LMµ0 , the asymptotic distribution of LMσ0 2 does not depend on cρi or γi . Note in particular that if H0 holds so that µ2β = σβ2 = 0, then LMσ0 2 →d Z12 ∼ 10



χ2 (1), which is completely free of nuisance parameters (including cρi and γi ). This is a great advantage, especially in view of the problematic dependence of the asymptotic distribution of LMµ0 on µρ and γ (see remark 2 to Theorem 1). 2. Since the rate of shrinking of the local alternative is now lower than before (p = 1/4 < 1/2 and q = 3/4 < 1), this means that LMµ0 is diverging if µ β ̸= 0 and/or µρ ̸= 0. Thus, although LMσ0 2 has non-negligible power against deviations that shrink towards the null at rate N −1/4 T −3/4 (Theorem 2), the power of LMµ0 is approaching one as N, T → ∞. Conversely, if p = 1/2 and q = 1, while the power of LMµ0 is nonnegligible (and non-increasing), the power of LMσ0 2 is now negligible. In an essence, when p = 1/2 and q = 1, the deviations from H0 (as measured by β i ̸= 0) are too small for LMσ0 2 to be able to detect them. 3. It is interesting to compare the local power of the LM tests with that achievable using a time series test. Let us therefore consider the test of Lewellen (2004), which is asymptotically uniformly most powerful when p = 0, q = 1 and cρi = 0 (see Campbell and Yogo, 2006). The fact that LMµ0 , and hence also LM0 , have power within neighborhoods that shrink to the null at the rate N −1/2 T −1 means that, while T is relatively more important (because q = 1 > p = 1/2), a larger N leads to higher power in the sense that we can be even closer to the null (as measured by β i ̸= 0) and still have power. The test of Lewellen (2004) has power within T −1 -neighborhoods (corresponding to p = 0 and q = 1). Hence, as expected, the power of this test is unaffected by N. One implication of this is that since the rate of shrinking in terms of T is the same for the two test approaches (q = 1), whenever N > 1 LMµ0 will tend to dominate. The situation is quite different when considering LMσ0 2 . Indeed, since in this case the value of q for which power is negligible is given by q = 3/4 < 1, this means that the time series test makes better use of the information contained in the time series dimension. However, this is compensated for in part by the fact that with LMσ0 2 q = 1/4 > 0. In both cases p = q = 1, suggesting that the relative power will have to depend on the relative expansion rate of N and T. We have assumed that N/T → 0, which implies N −1/4 T −3/4 > T −1 . The times series test should therefore be more powerful, at least asymptotically.3 Of course, since these tests are not really designed to infer the same 3 In



Section 5 we use Monte Carlo simulation to assess power in small samples.
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hypothesis, the test of Lewellen (2004) (or indeed any other time series test) cannot be considered as a substitute for the panel tests developed here.4 4. In contrast to LMµ0 , the power of LMσ0 2 is not only determined by µ β but also by σβ2 . Hence, the power of this test depends not only on the average β i , but also on the heterogeneity of β i , which is not the case for LMµ0 . Thus, unlike LMµ0 , LMσ0 2 has power against alternative hypotheses of the type µ β = 0 and σβ2 > 0. Suppose, for example, that LMµ0 is unable to reject. Then what is the correct conclusion to draw? Some researchers would probably take this as evidence in favor of H0 . However, since σβ2 might still be positive, this need not be the case. In other words, it is possible to have a situation in which there is predictability for each cross-sectional unit, but that positive and negative values of β i cancel out, causing LMµ0 to accept the null. Only if LMσ0 2 also accepts can we say that there is no evidence against H0 . 5. Theorem 1 and Proposition 1 are based on an approximation that removes the dependence in higher moments of c βi . For this approximation to hold, we need N/T → 0 as N, T → ∞, which in practice means that T >> N. In Section 3.2 we consider feasible versions of the above statistics. In this case, N/T → 0 is not only needed to ensure that the approximation holds, but also to eliminate the effect of the estimation of the parameters of the model.



3.2 The feasible test statistics 2 and σ2 are all known, All results reported so far are based on the assumption that αi , γi , σyi xi



which is of course not realistic. In this section we therefore consider replacing these parameters by their restricted ML estimators under H0 . The ML estimators of α (the constant part of αi ) and γi can be obtained by applying ordinary least squares (OLS) to the following auxiliary regression: yi,t = α + γi ∆xi,t + error.



(8)



4 While



one could in principle consider applying a unit-by-unit approach (see Section 1), which in the present context would amount to running cross-section-specific Lewellen (2004) tests, this would mean ignoring the multiplicity of the testing problem, which is in turn likely to result in too many rejections. An alternative that does not suffer from this problem is to use the so-called “Bonferroni inequality”; however, that will instead tend to make the test conservative. Hence, as usual, if the purpose is to conduct multiple hypothesis testing, then one should really consider a joint (panel) test.
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2 = T −1 T rˆ2 2 , σ2 and κ are given by σ 2 = T −1 T ( ∆x )2 , σ ˆ yi ˆ xi The ML estimators of σxi ∑ t =2 ∑t=2 yi,t y i,t yi



−4 4 and κˆ y = ( NT )−1 ∑iN=1 ∑tT=2 σˆ yi rˆyi,t , respectively, where rˆyi,t = yi,t − αˆ − γˆ i ∆xi,t . The feasible



versions of LM0 , LMµ0 and LMσ0 2 are given by LM = LMµ + LMσ2 , with LMµ = LMσ2



=



A2µ Bµ



,



A2σ2 12 , 5(κˆ y − 1) Bσ2



2 and σ2 where Aµ , Bµ , Aσ2 and Bσ2 are A0µ , Bµ0 , A0σ2 and Bσ0 2 , respectively, with α, γi , σxi yi



replaced by their corresponding ML estimates, and ryi,t replaced by rˆyi,t . Theorem 2 shows that the effect of this replacement is negligible. Theorem 2. Under the Assumptions 1 and 2, with p = 1/2 and q = 1 or p = 1/4 and q = 3/4, as N, T → ∞ with N/T → 0, LMµ = LMµ0 + o p (1), LMσ2



= LMσ0 2 + o p (1).



Theorem 2 shows that standard chi-squared inference is possible also in the case with unknown parameters. The problem is that, as already pointed out in remark 2 to Theorem 1, the asymptotic distributions of LMµ and LMσ2 , and therefore also that of LM, depend on γ and µρ , which are unknown. Specifically, the problem is that while γi , and hence γ, is consistently estimable, µρ is not. One can, of course, assume that µρ = 0, but then one would no longer be testing the hypothesis of no predictability, but rather the joint hypothesis of no predictability and an average (exact) unit root predictor, which calls for careful interpretation of the test outcome in applied work. In particular, with a near unit root predictor under the null, researchers might incorrectly interpret a rejection as providing evidence of predictability, when in fact the predictor has no predictive ability at all. Because of the dependence on µρ , many studies begin by pretesting the predictor for a unit root, and the predictability test is then implemented conditional on the outcome of the pretest. Unfortunately, this means loosing control of the overall significance level of the joint test, which depends on the correlation between the two test statistics. Therefore, in order 13



to at least put an upper limit on the joint significance level, Cavanagh et al. (1995) have suggested the use of the Bonferroni inequality.5 Of course, being only a rough worst case approximation, it does not come as a surprise that tests based on Bonferroni critical values tend to be rather conservative. Because of the pooling across the cross-section, our panel statistic has the advantage that it is asymptotically independent of any unit-specific unit root statistic that may be considered for the pretest. It also implies that the available information regarding ρi can be used in a relatively straightforward and uncomplicated fashion. Consider, for example, the test of Lewellen (2004), which can be seen as a bias-adjusted version of the conventional OLS tstatistic for testing β i = 0 in regression i. The idea is simple. Indeed, since the bias is given by γi (ρˆ i − ρi ), where ρˆ i is the OLS estimator of ρi , all that is needed in order to make the test operational is an estimate of γi , and an educated “guess” of the value of ρi . The obvious problem is that the guess might be not be correct. The next test that we consider has the advantage of being asymptotically invariant with respect to γ and µρ without requiring any assumptions regarding the values taken by these parameters. The idea is the following. Suppose again that all parameters except β i are known. In this case it can be shown that the dependence on γ and µρ can be removed by −1 −1 2 0 simply adding ∑iN=1 ∑tT=2 σyi σxi γi (ρi − 1) xi,t −1 to the numerator of LMµ . In view of this, the



question naturally arises if the same holds true once σyi , σxi , γi and ρi have been replaced by estimates? It turns out that it does. Let us therefore consider the following modified version of LMµ : LMµm =



( Aµ + NT θˆ)2 , (1 + ωˆ 2 ) Bµ



where ωˆ 2 = θˆ =



1 N



N



∑ σˆ xi2 σˆ yi−2 γˆ i2 ,



i =1 N



1 NT



T



∑ ∑ σˆ yi−1 σˆ xi−1 γˆ i (ρˆi − 1)xi,t2 −1 ,



i =1 t =2



with ρˆ i being the OLS estimator of ρi . Note that this formula replicates the appropriately corrected version of LMµ0 in case of known parameters. The main difference is the scaling 5 The



idea here is to first find the minimum and maximum critical values for the predictability test for all possible values of µρ , and then to reject if the value of the test statistic falls outside this range of critical values.
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by (1 + ωˆ 2 ), which is necessary because adding NT θˆ not only affects the mean of the test statistic but also the variance. Theorem 3. Under the Assumptions 1 and 2, with p = 1/2 and q = 1, as N, T → ∞ with N/T → 0, LMµm



→d



µ2β 2(1 + ω 2 )



√ +√



2µ β



1 + ω2



Z1 + Z12 ,



where ω 2 = lim



N →∞



1 N



N



∑ σxi2 σyi−2 γi2 .



i =1



The beauty of this result is that, in contrast to the asymptotic distribution of LMµ0 (see Theorem 1), which also holds for LMµ (Theorem 2), here there is no dependence on µρ , and the dependence on γi disappears under H0 (when µ β = 0). Thus, with this test there is no confusion about the interpretation of the test outcome in case of a rejection; if the test rejects it must be due to µ β ̸= 0. Of course, this does not mean that the level of power is also unaffected by γi . In fact, as Theorem 3 makes clear, power is increasing in µ β and decreasing in ω 2 , and hence also in γi . The only case when power is unaffected by ω 2 is when γ1 = ... = γ N = 0. Hence, while the power (and also the size) of LMµ0 and LMµ is expected to increase with µ β and γi , here it is the other way around. Of course, in view of the usual power/efficiency–robustness/size trade-off, this is not totally unexpected.



3.3 Serial and cross-section dependence robust test statistics One drawback with the above treatment is that it supposes that ui,t (the composite error term in (3)) is iid, an assumption that is perhaps too strong to be held in applications. In this subsection we therefore generalize the analysis by allowing for more general error dynamics. In particular, following Campbell and Yogo (2004), instead of (2), we are going to assume that r



xi,t = δi (1 − ρi ) + ρi xi,t−1 + ∑ ϕj,i ∆xi,t− j + ϵxi,t ,



(9)



j =1



thereby allowing for short-run serial correlation in xi,t . To also allow for some form of crosssection dependence, we are going to follow, for example, Forni et al. (2003), Stock and Watson (2002), and Ludvigson and Ng (2007), and consider the following factor augmented version of (1): yi,t = αi + β i xi,t−1 + πi f t + ui,t ,



(10) 15



where f t is a stationary common factor with πi being the associated factor loading. Hence, letting λ j,i = −γi ϕj,i , the appropriate version of (8) to use in this case is given by r



yi,t = α + πi f t + γi ∆xi,t + ∑ λ j,i ∆xi,t−s + error.



(11)



j =1



2 with ω 2 = By redefining ryi,t = yi,t − αi − πi f t − γi ∆xi,t − ∑rj=1 λ j,i ∆xi,t− j , and replacing σxi xi 2 (1 − r σxi ∑ j=1 ϕj,i )−2 , the infeasible robust LM test statistic have exactly the same form as LM0 ,



and so does its asymptotic distribution. The computation of the feasible robust LM test statistic depend on what is being assumed regarding f t . If f t is known, then we begin by fitting (9) by OLS. This gives estimates 2 of ϕ , ..., ϕ , σ2 , which in turn can be used to obtain ω 2 = σ 2 (1 − r ˆ xi ˆ xi ϕˆ 1,i , ..., ϕˆ r,i , σˆ xi ∑ j=1 ϕˆ j,i )−2 . 1,i r,i xi 2 and κ ˆ y ), which can be The only thing that is missing now is rˆyi,t (needed for computing σˆ yi



obtained as the residual from the OLS fit of (11). The main problem with treating f t as unknown is that now (11) is no longer feasible. Fortunately, there is a simple trick that can be used to circumvent this problem. We begin by taking cross-sectional averages and then solving (10) for f t , giving ( ) r 1 N 1 ft = yi,t − αi − γi ∆xi,t − ∑ λi,j ∆xi,t− j − ut , ∑ πN i=1 π j =1 where π = N −1 ∑iN=1 πi and a similar definition of ut . The essential insight here, which is the same as in Pesaran (2006) (see also Hjalmarsson, 2010), is that since ui,t is mean zero and iid, we have ut = O p ( N −1/2 ). This means that f t can be approximated by (a linear combination of) the cross-sectional averages of yi,t and ∆xi,t , ..., ∆xi,t−r , which again makes (11) feasible after replacing f t by these averages.



4 Tests of other hypotheses As discussed in Section 3, the test statistics provided so far are quite flexible when it comes to the types of conclusions that can be drawn. If LMµ (or LMµm ) and LMσ2 accepts, then there is no evidence against the no predictability null, whereas if at least one of the tests end up rejecting the null, then there is evidence to the contrary. If LMµ rejects while LMσ2 accepts, then the evidence is towards a common predictive slope coefficient. By contrast, if LMµ accepts while LMσ2 rejects, then there is evidence of predictability but not on average. However, in some situations it might be interesting to test more general hypotheses regarding β i , and not just whether it is zero or not. The same is true for αi (the intercept in 16



the predictive regression). Suppose, for example, that LMµ rejects. A natural question that arises is if the predictability is homogenous or not? Since µ β ̸= 0, we can no longer use LMσ2 to test if σβ2 = 0 (as this test statistic is also sensitive to µ β ; see Theorem 2). In this section we therefore focus on inference regarding these parameters more generally. In so doing, we will relax the assumption that β = 0. One implication of this is that we can no longer rely on the restricted ML estimators of α and γi . This means that instead of defining αˆ and γˆ i as the OLS estimators of α and γi in (8) (or (11)), in this section we make use of the following unrestricted regression: yi,t = αi + β i xi,t−1 + γi ∆xi,t + error.



(12)



Hence, in what follows αˆ i , βˆ i and γˆ i refer to the OLS estimators of αi , β i and γi , respectively, in this regression. In Appendix we show that the asymptotic distributions (as N, T → ∞) of αˆ i , βˆ i and γˆ i are normal. This result is very convenient because it means that hypotheses regarding the associated parameters can be tested in the usual fashion. It also provides a basis for deriving the limiting distributions of various test statistics. In this section we focus on inference regarding αi and β i . Let us therefore use tαi (α0 ) (t βi ( β 0 )) to denote the t-statistic for testing H0 : αi = α0 (H0 : β i = β 0 ). Theorem 4. Under the Assumptions 1 and 2, with p = 0 and q = 1, as N, T → ∞, )−1/2 ( 2 W xi tαi (α) →d cαi 1 + ∫ 1 + Z1 , 2 0 (Wxi ( s ) − W xi ) ds (∫ 1 )1/2 2 t βi ( β) →d c βi (Wxi (s) − W xi ) ds + Z2 , 0



where Wxi (s) is a standard Brownian motion and W xi =



∫1 0



Wxi (s)ds.



In analogy to the results reported for the LM test statistics, we see that the limiting distributions of tαi (α) and t βi ( β) depend on the drift parameters cαi and c βi . However, since we are no longer dealing with pooled tests, the dependence is not on the mean and variance of cαi and c βi , but rather on the parameters themselves. If H0 : αi = α (H0 : β i = β) is true, then cαi = 0 (c βi = 0), and therefore the asymptotic distribution of tαi (α) (t βi ( β)) reduces to N (0, 1). Theorem 4 can also be used to derive the limiting distributions of tests of poolability for the panel and a whole. Let us therefore denote by βˆ the pooled OLS estimator of β i in (12), 17



and define Hβi = t βi ( βˆ )2 , which is similar in spirit to the Hausman test statistic considered by Westerlund and Hess (2011). Under H0 : β i = β (for unit i), in view of Theorem 4, it is clear that Hβi →d χ2 (1) as N, T → ∞. This result can in turn be used to construct valid poolability tests for the panel as a whole. Thus, in this case we are interested in testing H0 : β 1 = ... = β N = β. The test statistic that we will consider is the following normalized maximum: Hβ = max



1≤i ≤ N



( Hβi − τ2N ) , τ1N



where τ2N = F −1 (1 − 1/N ), τ1N = F −1 (1 − 1/( Ne)) − τ2N , and F −1 ( x ) is the inverse of the chi-squared distribution with one degree of freedom. The asymptotic null distribution of Hβ is given in the following corollary to Theorem 4. Corollary 1. Under H0 : β 1 = ... = β N = β, and Assumptions 1 and 2, with p = 0 and q = 1, as N, T → ∞, H β → d G ( x ), where x is any real number and G ( x ) = exp(−e− x ) is the Gumbel distribution. A similar result applies to the maximum Hausman statistic for testing H0 : α1 = ... = α N = α, Hα . The reason for taking an extremum statistic such as the maximum is that it allows for easy interpretation of the test outcome. If the null is accepted, then none of the individual statistics are large enough to cause a rejection, and therefore we conclude the panel can be pooled, at least at the desired level of significance. On the other hand, if the null rejected, then there is at least one unit i for which the individual Hausman statistic is large enough for β i to be deemed different from β, and therefore the panel cannot be pooled.



5 Monte Carlo simulations In this section, we use Monte Carlo simulations to investigate the small-sample size and power of the new predictability tests.6 The data are generated from (1)–(5) with γ1 = ... = 2 = σ2 = 1, and ϵ 2 γ N = γ, αi = δi = σyi i,t ∼ N (0, I2 ). Moreover, since σρ should not xi



affect the results, we set cρ1 = ... = cρN = cρ . This will also allow us to focus more on the 6 Some



simulation results for the Hausman poolability tests can be obtained from the corresponding author upon request.
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drift parameter in (4), which is generated as c βi ∼ U ( a, b), implying that µ β = ( a + b)/2 and σβ2 = (b − a)2 /12. Hence, by setting a and b we determine the values taken by µ β and σβ2 . The data are generated for 3,000 panels with N cross-sectional and T + 100 time series observations, where the first 100 observations for each series are discarded in order to attenuate the effect of xi,0 , which is set to zero. The results are reported not only for LM, LMµ , LMσ2 and LMµm , but also for the modified version of LM, defined by LMm = LMµm + LMσ2 . For comparison, the time series tests of Stambaugh (1999) and Lewellen (2004), henceforth denoted tSTA and t LEW , respectively, are also simulated. As already indicated, these tests are basically bias-adjusted versions of the conventional OLS t-test of H0 : β i = 0 for unit i. All tests are carried out at the 5% significance level, and the rejection rates of the time series tests are averaged across the cross-section. Consider first the size results reported in Table 1. We see that under the no predictability null and in absence of predictor endogeneity, all tests considered tend to perform well with sizes that are only marginally off the 5% nominal level. There are some distortions, though, especially for LM, LMσ2 and LMm , which tend to be somewhat undersized when T = 100. However, things do improve as T increases. Indeed, with T = 400, size accuracy is almost perfect. But this picture changes quite dramatically as endogeneity is introduced, especially for LM and LMµ , and the distortions are particularly severe when cρ = −10, which is just as expected given our asymptotic results (see Remark 4 to Theorem 1). Another expected result is that LMσ2 , LMm and LMµm are almost unaffected by variations in cρ and γ (see Remark 1 to Proposition 1 and the discussion following Theorem 3). Consider next the power results reported in Table 2, in which the tests are set up against the typical alternative with p = 1/2 and q = 1. The results are largely in accordance with our expectations. First, given the relatively fast rate of shrinking of the local alternative in this case, LMσ2 should not have any power beyond size (see Remark 2 to Proposition 1), and this is exactly what we see in the table. Second, we see that power is rather stable in N, which is consistent with the fact that theoretically there is no dependence on the sample size. On the other hand, there are some instances with cρ = −10 when power decreases quite substantially with T. However, this effect is mainly a reflection of the poorness of the asymptotic approximation when T = 100.7 Power is also flat in σβ2 , corroborating the theoretical result that when p = 1/2 and q = 1 local power should only depend on µ β 7 Indeed,



unreported results suggest that for T ≥ 200 power is quite flat in the sample size.
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(in case of LMµ , LMµm , LM and LMm ). Third, while LMµ and LMµm tend to perform very similarly when γ = 0, when γ = −0.9 the former test tends to dominate. Note in particular how the powers of LMµ and LMµm seem to go in opposite directions; the power of LMµ increases, while that of LMµm decreases. This is also in accordance with our expectations.8 Fourth, except for LMσ2 , the panel tests tend to dominate the pure time series tests, and the difference in power is increasing in N, suggesting that there are potentially large power gains to be made by exploring the cross-sectional dimension. This is in agreement with the discussion following Proposition 1 (see Remark 3). Consider next the results reported in Table 3 when a = −2 and b = 2. As in Table 2, since p = 1/2 and q = 1 are the same as before, the power of LMσ2 should be negligible, which is also what we see. However, in contrast to Table 2, in this case the other panel tests also do not seem to rise much above size. The reason for this is that while σβ2 > 0, here µ β = 0, suggesting that LMµ and LMµm should have negligible local power (see Remark 4 to Proposition 1). The fact that LM and LMµ , and to some extent also t LEW , reject more often when cρ = −10 and γ = −0.9 is to be expected given their size distortions under the null. In Table 4 we again set µ β = 0, but this time p = 1/4 and q = 3/4, suggesting that LMσ2 should have non-negligible local power (see Proposition 1). Power should also be increasing in σβ2 , although it should not depend on the values taken by cρ or γ. Again, the results are quite suggestive of this. The other tests also have power, which might seem like a contradiction with theory. However, this is not necessarily the case, as the derivation of the asymptotic distributions of these tests are based on a relatively high rate of shrinking of the local alternative and any lower rate, such as the one considered here, will therefore tend to lead to divergence. The same is true for the two time series tests, which should have nonnegligible power against alternatives that shrink towards the null hypothesis at rate T −1 . The rate N −1/4 T −3/4 is slower in T but faster in N. Thus, while decreasing in N, the power should tend to increase with T, and this is just what we see in the table. The bulk of the simulation evidence reported above leads to the following practical guideline. First, while formally we require N, T → ∞, in practice the tests seem to perform quite well already when T = 100 and N = 10. The requirement that N/T → 0 means that while here T = 100 seems to be enough for good test performance, this is dependent on discussed in Section 3, the power of LMµm is expected to go down with γ. Moreover, focusing on the mean effect, since in this case (µ β − γµρ )2 is much larger when γ = −0.9 than when γ = 0, the power of LMµ should increase with γ. 8 As
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N not being too large relative to T. In the simulations the largest value of N considered is 20, although unreported results suggest that N can be as large as 40 and still the tests perform well. Second, if the predictor is known to contain a unit root, given its superior power properties in the presence of endogeneity, LMµ should be used. On the other hand, if there is uncertainty over the integratedness of the predictor, as there usually is, then LMµm should be used. Third, while LMµ (LMµm ) is expected to lead to best power, in applications where µ β = 0 (and/or σβ2 = 0) cannot be ruled out a priori, inference should also be based on LMσ2 . A reasonable approach in such circumstances is therefore to focus on LM (LMm ), which summarizes the evidence. On the one hand, if LM (LMm ) rejects, then there is predictability, and in this case one may want to consider LMµ (LMµm ) and LMσ2 in order to investigate the cause of the rejection. On the other hand, if LM (LMm ) accepts, then the predictability is absent, and therefore there is no point in looking at LMµ (LMµm ) and LMσ2 .



6 6.1



Empirical results Data



The empirical results reported in this section are based on firm-level data from the New York Stock Exchange. The data are sampled at a monthly frequency and cover the period August 1996–August 2010. The size of the cross-section is dictated by data availability. While there are several thousand firms listed at the New York Stock Exchange (NYSE), consistent time series data were available for only 1,559 firms. We extract data on six variables, namely, firm returns, share price, the book-to-market ratio (BM), the cash flow-to-price ratio (CFP), dividends and earnings per share. Dividends are 12-month moving sums of dividends paid on the NYSE index, and earnings are 12-month moving sums of earnings on the same index (see Welch and Goyal, 2008). We use these data to compute the dividend–price (DP) ratio, dividend yield (DY), the price–earnings ratio (PE), and dividend–payout (DE). DP is computed as the log difference between dividends and share price, DY is computed as log difference between dividends and the one period lagged share price, PE is computed as the log difference between earnings and share price, and DE is computed as the log difference between dividends and earnings. All the data are downloaded from the Datastream database and are organized by sector. In particular, while β 1 , ..., β N are not restricted to be equal, we do require that they are
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drawn from the same distribution, which is unlikely to be the case when sampling from across the whole NYSE. One of the most natural splits along these lines is by sector. That is, β i is allowed to differ across firms, and then we also allow β, µ β and σβ2 to differ by sector. In our sample there are no less than 15 sectors; banking, chemical, electricity, energy, engineering, real estate, technology hardware, household goods, mining, general retailers, software, telecom, transport, travel and leisure, and utilities. Retail is the largest sector and contains N = 51 firms. Thus, since T = 169, we have T >> N, which is consistent with our theoretical requirement that N/T → 0. The tests that we have developed should therefore be well-suited for the sample at hand. For the chemical and software sectors we only have consistent time series data for two of the predictors, BM and CFP. Also, some of the predictors have missing observations within the sample range. In these cases, because the missing observations are very few and always single, we use the conventional approach of imputing the average of the two closest time series observations. Log dividends was replaced by zero whenever dividends turned out to be zero. Firms with no dividends are discarded in DP, DY and DE.



6.2 Preliminary results Before we apply the new tests we need to know how to implement them, and this depends on the extent of the serial and cross-section dependence in the data. If there are no dependencies, the tests can be applied as described in Section 3.2, whereas if the data are dependent, then the test statistics need to be robustified, as discussed in Section 3.3. In order to infer the significance of the cross-section correlation problem, we compute the pair-wise correlation coefficients of the returns. The simple average of these correlation coefficients across all pairs of stocks, together with the associated CD test discussed in Pesaran et al. (2008), are given in Table 5. The average correlation coefficient ranges between 0.27 and 0.48, and the CD statistic is highly significant for all sectors, which is suggestive of strong cross-section dependence. Thus, when testing the predictability hypothesis we focus on the cross-section dependence robust versions of our test statistics, although the results for the original tests are also reported for comparison. As a second preliminary we test the variables for unit roots. However, because of the cross-correlations, we cannot use the conventional panel approach of just combining individual augmented Dickey–Fuller (ADF) unit root tests as if they were independent. For this 22



purpose, we employ the CIPS test of Pesaran (2007), which is based on a common factoraugmented version of the ADF test regression. The test is constructed with a common unit root under the null hypothesis and heterogeneous autoregressive roots under the alternative, suggesting that a rejection of the null should be taken as evidence in favor of stationarity for at least one unit. By contrast, if the null is accepted, we conclude that the panel is non-stationary as a whole. The order of the lag augmentation used to account for serial correlation is selected by the Bayesian information criterion (BIC) where the maximum lag length is allowed to increase with T at the rate ⌊4( T/100)2/9 ⌋, where ⌊ x ⌋ denotes the integer part of x. Also, since some of the predictors appear to be trending, the test regression is fitted with a constant and trend. The test results reported in Table 6 suggest that the evidence against the unit root null is quite strong. Indeed, even if we look at the conservative 1% level, there is only a hand-full of cases when the null hypothesis is not rejected. As expected, the test values for returns are largest in absolute value with a preponderance of test values falling in the (−14, −13) interval. The test values for the predictors are smaller but still significantly different from one, suggesting that there are at least one unit for which the autoregressive root is less than one. However, while significant, the estimated roots are still very close to one, suggesting that the predictors exhibit unit root-like behavior, which leads us to conclude that the local-to-unity model in (6) seems appropriate. It also implies that one cannot exclude the possibility that µρ ̸= 0, which means that a rejection by LMµ need not be taken as evidence of predictability. For this reason, in what follows we focus on the modified test statistics.



6.3 Predictability test results Having considered briefly the serial and cross-section correlation properties of the data, we now turn to the test for predictability. Since the predictors are persistent, the predictability tests are implemented using the lag augmentation approach discussed in Section 3.3, where the order of the augmentation is again selected by the BIC.9 As already mentioned, two versions of the tests are considered. While the first assumes that returns are cross-section uncorrelated, the other one does not, in which case the test regressions are further augmented 9 As



a robustness check, instead of the BIC we employed a sequential general-to-specific test rule based on the last lag. However, this did not have any effect on the conclusions.
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with the cross-sectional averages of the observables (as discussed in Section 3.3).10 The results are summarized in Table 7. The first thing to note is that, except possibly for the software, telecom and utilities sectors, for BM and CFP there is strong evidence against the no predictability null. Specifically, we see that while LMσ2 is generally highly significant, LMµm is generally insignificant. Hence, while there is evidence of predictability at the level of the individual stocks, the predictive slopes average to zero. This means that existing tests for predictability based on estimates of the average predictive slope (see, for example, Hjalmarsson, 2008, 2010; Kauppi, 2000) are likely to be misleading in the sense that the no predictability null is unlikely to be rejected. In fact, it is not difficult to show how the local power of these tests is negligible in the direction of µ β = 0 and σβ2 > 0. The reason is that the power of LMµ is negligible and LMµ can be viewed as a squared t-statistic. Therefore, since the existing panel tests are all t-statistics, their local power properties are very similar to that of LMµ . That LMµ suffers from poor power when the predictive slopes are close to zero is reflected in the results, and the application of the t-ration version of the same statistic did not alter the conclusions.11 In view of the Monte Carlo results reported in Section 5, an alternative interpretation of the results for LMµm is that there is predictability, even on average, but that the test is not powerful enough to detect it. While the truth is probably somewhere in between these explanations, there are reasons to believe that the averaging out story is more relevant. In Section 6.4 we take a look at the results obtained by applying the Hausman poolability tests of Section 4. Foreshadowing this, one of the findings of that section is that β i is close to zero on average, and that most of the “action” (if any) is coming from the variance. Of course, while certainly interesting, the main issue here is not so much which test that rejects, but if there is any evidence of predictability at all. To determine this we look at LMm (the joint statistic), whose results mirror those of LMσm2 . That is, while there is ample evidence of predictability for BM and CFP, for DP, DY, EP and DE the evidence is much weaker. The fact that BM and CFP appear to be able to predict returns is not surprising. In fact, several time series studies have found that BM predicts either returns or excess returns (see Lettau and Nieuwerburgh, 2008; Campbell and Thompson, 2008; Kothari and Shanken, 10 In



interest of robustness, different methods to eliminate the effect of the cross-section dependence were considered. In particular, as an alternative to using cross-sectional averages of the observables, we used estimated principal components factors. However, this difference only lead to minor differences in the results. 11 The t-ratio results are available upon request, as are some confirmatory results based on the t-test of Hjalmarsson (2010).
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1997; Lewellen, 2004; Pontiff and Schall, 1998), a finding that has been confirmed also when using cross-section data (see Desai et al., 2004; Pincus et al., 2007). The popularity of BM owes in large part to the findings of Fama and French (1992), who find that individual stocks have the ability to explain cross-sectional variations in stock returns. The main reason why BM appears to be one of the most successful predictors of returns is because, as many studies argue (see, for example, Ball, 1978), it is a ratio of cash flow proxy to the current price level. The price level changes with the discount rate, reflected in the change in BM (Pontiff and Schall, 1998). As for CFP, while the relationship between cash flow (news) and stock returns has received much attention, the empirical evidence on whether or not CFP predicts returns is scarce. The relevance of cash flows to returns was first analyzed by Sloan (1996), who argued that investors tend to overweight accruals and underweight cash flows when forming future earnings expectations. Therefore, because accruals are less persistent than cash flows, high-accruals firms earn lower abnormal returns when compared to low-accruals firms. Cohen et al. (2002) argue that cash flow can be seen as a measure of the change in the permanent component of stock prices, such that if expected returns do not change, then the change in stock returns will be the same as the change in the cash flow. Empirical evidence on the relationship between firm-level cash flow and returns tends to indicate that they are positively correlated (see, for example, Vuolteenaho, 2002; Cohen et al., 2002). Looking next at DP and DY we see that the evidence against the no predictability null is generally very weak, which is in agreement with the results reported by, for example, Campbell and Togo (2006), and Torous et al. (2004), who find that DP does not predict monthly returns. However, our findings are inconsistent with Avramov and Chordia (2006), Lewellen (2004), and Kothari and Shanken (1997), who find that DY predicts returns. The evidence against the null is stronger for the transport sector where the null is rejected at the 10% level or better. The fact that all three tests lead to the same outcome suggests that for this sector the predictability does not cancel out at the aggregate panel level, and therefore that there is evidence of predictability at both the firm and panel levels. The returns for the hardware and retail sectors are also predictable, but here the evidence is more towards a homogenous nonzero predictive slope. Hence, the way that the predictability manifests itself for these sectors when DP and DY are used as predictors is very different from when BM and CFP are used. 25



If the evidence in favor of predictability was weak for DP and DY, it is even weaker for EP. In fact, even if one considers the liberal 10% level, there is only one rejection, for the hardware sector when using LMµm as a test statistic. The evidence of predictability is much stronger for DE. However, just as for DP and DY, we see that the evidence is mainly driven by the heterogeneity of the predictive slopes and not by their mean. The observed “averaging out” phenomenon is in agreement with the results of Menzly et al. (2004), who use a general equilibrium model to study the cross-sectional differences in return predictability based on DY.12 According to their results, while time-varying risk preferences induce a positive relation between DY and expected returns, time-varying expected dividend growth induces a negative relation between them in equilibrium. These offsetting effects reduce the ability of DY to forecast future returns. Moreover, the extent of the offset depends on the properties of the asset’s cash flow process, thereby yielding different predictions across different portfolios, which is in agreement with our finding that the extent of predictability tend to vary by sector. In the model of Menzly et al. (2004) agents have perfect knowledge, which is a rather strong assumption. If this assumption is relaxed, then there is also a possibility of learning over time, which is expected to lead to even more variability in the cross-sectional predictability of returns. This is in agreement with the (gradual) news diffusion models of, for example, Hong et al. (2007), and Rapach et al. (2013), implying that the extent of predictability across stocks is driven partly by information frictions.13 One source of information (flow) frictions is industry concentration. If industry concentration is high it suggests that investors are most likely to have complete information on just few firms in the market. In light of this, we proxy information flow frictions with industry concentration and investigate whether industry concentration helps explain the sectoral differences in the predictability results. We focus on BM and CFP, which stand out as the most successful of predictors. Following Jiang et al. (2009) industry concentration is calculated as the sum of the earnings share (in %) associated with the eight largest firms in a particular industry. The relationship between return predictability and industry concentration is motivated by Hoberg and 12 See



also Hjalmarsson (2010), and Rapach et al. (2013) for some confirmatory empirical results based on country-level data. 13 Diffusion of news has been used previously in the literature to explain sector-level differences in predictability. For example, while Hirshleifer et al. (2009) use it to explain differences in the predictive ability of cash flows, in Narayan and Sharma (2011) it is used to explain how returns from different sectors respond differently to oil price shocks.
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Phillips (2010), who find that less concentrated industries have more predictable average returns. Our findings are generally consistent with both Jiang et al. (2009) and Hoberg and Phillips (2010). For software, telecom, and utility, where there is no or limited evidence of predictability, industry concentration is in the 60%–65% range. In the other sectors, where the evidence of predictability is relatively high, industry concentration is lower, between 30% and 57%. To make this relationship more clear, we run time series OLS regressions of the form yˆi,t = δ1i + δ2i ICt + ei,t , where yˆi,t is the time-t return forecast for stock i belonging to a particular sector, ICt is industry concentration for the same sector, and ei,t is an error term. The results are untabulated to conserve space but are available upon request. Our findings can be summarized as follows. In eight of the 12 sectors where predictability based on BM is strong, industry concentration has a statistically significant (at conventional levels of significance) effect on the forecasted returns, whereas when returns are based on CFP in seven sectors industry concentration has a statistically negative effect. By comparison, when we consider the three sectors where evidence of predictability was weak industry concentration has a statistically significant and positive effect regardless of the predictor used. From these results, it seems that at least for some sectors industry concentration helps explain predictability.



6.4 Poolability test results Table 8 summarizes the poolability test results for the intercept and slope of the predictive regressions. As expected given the predictability test results, we see that in the case of BM and CFP the evidence is mostly against the poolability null. The evidence is strongest with BM in which case we count no less than 12 rejections at the 10% level when using the robust version of our tests. This is in agreement with the models of Menzly et al. (2004), Hong et al. (2007), and Rapach et al. (2013), suggesting that the predictive slopes should tend to vary across stocks. We also see that for BM and CFP the average of the individual slope estimates tend to be close to zero, which is in agreement with the predictability test results for these variables. The slope coefficients are generally positive, as expected. The main exception is returns when DE is used as a predictor (the only other exception is for BM in the chemical sector). In this case, five sectors appear with a negative slope, three (banking, household, and to some extent also mining) of which are significant according to the predictability test results. 27



Hence, for these sectors expected returns are high when dividend payout is low. Kothari et al. (2006) find that earnings surprises, contrary to predictions of behavioral models, negatively predict returns (see Hjalmarsson, 2010; Rapach et al., 2013, for similar findings). They make the point that earnings are positively related to inflation and interest rates in that earnings may contain information about future inflation. Dividend payout can also have a similar relationship with inflation. If this is true, a negative slope may be reflecting the negative reaction to inflation of the type shown in the work of Fama and Schwert (1977). Moreover, Campbell and Thompson (2008) argue that it is not uncommon to find negative slope coefficients. They explain that: “A regression estimated over a short sample period can easily generate perverse results, such as a negative coefficient when theory suggests that the coefficient should be positive” (page 1516). They argue that one way to remedy this theoretically inconsistent sign on the slope coefficient is to apply a “sensible restriction” which they define as setting the coefficient to zero whenever it appears with a wrong (negative) sign. The motivation for such a restriction has roots in the idea that typically an investor will not use a perverse coefficient for the purpose of forecasting returns (Campbell and Thompson, 2008). They find that a restricted sign-based model outperforms the benchmark historical average in out-of-sample forecasting evaluations. As for remaining predictors, DP, DY, EP and DE, we see that the evidence against the null is much weaker than for BM and CFP. We also see that the averages of the individual slope estimates tend to be much smaller in absolute value than before, suggesting that the homogenous slope is also equal to zero. The fact that the null hypothesis of homogenous intercepts also does not meet much resistance implies that expected return does not vary much across stocks, which is in contrast to studies such as Jorion and Goetzman (1999) showing that the equity premium varies across countries. On the other hand, given the great deal of similarity that exists within a sector, the finding that the predictability characteristics also seem to be very similar is maybe not that surprising.



6.5 Economic significance In this section, we assess the economic significance of our panel predictability test results by using forecasts of returns based on each of the predictors to evaluate trading strategies. In so doing, we adopt the approach of Markowitz (1952), which assumes the existence of a mean-variance investor, whose utility function is given by E(yi,t+1 | It ) − τ var(yi,t+1 | It )/2, 28



where yi,t is again returns for firm i in time period t, It is the information set available in the same period, and τ is the coefficient of relative risk aversion. The investor invests in two assets, one is risky, while the other is risk-free, as measured by the three-month US Treasury bill rate. Using yt to denote market returns, the proportion invested in the risky asset is set optimally to E(yi,t+1 | It )/τ var(yt+1 | It ) (Marquering and Verbeek, 2004). Two sets of return forecasts are generated; one is static, while the other is dynamic. The forecasts are generated as follows. The dynamic forecast is simply the one step-ahead forecast obtained fitting (1) by OLS. With this approach we allow an investor to rebalance his portfolio once a month (since we use monthly data). The coefficients of the forecasting model are re-estimated at the end of each month when new information becomes available, so that each month the investor revises his beliefs about expected returns and volatility. The static forecast is the dynamic forecast but with β 1 , ..., β N set to zero, which is usually referred to as the “constant returns” forecast. These forecasts are used to proxy E(yi,t+1 | It ). The next issue is how to proxy var(yi,t+1 | It ) and var(yt+1 | It ). For the first variance we use the estimated variance of the return forecasts, whereas for the second we follow, for example, Marquering and Verbeek (2004), and Westerlund and Narayan (2012), and use a 12-month rolling variance of the return on the NYSE. We set τ = 6, so that the investor is “moderately” risk-averse. Limited borrowing and short selling is permitted by constraining the portfolio weights to lie in [0, 1.5]. In forecasting returns under each of the trading strategies, following Marquering and Verbeek (2004), we use a transaction cost of 0.1%, which is deducted from profits. Also, since poolability is not always supported (see Section 6.4), all forecasts are generated using unrestricted OLS. The results are reported in Table 9. The first thing to note is that the investor utilities associated with the using dynamic trading strategy are generally higher than those associated with the static trading strategy. As for the relative performance of the predictors (under the dynamic strategy), CFP stands out as the overall best predictor leading to the highest return in all but four sectors, namely, banking, chemical, real estate and travel, for which BM or DP (as in the case of real estate) stands out as the best performing predictor. We also see that the returns for BM are much more volatile across sectors than for the other predictors. For example, while the (cross-section) range of the BM returns is equal to [0.01, 8.22], the range of the CFP returns is [0.23, 4.62]. The gain from the dynamic strategy is therefore largely idiosyncratic, especially for BM, which is in agreement with the results of Narayan 29



and Sharma (2011), and Driesprong et al. (2008). Looking next at the estimated utilities we see that they vary substantially across sectors. This is again in agreement with results for returns. Interestingly, while the two measures tend to follow each other very closely for CFP, this is not the case for the other predictors where low (high) returns can be are accompanied by either low or high utilities. Since the main difference between these measures is that the utility not only accounts for the level but also the variance of the returns, this suggests that variance, or risk, is relatively unimportant for CFP. Indeed, except for the banking sector, the utility–return relationship is almost perfectly linear. The previous section revealed that not all predictors are equally useful. Indeed, while BM and CFP turned out to be quite effective, DE, EP, DY and DP did not. A reasonable conclusion from these results is that investors should be less interested in tracking DE, EP, DY and DP. However, in a recent study, Cenesizoglu and Timmermann (2012) find that some of the predictors that were statistically insignificant nevertheless turned out to be economically significant. In our case, considering only the insignificant predictors, we find that while most insignificant predictors do indeed allow investors to earn significant profits, investor utility turns out to be negative. Therefore, our analysis suggests at best partial evidence that insignificant predictors lead to economically significant outcomes for investors.



7 Concluding remarks This paper develops a new procedure for testing the null hypothesis of no predictability in panels where the heterogeneity of the predictive slope β i can be assumed to be random across the cross-section. This is quite important since in most, if not all, related work, whenever heterogeneity is allowed, it is assumed to be non-random. This means that each individual coefficient has to be fitted separately, leading to multiple estimation errors in the test procedure. The purpose of the current paper is to device a test that exploits the information that under the null hypothesis the predictability is absent, when a random approach is used, β i has zero mean and zero variance. This leads naturally to the consideration of the LM principle, from which three test statistics are derived. The first is designed to test the joint restriction that β i has zero mean and zero variance, while the other two are designed to test the mean and variance restrictions separately.
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The asymptotic distributions of the test statistics are derived and verified in small samples using Monte Carlo simulations. In the empirical part of the paper, based on a large panel comprising 1,559 firms between 1996 and 2010, we find that while CFP and BM are able to predict returns, this is not the case for the other predictors considered.
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Appendix: Proofs Lemma A.1. Under Assumptions 1 and 2, ( ) t −1 1 −1/2 −1 −1 −1/2 T xi,t = √ x0i,t + N T σyi σxi ciρ ∑ x0i,s + O p ( T −1/2 ), T s =1 where x0i,t = ∑ts=1 ϵxi,s . Proof of Lemma A.1. By repeated substitution into (2), xi,t =
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−1 which, via a first-order Taylor expansion and insertion of ρi = 1 + N −1/2 T −1 σyi σxi ciρ (As-



sumption 1), can be rewritten as T −1/2 xi,t =



1 √ T



(



t



∑ ϵxi,s + T −1/2 xi,0 + ( NT )−1/2 σyi σxi−1 ciρ



−2 2 + N −1 T −3/2 σyi2 σxi ciρ δi



=



1 √ T



t( xi,0 + δi ) +



s =1



(



t



)



∑ (t − s)ϵxi,s



s =1



t



∑ ( t − s ) + o p (1)



s =1



t



t



s =1



s =1



∑ ϵxi,s + N −1/2 T −1 σyi σxi−1 ciρ ∑ (t − s)ϵxi,s



)



+ O p ( T −1/2 ).



The last equality follows from assuming xi,0 = O p (1), which makes T −1/2 xi,0 the leading term. The proof is completed by noting that t
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Proof of Theorem 1. Consider the numerator of LMµ0 , A0µ . Since ryi,t = yi,t − αi − γi ∆xi,t = ϵyi,t − γi δi (ρi − 1) + [ β i − γi (ρi − 1)] xi,t−1 ,
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we can show that N −1/2 T −1 A0µ =
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where the last equality holds, because T −3/2 ∑tT=2 xi,t−1 = O p (1), and therefore
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By using this and Lemma A.1, we obtain
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Thus, by adding the results,
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By a functional central limit theorem, T −1/2 x0i,⌊rT ⌋ →d σxi Wxi (r ) and T −1/2 ∑s=2 ϵyi,s →d σyi Wyi (r ) as T → ∞, where ⌊ x ⌋ is the integer part of x, and Wxi (r ) and Wyi (r ) are two standard Brownian motion that are independent of each other. It follows that, by the continuous mapping theorem, −2 1 σxi T2 −1 −1 1 σyi σxi T
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as N, T → ∞, where γ = lim N →∞ N −1 ∑iN=1 γi . Consider A01µ . Since ϵyi,t and x0i,t−1 , and hence also dWyi (r ) and Wxi (r ), are independent of each other and across i, it is clear that E( A01µ ) = 0. Moreover, ( )2  N ∫ 1 1 1 var( A01µ ) = E[( A01µ )2 ] → E  √ ∑ Wxi (r )dWyi (r )  = N N i =1 0
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as T → ∞. The conditions of the central limit theorem of Phillips and Moon (1999, Theorem 2) are satisfied (details are again available upon request). Hence, 1 A01µ →d √ Z1 2
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as N, T → ∞, where Z1 ∼ N (0, 1). Consider next the denominator of LMµ0 , Bµ0 . By Lemma A.1, 1 NT 2
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where, by another application of Corollary 1 of Phillips and Moon (1999), 0 B1µ =



1 NT 2



N



T



2 ∑ ∑ σxi−2 x0i,t −1 → p



i =1 t =2



1 2



(A6)



as N, T → ∞. Thus, by putting everything together,
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2 The effects of [ β i − γi (ρi − 1)]2 xi,t −1 and ϵyi,t [ β i − γi ( ρi − 1)] xi,t−1 , which are the leading
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∑ ∑ σxi−3 σyi−1 ϵyi,t (cβi − γi cρi )xi,t3 −1 = O p (( NT )−1/2 ).



i =1 t =2



By using this and Lemma A.1, N −1/2 T −3/2 A0σ2



√



=



N



1



T



2 2 − σyi2 ) xi,t ∑ ∑ σxi−2 σyi−2 (ryi,t −1 NT 3/2 i =1 t =2 N T



1



=



√



=



A01σ2



NT 3/2



2 2 −1/2 − σyi2 ) xi,t ) ∑ ∑ σxi−2 σyi−2 (ϵyi,t −1 + O p (( NT )



i =1 t =2



+ O p (( NT )−1/2 ),



(A9)



where A01σ2



= =



√ √



N



1 NT 3/2



2 2 − σyi2 ) x0i,t ∑ ∑ σyi2 σxi−2 (ϵyi,t −1



i =1 t =2 N



1 NT 3/2



T



(



T



2 − σyi2 ) ∑ ∑ σyi2 σxi−2 (ϵyi,t



i =1 t =2



1 2 x0i,t −1 − T



)



T



2 ∑ x0i,s −1



+ o p (1),



s =2



2 − where the last equality follows by taking deviations from the mean. Clearly, since E(ϵyi,t 2 ) = 0, we have E ( A0 ) = 0. For the variance, we use the fact that σyi 1σ2 ( )2  T 1 1 T −2 2 4 E  √ ∑ σyi (ϵy,is − σyi2 )  = ∑ [σyi−4 E(ϵyi,s ) − 1] = κy − 1, T s =2 T s =2



−4 4 ), suggesting where κy = σyi E(ϵyi,t



1 √ T



⌊rT ⌋



∑



s =2



−2 2 σyi (ϵyi,s − σyi2 ) →d



√



κy − 1 Vi (r )



as T → ∞, where Vi (r ) is a standard Brownian motion that is independent of Wxi (r ) and Wyi (r ) (see McCabe and Tremayne, 1995, Lemma 1). It follows that ( )2  ) ∫ 1( ∫ 1 N √ 1 var( A01σ2 ) → E  √ ∑ κy − 1 Wxi (r )2 − Wxi (s)2 ds dVi (r )  0 0 N i =1 [ ( )2 ] ∫ ∫ 1 1 N 1 2 2 E Wxi (r ) − Wxi (s) ds dr = (κ y − 1) ∑ N i =1 0 0 as T → ∞, where [( ∫ 1



0



E



Wxi (r ) − 2



∫ 1 0



)2 ] 2



Wxi (s) ds



∫ 1



dr = 41



0



E[Wxi (r ) ]dr − E 4



[(∫



1 0



)2 ] 2



Wxi (r ) dr



.



By using the moments of Brownian motion, ∫ 1



E[Wxi (r ) ]dr = 3



0



∫ 1∫ 1 0



4



2



2



E[Wxi (r ) Wxi (s) ]drds = 2



0



∫ 1 0



r2 dr = 1,



∫ 1∫ r 0



0



7 (rs + 2s )drds = 3 2



∫ 1 0



r3 dr =



7 , 12



and therefore 5(κ − 1) 12



var( A01σ2 ) →



as N, T → ∞, which, via Theorem 2 of Phillips and Moon (1999), yields √ 5(κ y − 1) √ A01σ2 →d Z2 12



(A10)



as N, T → ∞, where Z2 ∼ N (0, 1) is independent of Z1 , as follows from the fact that Wxi (r ) and Vj (r ) are independent for all (i, j). As for the denominator of LMσ0 2 , by using Lemma 1 and the fact that A01σ2 = O p (1), N −1 T −3 Bσ0 2



=



1 NT 3



=



1 NT 3



=



0 B1σ 2



N



T



2 4 − σyi2 ) x0i,t ∑ ∑ σyi2 σxi−4 (2ryi,t −1



i =1 t =2 N T



N



1



T



2 4 2 4 −1/2 σ2 σ−4 (ϵ2 − σyi x0i,t ) x0i,t ) ∑ ∑ σyi2 σxi−4 ϵyi,t −1 − −1 + O p ( T NT 3 ∑ ∑ yi xi yi,t



i =1 t =2



+ Op (T



i =1 t =2



−1/2



),



where, via Corollary 1 of Phillips and Moon (1999), 0 B1σ 2 =



1 NT 3



N



∑



T



2 4 x0i,t ∑ σyi2 σxi−4 ϵyi,t −1 → p



i =1 t =2



∫ 1 0



E[Wxi (r )4 ]dr = 1



(A11)



as N, T → ∞. It follows that LMσ0 2 =



( N −1/2 T −3/2 A0σ2 )2 ( A01σ2 )2 12 12 = + O p ( T −1/2 ), 0 0 − 1 − 3 5(κ y − 1) 5 ( κ − 1 ) N T Bσ2 B1σ2 y



(A12)



where



( A01σ2 )2 5(κ y − 1) 2 →d Z2 0 12 B1σ2 as N, T → ∞. This completes the proof.







Proof of Proposition 1. 42



The proof of Proposition 1 follows by simple manipulations of the proof of Theorem 1, and hence only essential details will be provided. We begin by considering A0σ2 . With p = 1/4 2 (see the proof of Theorem 1) are negligible, and q = 3/4, all terms in the expansion of ryi,t 2 except for ϵ2yi,t and β2i xi,t −1 , suggesting that, via Lemma A.1,



N −1/2 T −3/2 A0σ2



= =



√ √



N



1



T



2 2 − σyi2 ) xi,t ∑ ∑ σxi2 σyi−2 (ryi,t −1 NT 3/2 i =1 t =2 N T



1



N



1



T



2 2 4 − σyi2 ) x0i,t ∑ ∑ σxi2 σyi−2 (ϵyi,t ∑ ∑ σxi2 σyi−2 β2i x0i,t −1 + √ −1 + o p (1 ) NT 3/2 NT 3/2 i =1 t =2



i =1 t =2



= A01σ2 + A02σ2 + o p (1), where A01σ2 is as in the proof of Theorem 1. Moreover, since E(c2βi ) = µ2β + σβ2 , A02σ2



=



√



N



1



T



4 ∑ ∑ σxi2 σyi−2 β2i x0i,t −1 = NT 3/2 i =1 t =2



→d E(c2βi )



∫ 1 0



1 NT 3



N



T



4 ∑ ∑ σxi−4 c2βi x0i,t −1



i =1 t =2



E[Wxi (r )4 ]dr = µ2β + σβ2



as N, T → ∞, suggesting that √



( N −1/2 T −3/2 A0σ2 )2 →d



5(κ y − 1) √ Z2 + µ2β + σβ2 . 12



(A13)



Thus, since the denominator of LMσ0 2 is unaffected by the change in ( p, q) (when compared to the case considered in Theorem 1), we have LMσ0 2



= =



( A01σ2 + A02σ2 )2 12 + o p (1) 0 5(κ y − 1) B1σ 2 ) ( ( A01σ2 )2 2A01σ2 A02σ2 ( A02σ2 )2 12 + + + o p (1), 0 0 0 5(κ y − 1) B1σ B1σ B1σ 2 2 2



(A14)



where the first term on the right-hand side is as before and √ (µ2β + σβ2 ) 5(κy − 1) A01σ2 A02σ2 √ →d Z2 , 0 B1σ 12 2



( A02σ2 )2 0 B1σ 2



→ p (µ2β + σβ2 )2



as N, T → ∞, and so the proof is complete.







Proof of Theorem 2. 43



We begin by considering αˆ , which, via αi = α + T −1/2 σyi cαi , can be expanded in the following way: 1 NT



αˆ =



= α+



N



T



∑ ∑ (yi,t − γˆ i ∆xi,t )



i =1 t =2 N



1 NT



T



∑ ∑ ( βi xi,t−1 + γi ϵxi,t + ϵyi,t − γˆ i ∆xi,t ) +



i =1 t =2



N



1 √



N T



∑ σyi cαi



i =1



= α + R1 + R2 ,



(A15)



where R2 =



1 √



N



N



σyi cαi = O p (( NT )−1/2 ). ∑ T



(A16)



i =1



R1 can be expanded in the following way: N



1 N



R1 =



∑ [( βi − γi (ρi − 1))xi,−1 + ϵyi − (γˆ i − γi )∆xi − γi δi (ρi − 1)]



i =1



with xi,−1 = T −1 ∑tT=2 xi,t−1 and similar definitions of ϵyi and ∆xi . ϵyi,t is independent across both i and t. Therefore, ϵy = N −1 ∑iN=1 ϵyi = O p (( NT )−1/2 ), and, by the cross-section inde−1 pendence of cρi , N −1 ∑iN=1 γi δi (ρi − 1) = N −3/2 T −1 ∑iN=1 γi δi σyi σxi cρi = O p ( N −1/2 T −1 ). As



for the first term in R1 , we have 1 N



N



∑ [ βi − γi (ρi − 1)]xi,−1 =



i =1



N



1 N 3/2 T



∑ σyi σxi−1 (cβi − γi cρi )xi,−1 = O p ( N −1 T −1/2 ).



i =1



Finally, as for the third term, since ∆xi = δi (1 − ρi ) + (ρi − 1) xi,−1 + ϵ xi , 1 N



N



∑ (γˆ i − γi )∆xi



= −



i =1



1



N



1



i =1



1 N



+



N



∑ (γˆ i − γi )δi σyi σxi−1 cρi + N 3/2 T ∑ (γˆ i − γi )σyi σxi−1 cρi xi,−1 N 3/2 T i =1



N



∑ (γˆ i − γi )ϵxi .



i =1



In the proof of Theorem 3 we how that



√



T (γˆ i − γi ) = O p (1). By using this and the Cauchy–



Schwarz inequality, we obtain N



1



∑ (γˆ i − γi )δi σyi σxi−1 cρi N 3/2 T i =1



√



≤



1 NT 3/2



(



1 N



N



∑[



√



)1/2 (



T (γˆ i − γi )]2



i =1



1 N



N



∑ (δi σyi σxi−1 cρi )2



i =1



and by the same argument, 1



N



∑ (γˆ i − γi )σyi σxi−1 cρi xi,−1 N 3/2 T



= O p ( N −1/2 T −1 ),



i =1



1 N



N



∑ (γˆ i − γi )ϵxi



= O p ( N −1/2 T −1 ).



i =1
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)1/2



= O p ( N −1/2 T −3/2 ),



Under our assumption that N/T → 0, we have O p ( N −1 T −1/2 ) > O p ( N −1/2 T −1 ). The leading terms in R1 are therefore given by the cross-sectional averages of [ β i − γi (ρi − 1)] xi,−1 and ϵyi . It follows that R1 = O p (( NT )−1/2 ) + O p ( N −1 T −1/2 ).



(A17)



Let us now consider rˆyi,t . By adding and subtracting αi and γi ∆xi,t , rˆyi,t = yi,t − αˆ − γˆ i ∆xi,t = ryi,t − (αˆ − αi ) − (γˆ i − γi )∆xi,t . Insertion of ryi,t = ϵyi,t − γi δi (ρi − 1) + [ β i − γi (ρi − 1)] xi,t−1 now yields rˆyi,t = ryi,t − (αˆ − α) + T −1/2 σyi cαi − (γˆ i − γi )∆xi,t



= ryi,t − (γˆ i − γi )∆xi,t − ( R1 + R2 ) + T −1/2 σyi cαi = ϵyi,t − γi δi (ρi − 1) + [ β i − γi (ρi − 1)] xi,t−1 − (γˆ i − γi )∆xi,t − ( R1 + R2 ) + T −1/2 σyi cαi , which can be used to show that (as is done in the proof of Theorem 4) 2 σˆ yi = σyi2 + O p ( T −1/2 ), 2 = σ2 + O ( T −1/2 ) and κ ˆ y = κy + O p ( T −1/2 ). Thus, by using Taylor expanand similarly, σˆ xi p xi



sion of the inverse square root and then substitution for rˆyi,t , N −1/2 T −1 Aµ =



= = + − +



√ √ √ √



1 NT 1 NT 1



N



T



∑ ∑ σˆ yi−1 σˆ xi−1 rˆyi,t xi,t−1



i =1 t =2 N T



∑



√ −1 −1 ˆ σ σ r x + O ( NT −1/2 ) p yi,t i,t − 1 ∑ yi xi



i =1 t =2 N T



1



N



T



∑ ∑ σyi−1 σxi−1 ryi,t xi,t−1 − √ NT ∑ ∑ σyi−1 σxi−1 γi δi (ρi − 1)xi,t−1 NT 1



i =1 t =2 N T



i =1 t =2



−1 −1 2 σyi σxi [ β i − γi (ρi − 1)] xi,t ∑ ∑ −1 NT



1 −1 −1 σyi σxi (γˆ i − γi )∆xi,t xi,t−1 − √ ∑ ∑ NT i=1 t=2 N N √ 1 −1 √ σxi cαi + O p ( NT −1/2 ). ∑ NT i=1



√



1



i =1 t =2 N T



N



∑ σyi−1 σxi−1 xi,−1 ( R1 + R2 )



i =1



(A18)



There are five terms to consider, of which the first and third are the same as in the proof of
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Theorem 1. As for the second term, by the Cauchy–Schwarz inequality,



√



N



1 NT



=



≤



T



∑ ∑ σyi−1 σxi−1 γi δi (ρi − 1)xi,t−1



i =1 t =2



N



1 √



1 √ T



N



T



1



∑ σxi−2 γi δi cρi T3/2 ∑ xi,t−1 T (



t =2



i =1



)1/2  1 N −4 2 2 2 1 σxi γi δi cρi ∑ N i =1 N



N



∑



i =1



(



1 T 3/2



)2 1/2 ∑ xi,t−1  = O p (T −1/2 ), T



t =2



and by the same inequality the order of the fourth term is given by



√



N



1



T



−1 −1 σyi σxi (γˆ i − γi )∆xi,t xi,t−1 ∑ ∑ NT i =1 t =2



√ 1 T −1 −1 ˆ T ( γ − γ ) ∆xi,t xi,t−1 σ σ i i ∑ yi xi T t∑ NT i=1 =2 ( )1/2  √ ( N N N 1 1 −2 −2 2  ∑ 1 ≤ √ σyi σxi T (γˆ i − γi ) ∑ N N i =1 T T i =1 √ = O p ( NT −1/2 ).



=



√



N



1



)2 1/2 ∑ ∆xi,t xi,t−1  T



t =2



Next, consider the fifth term. From ϵy = N −1 ∑iN=1 ϵyi = O p (( NT )−1/2 ) and √ √ 1 N T 1 N −1/2 √ √ ∑T x −1 = x = xi,−1 = O p ( TN −1/2 ), i,−1 ∑ N i =1 N N i =1 we obtain 1 √ N



=



N



1



N



∑ σyi−1 σxi−1 xi,−1 N ∑ [ β j − γj (ρ j − 1)] x j,−1



i =1



1 NT



j =1



N



∑ σyi−1 σxi−1 xi,−1



i =1



1 N



N



∑ σyj σxj−1 (cβj − γj cρj )x j,−1 = O p ( N −1 ),



j =1



and 1 √ N



N



∑ σyi−1 σxi−1 xi,−1 ϵy



=



i =1



N



1 √



N



∑ σyi−1 σxi−1 xi,−1 T



√



NTϵy = O p ( N −1/2 ).



i =1



Hence, by leading term approximation, 1 √ N



N



∑ σyi−1 σxi−1 xi,−1 R1 = O p ( N −1/2 ).



i =1



The term involving R2 is of the same order, as seen by writing 1 √ N



N



∑ σyi−1 σxi−1 xi,−1 R2 =



i =1



1 N 3/2



√



N



N



i =1



j =1



∑ σyi−1 σxi−1 xi,−1 ∑ σyj cαj = O p ( N −1/2 ). T 46



The sixth and final term is



√



N



1



∑ σxi−1 cαi = O p (T −1/2 ). NT i =1



Thus, by putting everything together, N −1/2 T −1 Aµ =



√ √



=



N



1



T



−1 −1 σˆ xi rˆyi,t xi,t−1 σˆ yi ∑ ∑ NT i =1 t =2 N T



1



−1 −1 σyi σxi ϵyi,t xi,t−1 ∑ ∑ NT i =1 t =2 N T



1



∑ ∑ σyi−1 σxi−1 [ βi − γi (ρi − 1)] xi,t2 −1 + O p ( NT



+



√



=



A01µ



√



NT −1/2 )



i =1 t =2 √ + A02µ + O p ( NT −1/2 ),



(A19)



where A01µ and A02µ are the same as in the proof of Theorem 1, and where the last equality holds because of Lemma A.1. Similarly, since N −1 T −2 Bµ =



1 NT 2



N



T



0 + O p ( T −1/2 ), ∑ ∑ σˆ xi−2 xi,t2 −1 = B1µ



(A20)



i =1 t =2



0 is again as in the proof of Theorem 1, we can show that where B1µ √ LMµ = LMµ0 + O p ( NT −1/2 ).



(A21)



Consider LMσ2 . In particular, consider N −1/2 T −3/2 Aσ2



√



=



√



=



N



1



T



2 2 − σˆ yi2 ) xi,t ∑ ∑ σˆ xi−2 σˆ yi−2 (rˆyi,t −1 NT 3/2 i =1 t =2 N T



1



2 2 − σyi2 ) xi,t ∑ ∑ σxi−2 σyi−2 (rˆyi,t −1 + O p ( NT 3/2



√



NT −1/2 ),



(A22)



i =1 t =2



where 2 rˆyi,t = [ryi,t − (αˆ − αi ) − (γˆ i − γi )∆xi,t ]2 2 = ryi,t − 2ryi,t (αˆ − αi ) − 2ryi,t (γˆ i − γi )∆xi,t + (αˆ − αi )2 + 2(αˆ − αi )(γˆ i − γi )∆xi,t



+ (γˆ i − γi )2 (∆xi,t )2 .



(A23)



Hence, there are six terms to consider in N −1/2 T −3/2 A0σ2 . Since αˆ − αi = αˆ − α − T −1/2 σyi cαi = R1 + R2 − T −1/2 σyi cαi , by the Cauchy–Schwarz inequality, the term involving ryi,t (αˆ − αi ) can be written as



√



1



N



T



∑ ∑ σxi−2 σyi−2 ryi,t (αˆ − αi )xi,t2 −1 NT 3/2 i =1 t =2



= ( R1 + R2 ) √



1 NT 3/2



N



∑



T



∑ σxi−2 σyi−2 ryi,t xi,t2 −1 − √



i =1 t =2
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1 NT 2



N



T



∑ ∑ σxi−2 σyi−1 cαi ryi,t xi,t2 −1 .



i =1 t =2



As for the first term on the right-hand side of this expression, from the definition of ryi,t ,



√



N



1



T



−2 −2 2 σxi σyi ryi,t xi,t ∑ ∑ −1 3/2 NT i =1 t =2



=



√



N



1 NT 3/2



∑



T



∑ σxi−2 σyi−2 ϵyi,t xi,t2 −1 −



i =1 t =2 T 1 σ−3 σ−1 (c βi NT 5/2 i=1 t=2 xi yi N



+



∑∑



1 NT 5/2



N



T



∑ ∑ σxi−3 σyi−1 γi δi cρi xi,t2 −1



i =1 t =2



3 − γi cρi ) xi,t −1 ,



where 1 T 3/2



T



∫ 1



t =2



0



∑ σxi−2 σyi−1 ϵyi,t xi,t2 −1 →d



Wxi (r )2 dWyi (r ),



as T → ∞, which is clearly mean zero and independent across i. The first term in the ex−2 −2 2 pansion of N −1/2 T −3/2 ∑iN=1 ∑tT=2 σxi σyi ryi,t xi,t −1 is therefore O p (1). The second and third



terms are O p (( NT )−1/2 ) and O p ( N −1/2 ), respectively, and therefore



√



N



1



T



∑ ∑ σxi−2 σyi−2 ryi,t xi,t2 −1 = O p (1). NT 3/2 i =1 t =2



Similarly,



√



N



1 NT 2



T



∑ ∑ σxi−2 σyi−1 cαi ryi,t xi,t2 −1 = O p (T −1/2 ).



i =1 t =2



Hence, since R1 = O p (( NT )−1/2 ) + O p ( N −1 T −1/2 ),



√



N



1 NT 3/2



T



∑ ∑ σxi−2 σyi−2 ryi,t (αˆ − αi )xi,t2 −1 = O p (T −1/2 ).



i =1 t =2



The term involving (γˆ i − γi )2 (∆xi,t )2 can be expanded as



√



N



1 NT 3/2



= +



√ √



T



∑ ∑ σxi−2 σyi−2 (γˆ i − γi )2 (∆xi,t )2 xi,t2 −1



i =1 t =2



1 NT 3/2 1 NT 3/2



N



T



∑ ∑ σyi−2 (γˆ i − γi )2 xi,t2 −1



i =1 t =2 N T



∑ ∑ σxi−2 σyi−2 (γˆ i − γi )2 [(∆xi,t )2 − σxi2 ]xi,t2 −1 .



i =1 t =2



2) = By the same arguments used in the proof of Theorem 1, we have T −1/2 ∑ts=2 (ϵ2xi,t − σxi



O p (1), which can in turn be used to show that 1 T 3/2



T



∑ [(∆xi,t )2 − σxi2 ]xi,t2 −1 = O p (1).



t =2
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Hence,



√



N



1



T



∑ ∑ σxi−2 σyi−2 (γˆ i − γi )2 [(∆xi,t )2 − σxi2 ]xi,t2 −1 NT 3/2 i =1 t =2



)1/2  ( N 1 N −2 −2 1 ≤ [σxi σyi T (γˆ i − γi )2 ]2 ∑ T N i =1 N √ = O p ( NT −1 ).



√



N



∑



i =1



(



1 T 3/2



)2 1/2 ∑ [(∆xi,t )2 − σxi2 ]xi,t2 −1  T



t =2



We similarly have



√



1



N



T



∑ ∑ σyi−2 (γˆ i − γi )2 xi,t2 −1 NT 3/2 i =1 t =2



≤



√ ( N 1 √ T N



)1/2  1 ∑ [σyi−2 T (γˆ i − γi )2 ]2 N i =1 N



N



∑



i =1



(



1 T2



)2 1/2 √ ∑ xi,t2 −1  = O p ( NT −1/2 ). T



t =2



2 is of lower order than this. Hence, The effect of the remaining terms in the expansion of rˆyi,t



N −1/2 T −3/2 A0σ2



√



=



1



N



T



−2 −2 2 2 2 σxi σyi (rˆyi,t − σyi ) xi,t ∑ ∑ −1 + O p ( 3/2 NT



1



i =1 t =2 N T



−2 −2 2 2 2 σxi σyi (ryi,t − σyi ) xi,t ∑ ∑ −1 + O p ( 3/2 NT



=



√



=



A01σ2



√ √



NT −1/2 ) NT −1/2 )



i =1 t =2



√ + O p ( NT −1/2 ),



(A24)



where A01σ2 is as in the proof of Theorem 1. Similarly, N −1 T −3 Bσ2 =



1 NT 3



N



T



2 4 0 − σˆ yi2 ) xi,t ∑ ∑ σˆ yi−2 σˆ xi−4 (2ˆryi,t −1 = B1σ



2



+ O p ( T −1/2 ),



(A25)



i =1 t =2



0 is again the same as in the proof of Theorem 1. Hence, where B1σ 2



√ √ A1µ A σ2 12 12 = + O p ( NT −1/2 ) = LMσ0 2 + O p ( NT −1/2 ), 0 5(κˆ y − 1) Bσ2 5(κy − 1) B12 0



LMσ2 =



(A26)







which completes the proof.



Proof of Theorem 3. The inclusion of a common intercept in θˆ and ρˆ i does not affect the results. In what follows we therefore disregard the effect of the intercept. From the proof of Theorem 2, rˆyi,t − [ β i − γi (ρi − 1)] xi,t−1 = ϵyi,t − γi δi (ρi − 1) − (γˆ i − γi )∆xi,t − ( R1 + R2 ) + T −1/2 σyi cαi , 49



which in turn implies N −1/2 T −1 Aµ −



√



=



√



=



√



=



√



+



√



N



1



N θˆ



T



∑ ∑ σˆ yi−1 σˆ xi−1 rˆyi,t xi,t−1 + NT



√



i =1 t =2 N T



1 NT 1



∑



N θˆ



∑ σˆ yi−1 σˆ xi−1 rˆyi,t xi,t−1 + √



i =1 t =2 N T



1 NT



N



T



∑ ∑ σˆ yi−1 σˆ xi−1 γˆ i (ρˆi − 1)xi,t2 −1



i =1 t =2



1



N



T



∑ ∑ σyi−1 σxi−1 [rˆyi,t − ( βi − γi (ρi − 1))xi,t−1 ]xi,t−1 + √ NT ∑ ∑ σyi−1 σxi−1 βi xi,t2 −1 NT i =1 t =2 N T



1



i =1 t =2



−1 −1 2 σyi σxi [γˆ i (ρˆ i − 1) − γi (ρi − 1)] xi,t ∑ ∑ −1 + O p ( NT



√



NT −1/2 ),



(A27)



i =1 t =2



where the first two terms can be analyzed in the same way as in the proof of Theorem 2. The third term can be written as



√



1



N



T



−1 −1 2 σyi σxi [γˆ i (ρˆ i − 1) − γi (ρi − 1)] xi,t ∑ ∑ −1 NT i =1 t =2



= = =



√ √ √



N



1



∑ NT



T



∑ σyi−1 σxi−1 (γˆ i − γi )(ρi − 1)xi,t2 −1 + √



i =1 t =2 N T



1 NT 1 NT



1



N



T



−1 −1 2 σyi σxi γˆ i (ρˆ i − ρi ) xi,t ∑ ∑ −1 NT i =1 t =2



∑ ∑ σyi−1 σxi−1 γi (ρˆi − ρi )xi,t2 −1 + O p (T −1/2 )



i =1 t =2 N T



∑ ∑ σyi−1 σxi−1 γi ϵxi,t xi,t−1 + O p (T −1/2 ),



i =1 t =2



where the second equality makes use of the Cauchy–Schwarz inequality, from which it follows that



√



1



N



T



∑ ∑ σyi−1 σxi−1 (γˆ i − γi )(ρi − 1)xi,t2 −1 NT i =1 t =2



≤



1 √ T



(



1 N



N



∑



[c2ρi



√



)1/2 [



T (γˆ i − γi )]



2



i =1



1 N



N



∑



i =1



(



−2 1 σxi T2



T



∑



t =2



)]1/2 2 xi,t −1



As for the third equality, note that ρˆ i =



∑tT=2 xi,t−1 xi,t ∑tT=2 xi,t−1 ∑tT=2 xi,t−1 ϵxi,t = ρ + δ ( 1 − ρ ) + , i i i 2 2 2 ∑tT=2 xi,t ∑tT=2 xi,t ∑tT=2 xi,t −1 −1 −1



50



= O p ( T −1/2 ).



suggesting that



√



N



1



T



2 −1 −1 σxi γi (ρˆ i − ρi ) xi,t σyi ∑ ∑ −1 NT i =1 t =2



∑ NT



√



=



N



1



i =1



= −



1 NT



ϵ ∑ T xi,t−1 ∑T x δi (1 − ρi ) tT=2 2 + t=T2 i,t−2 1 xi,t ∑t=2 xi,t−1 ∑t=2 xi,t−1



N



1 NT 2



√



=



(



−1 −1 σyi σxi γi



T



1



N



T



i =1



t =2



)



T



∑ xi,t2 −1



t =2



∑ σyi−1 σxi−1 γi δi cρi ∑ xi,t−1 + √ NT ∑ σyi−1 σxi−1 γi ∑ xi,t−1 ϵxi,t t =2



i =1 N



T



∑ σyi−1 σxi−1 γi ∑ xi,t−1 ϵxi,t + O p (T −1/2 ), t =2



i =1



Moreover, by Lemma A.1, −2 σxi



1 T



T



∑ ϵxi,t xi,t−1



=



t =2



→d



−2 σxi



∫ 1 0



1 T



T



cρi



T



t −2



t =2



s =2



∑ ϵxi,t x0i,t−1 + σyi σxi−3 √ NT2 ∑ ϵxi,t ∑ x0i,s



t =2



∫ 1∫ r −1 cρi Wxi (r )dWxi (r ) + σyi σxi √ Wxi (s)dsdWxi (r )



N



0



0



as T → ∞. The mean and variance of the first of the two limiting distributions are equal to zero and 1/2, respectively. The mean of the second distribution is zero too. It follows that



√



1



N



T



∑ ∑ σyi−1 σxi−1 γi ϵxi,t xi,t−1 NT i =1 t =2 N



= =



1 √ N 1 √ N



1



T



1



N



T



t −2



t =2



s =2



1



∑ σxi σyi−1 γi σxi−2 T ∑ ϵxi,t x0i,t−1 + N ∑ cρi γi σxi−2 T2 ∑ ϵxi,t ∑ x0i,s t =2



i =1 N



1



i =1



T



∑ σxi σyi−1 γi σxi−2 T ∑ ϵxi,t x0i,t−1 + O p ( N −1/2 ) →d t =2



i =1



ω √ Z4 2



2 σ −2 γ2 and Z ∼ N (0, 1) is independent of as N, T → ∞, where ω 2 = lim N →∞ N −1 ∑iN=1 σxi 4 i yi



Z1 and Z2 . Making use of this and the results provided in the proof of Theorem 2, N −1/2 T −1 Aµ −



√



N θˆ



= +



√ √



1



N



∑ NT 1



T



∑ σyi−1 σxi−1 ϵyi,t x0i,t−1 + √



i =1 t =2 N T



1



N



T



−1 −1 2 σyi σxi β i x0i,t ∑ ∑ −1 NT



∑ ∑ σyi−1 σxi−1 γi ϵxi,t x0i,t−1 + O p ( NT



i =1 t =2



√



NT −1/2 )



i =1 t =2



→d



µβ ω 1 + √ Z1 + √ Z4 2 2 2



(A28)



√ √ as N, T → ∞. Moreover, since Z1 and Z4 are independent, we have that Z1 / 2 + ωZ4 / 2 ∼ √ √ 1 + ω 2 Z3 / 2, where Z3 ∼ N (0, 1). By using this and ωˆ 2 − ω 2 = o p (1), √ √ µβ 2 √ ( N −1/2 T −1 Aµ − N ) →d √ + Z3 (A29) 2(1 + ω 2 ) 1 + ωˆ 2 51



which in turn implies



→d



LMµm



√



µ2β 2(1 + ω 2 )



+√



2µ β



1 + ω2



Z3 + Z32 ,



(A30)







and so the proof is complete.



Proof of Theorem 4. It is convenient to rewrite (1) and (3) as yi,t = αi + β i xi,t−1 + γi ∆xi,t + γi (ϵxi,t − ∆xi,t−1 ) + ϵyi,t



= αi + β i xi,t−1 + γi ∆xi,t + vi,t ′ = xi,t βi + vi,t ,



(A31)



where xi,t = (1, xi,t−1 , ∆xi,t )′ , βi = (αi , β i , γi )′ and vi,t = γi (ϵxi,t − ∆xi,t−1 ) + ϵyi,t . In what fol2 = T −1 T ( y − lows we will use βˆ i = (αˆ i , βˆ i , γˆ i )′ to denote the OLS estimator of βi and σˆ yi ∑t=2 i,t √ √ ′ βˆ )2 . Let D = diag( T, T, T ), such that xi,t T i



( 1 ˆ D− T ( βi − βi ) =



T



) −1



T



1 D− T ∑ xi,t vi,t .



′ −1 1 D− T ∑ xi,t xi,t D T



t =2



t =2



By using the fact that (ρi − 1) = O p ( N −1/2 T −1 ), we obtain



√ 1 T √ v = γ (ϵxi,t − ∆xi,t ) + Tϵyi i ∑ i,t ∑ T t =2 t =2 √ √ √ = − Tγi δi (1 − ρi ) − γi (ρi − 1) Txi,−1 + Tϵyi √ Tϵyi + O p ( N −1/2 ), = T



1 √ T



where xi,−1 = T −1 ∑tT=2 xi,t−1 with an analogous definition of ϵyi . We similarly have 1 T



T



∑ xi,t−1 vi,t = −γi δi (1 − ρi )xi,−1 − γi (ρi − 1)



t =2



= 1 √ T



T



∑ ∆xi,t−1 vi,t



t =2



1 T



1 T



T



∑ xi,t2 −1 +



t =2



1 T



T



∑ xi,t−1 ϵyi,t



t =2



T



∑ xi,t−1 ϵyi,t + O p ( N −1/2 ),



t =2



√ 1 = −γi δi (1 − ρi ) T∆xi − γi (ρi − 1) √ T =



1 T



T



∑ ∆xi,t ϵyi,t + O p ( N −1/2 ),



t =2
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T



1



T



∑ ∆xi,t xi,t−1 + T ∑ ∆xi,t ϵyi,t



t =2



t =2



from which it follows that T



T



t =2



t =2



1 −1 −1/2 D− ). T ∑ xi,t vi,t = D T ∑ xi,t ϵyi,t + O p ( N



Moreover, since T −3/2 ∑tT=2 xi,t−1 ∆xi,t−1 and ∆xi are both O p ( T −1/2 ),   1 xi,t−1 0 T T  −1  1 −1/2 ′ −1 −1 2 D− ). 0  DT + O p (T T ∑ xi,t xi,t D T = D T ∑  xi,t−1 xi,t−1 2 t =2 t =2 0 0 (∆xi,t ) 1 ˆ The first two elements of D− T ( βi − βi ) are therefore asymptotically uncorrelated with the √ third, suggesting that we do not lose generality by analyzing T (αˆ i − αi ) and T ( βˆ i − β i )



separately. In so doing, it is not difficult to see that



√



T (αˆ i − αi ) =



T ( βˆ i − β i ) =



√



Tϵyi − T ( βˆ i − β i ) T −1/2 xi,−1 + O p ( T −1/2 ) + O p ( N −1/2 ),



T −1 ∑tT=2 ( xi,t−1 − xi,−1 )ϵyi,t T −2 ∑tT=2 ( xi,t−1 − xi,−1 )2



+ O p ( T −1/2 ) + O p ( N −1/2 ).



The asymptotic distribution of the second element is given by ∫1 (Wxi (r ) − W xi )dWyi (r ) − 1 T ( βˆ i − β i ) →d σyi σxi 0 ∫ 1 (A32) 2 dr ( W ( r ) − W ) xi xi 0 ∫1 as N, T → ∞, where W xi = 0 Wxi (r )dr. But Wxi (r ) and Wyi (r ) are independent, and therefore, using F to denote the sigma-field generated by {Wxi (s)}0r , ∫1 (∫ 1 )1/2 2 0 (Wxi (r ) − W xi ) dWyi (r ) |F ∼ (Wxi (r ) − W xi ) dr Z1 . ∫1 0 (Wxi (r ) − W xi )2 dr 0 1 ˆ where Z1 ∼ N (0, 1). As for the first element in D− T ( β i − β i ), ( ) ∫1 √ (Wxi (r ) − W xi )dWyi (r ) 0 T (αˆ i − αi ) →d σyi Wyi (1) − ∫ 1 W xi 2 dr ( W ( r ) − W ) xi xi 0



(A33)



as N, T → ∞, where ) ( ∫1 W xi 0 (Wxi (r ) − W xi ) dWyi (r ) Z1 , Wyi (1) − ∫ 1 W xi | F ∼ Z2 − √∫ 2 dr 1 2 W ) ( W ( r ) − xi xi (Wxi (r ) − W xi ) dr 0 0 with Z2 ∼ N (0, 1). The (conditional) covariance between Z1 and Z2 is given by ∫ 1 0



E[(Wxi (r ) − W xi )dWyi (r )Wyi (1)| F ] =



∫ 1 0



(Wxi (r ) − W xi ) E[dWyi (r )Wyi (1)| F ] = 0,



from which it follows that   ( )1/2 2 W W xi xi σyi  Z2 − √∫ Z1  | F ∼ σyi 1 + ∫ 1 N (0, 1). 2 dr 1 2 W ) ( W ( r ) − xi xi W ) dr ( W ( r ) − 0 xi xi 0 53



2 ( D −1 T x x′ D−1 )−1 . The limits of the first and second diagoLet us now consider σˆ yi T ∑t=2 it it T



nal elements of this matrix are given by ( ( ) ) 2 T −1 x2i,−1 W xi 2 2 σˆ yi 1 + →d σyi 1 + ∫ 1 , T −2 ∑tT=2 ( xi,t−1 − xi,−1 )2 (Wxi (r ) − W xi )2 dr 0 2 σˆ yi



T −2 ∑tT=2 ( xi,t−1 − xi,−1 )2



→d



2 σxi



∫1 0



2 σyi



(Wxi (r ) − W xi )2 dr



as T → ∞, where we have made use of the fact that 1 T



T



∑ v2i,t



T



1 T



=



t =2



∑ [γi (ϵxi,t − ∆xi,t ) + ϵyi,t ]2



t =2



= γi2



1 T



T



t =2



= γi2 c2ρi 1 T



=



∑ (ϵxi,t − ∆xi,t )2 + γi 1 NT 3



1 T



T



T



∑ (ϵxi,t − ∆xi,t )ϵyi,t +



t =2



T



1



1



1 T



T



2 ∑ ϵyi,t



t =2



T



2 ∑ xi,t2 −1 − γi cρi √ NT2 ∑ xi,t−1 ϵyi,t + T ∑ ϵyi,t



t =2



t =2



t =2



T



2 + O p ( N −1/2 T −1 ), ∑ ϵyi,t



t =2



which in turn implies 2 σˆ yi =



= =



1 T 1 T 1 T



T



∑ (yi,t − xi,t′ βˆi )2 =



t =2 T



∑ v2i,t −



t =2 T



2 T



1 T



T



∑ (vi,t − xi,t′ ( βˆi − βi ))2



t =2



T



1 ∑ vi,t xi,t′ ( βˆi − βi ) + ( βˆi − βi )′ T t =2



∑ v2i,t + O p (T −1/2 ) =



t =2



1 T



σˆ yi /



√



∑ xi,t xi,t′ ( βˆi − βi )



t =2



T



2 + O p ( T −1/2 ) → p σyi2 ∑ ϵyi,t



(A34)



t =2



as T → ∞. We can therefore show that t βi ( β i ) =



T



∫1



0 (Wxi (r ) − W xi ) dWyi (r ) , →d √ ∫1 2 dr T −2 ∑tT=2 ( xi,t−1 − xi,−1 )2 ( r ) − ) ( W W xi xi 0



T ( βˆ i − β i )



where ∫1



(Wxi (r ) − W xi )dWyi (r ) 0 √ | F ∼ Z1 ∫1 2 dr ( W ( r ) − W ) xi xi 0



Moreover, because Z1 is independent of {Wxi (s)}0r , it is also the asymptotic unconditional distribution of t βi ( β i ). The same steps can be used to show that the asymptotic distribution of tαi (αi ) is also N (0, 1).
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Let us now consider t βi ( β). Under the condition that p = 0 and q = 1, we have β i = −1 β + T −1 σyi σxi c βi , and therefore



t βi ( β)



= σˆ yi /



√



(



T ( βˆ i − β i ) T −2 ∑tT=2 ( xi,t−1



→d Z1 + c βi



(∫



1 0



− xi,−1



)2



+ c βi σyi σˆ yi−1



−2 1 σxi T2



T



∑ (xi,t−1 − xi,−1 )



)1/2 2



t =2



)1/2



(Wxi (s) − W xi ) ds 2



as N, T → ∞. We similarly have ( )−1/2 √ T −1 x2i,−1 T (αˆ i − αi ) tαi (α) = 1+ σˆ yi T −2 ∑tT=2 ( xi,t−1 − xi,−1 )2 )−1/2 ( T −1 x2i,−1 −1 + cαi σyi σˆ yi 1 + T −2 ∑tT=2 ( xi,t−1 − xi,−1 )2 ( )−1/2 2 W xi →d N (0, 1) + cαi 1 + ∫ 1 . (Wxi (s) − W xi )2 ds 0



(A35)



(A36)



The asymptotic normality of the t-statistic for testing γi follows from standard arguments for stationary processes, and is therefore omitted.







Proof of Corollary 1. Let βˆ denote the pooled OLS estimator of β i in (8). Under H0 : β 1 = ... = β N = β, we have that T ( βˆ i − βˆ ) = T ( βˆ i − β) − T ( βˆ − β) = T ( βˆ i − β) + O p ( N −1/2 ), where the last equality follows from the fact that ( βˆ − β) = O p ( N −1/2 T −1 ) (details are available upon request). This result, together with Theorem 3, implies Hβi = t βi ( βˆ )2 =



=



T 2 ( βˆ



i



−



2 σˆ yi



T 2 ( βˆ i − βˆ )2 2 σˆ yi



T



∑ (xi,t−1 − xi,−1 )2



t =2



β )2 T



∑ (xi,t−1 − xi,−1 )2 + O p ( N −1/2 )



t =2



= t βi ( β) + O p ( N −1/2 ) →d Z12 2



(A37)



as N, T → ∞. The rest of the proof is almost identical to that of Theorem 1 in Westerlund







and Hess (2011). It is therefore omitted.
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Table 1: Size at the 5% level. LMµm



tSTA



t LEW



No endogeneity: γ = 0 1.8 4.4 0.8 1.8 1.7 4.2 0.4 1.8 3.2 4.2 3.3 3.3 3.0 4.7 2.7 3.0 5.8 4.3 6.9 5.7 4.7 3.8 5.7 5.0 6.3 4.8 7.1 6.2 5.2 4.5 6.1 5.0



4.1 4.3 4.1 4.5 4.4 3.8 4.8 4.6



5.8 5.8 5.3 5.2 5.7 5.6 5.2 5.1



6.0 6.0 5.3 5.3 6.2 6.0 5.3 5.2



High endogeneity: γ = −0.9 1.8 4.4 0.8 2.2 1.7 4.2 0.4 1.9 3.2 4.2 3.3 3.2 3.0 4.7 2.7 3.1 84.6 89.8 7.4 6.3 95.5 97.7 6.8 5.6 84.6 89.6 7.6 6.4 94.6 97.4 6.7 5.5



4.4 4.8 5.0 4.7 4.6 4.3 4.7 4.5



9.4 9.3 9.2 8.8 7.9 8.4 7.8 7.8



6.0 6.0 5.3 5.3 14.9 11.3 13.5 9.9



cρ



T



N



LM



0



100



10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20



400



−10



100 400



0



100 400



−10



100 400



LMµ



LMσ2



LMm



Notes: γ refers to the covariance between the errors in the predictive and predictor equations and cρ is such that ρ = 1 + N −1/2 T −1 cρ , where ρ is the autoregressive coefficient of the predictor, T and N are the number of time series and cross-section units, respectively. tSTA and t LEW refer to the tests of Stambaugh (1999) and Lewellen (2004), respectively. See Section 3 for a description of the LM tests.
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57



400



100



400



100



400



100



10 20 10 20 10 20 10 20



10 20 10 20 10 20 10 20



N



42.9 46.9 27.5 27.3 94.2 99.1 94.1 99.2



42.9 46.9 27.5 27.3 10.7 11.4 10.6 11.5



LM



54.8 61.4 36.7 36.6 96.9 99.6 96.9 99.8



54.8 61.4 36.7 36.6 10.7 13.5 11.0 13.1



LMµ



0.7 0.4 3.3 2.6 8.4 8.7 7.6 7.0



0.7 0.4 3.3 2.6 6.7 5.8 6.9 6.0 23.5 25.1 14.3 13.2 9.1 9.6 8.1 8.1



43.2 47.6 27.3 27.5 10.9 11.4 10.7 11.4



tSTA



t LEW



57.5 61.2 36.4 36.3 97.0 99.7 97.1 99.7



High endogeneity: γ = −0.9 32.8 10.8 7.2 42.9 36.0 10.3 6.5 47.0 19.3 10.8 6.5 25.8 19.8 9.9 5.7 26.4 6.6 9.1 19.7 94.5 8.7 9.3 14.0 99.2 7.2 9.0 17.8 94.2 7.5 8.6 12.3 99.2



LMµ 57.5 61.2 36.4 36.3 10.1 12.9 10.8 13.1



LM



0.7 0.4 3.1 2.6 8.5 8.6 7.6 6.9



0.7 0.4 3.1 2.6 6.6 5.8 7.1 6.0 22.1 24.9 13.2 12.9 8.9 9.3 8.2 8.0



43.1 48.0 25.6 26.5 10.6 10.7 10.5 11.4 33.1 35.6 18.2 19.0 6.4 8.3 6.8 7.9



57.8 62.0 36.3 36.5 10.5 13.5 10.7 13.3



a = b = −2 LMσ2 LMm LMµm



and q = 1.



42.9 47.0 25.8 26.4 10.5 11.0 10.3 11.3



No endogeneity: γ = 0 55.5 7.0 7.2 61.5 6.4 6.6 36.6 6.4 6.5 36.9 5.7 5.8 10.9 6.4 6.8 13.8 6.0 6.3 10.9 5.8 5.9 13.3 5.4 5.6



a = −4, b = 0 LMσ2 LMm LMµm



1 2



10.7 10.3 10.6 9.8 9.1 9.2 9.0 8.6



6.6 6.2 6.2 5.6 6.2 5.9 5.6 5.3



tSTA



6.9 6.4 6.2 5.6 19.6 13.9 17.7 12.3



6.9 6.4 6.3 5.7 6.7 6.3 5.7 5.5



t LEW



Notes: a, b, p and q are such that β i = N − p T −q c βi , where c βi ∼ U ( a, b) is a drift term and β i is the predictive slope. See Table 1 for an explanation of the rest.



−10
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−10



100



0



400



T



cρ



Table 2: Power at the 5% level when p =



Table 3: Power at the 5% level when p = 1/2, q = 1, a = −2 and b = 2. cρ 0



T 100 400



−10



100 400



0



100 400



−10



100 400



LMµm



tSTA



tSTA



10 20 10 20 10 20 10 20



No endogeneity: γ = 0 4.5 9.1 0.7 4.5 3.3 6.8 0.4 3.3 4.2 5.7 3.3 4.2 3.8 5.7 2.7 3.9 5.8 4.8 6.8 5.9 5.2 4.2 5.5 5.2 6.5 4.8 6.9 6.3 5.2 4.8 6.2 5.2



8.9 6.6 5.8 5.9 4.6 4.2 5.0 4.7



6.1 5.9 5.7 5.4 5.8 5.8 5.3 5.2



6.3 6.3 5.6 5.5 6.4 6.1 5.5 5.3



10 20 10 20 10 20 10 20



High endogeneity: γ = −0.9 4.5 9.1 0.7 3.3 3.3 6.8 0.4 3.1 4.2 5.7 3.3 4.0 3.8 5.7 2.7 3.3 84.0 89.5 7.3 6.5 95.3 97.5 6.7 5.9 84.7 89.5 7.4 6.7 94.6 97.4 6.6 5.6



6.8 6.3 5.7 5.4 4.8 4.5 4.8 4.4



9.6 9.3 9.3 8.9 8.0 8.5 7.9 7.8



6.3 6.2 5.6 5.5 15.2 11.4 13.8 10.0



N



LM



LMµ



LMσ2



Notes: See Table 1 for an explanation.
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400



100



400



100



400



100



10 20 10 20 10 20 10 20



10 20 10 20 10 20 10 20



N



72.4 71.5 78.9 80.4 69.4 80.2 68.3 77.0



72.4 71.5 78.9 80.4 32.6 38.0 45.7 50.2



LM



71.7 67.2 75.1 72.6 71.5 80.8 69.9 76.4



71.7 67.2 75.1 72.6 33.3 35.7 46.8 49.2



LMµ



19.4 27.0 37.0 45.3 16.7 23.4 16.3 20.7



19.4 27.0 37.0 45.3 11.4 16.8 12.8 17.3



Notes: See Tables 1 and 2 for an explanation.



−10



0



−10



100



0



400



T



cρ



64.8 64.8 73.1 73.9 26.8 32.9 37.7 42.3



72.3 71.8 79.1 80.2 33.0 38.2 45.5 50.5



tSTA



t LEW



77.4 73.8 81.5 80.3 67.7 74.2 71.0 74.8



High endogeneity: γ = −0.9 63.2 24.2 32.6 84.6 59.5 20.1 26.4 88.1 67.0 35.1 45.0 91.6 65.1 28.5 38.2 94.6 22.8 17.1 28.7 70.2 24.6 15.7 24.1 81.6 36.3 24.3 37.0 74.2 37.7 21.1 31.7 82.4



LMµ 77.4 73.8 81.5 80.3 47.0 50.7 61.5 63.0



LM 84.6 88.1 91.6 94.6 53.5 64.3 66.6 73.0



No endogeneity: γ = 0 71.4 32.0 32.6 67.3 26.1 26.4 74.9 44.8 45.0 72.6 38.0 38.2 33.7 23.3 23.9 35.6 20.2 20.7 47.1 34.2 34.5 49.3 29.6 29.7



a = −4, b = 4 LMσ2 LMm LMµm



48.3 67.1 71.6 85.1 33.9 48.7 35.4 49.4



48.3 67.1 71.6 85.1 28.0 43.3 32.0 45.7 80.1 84.3 89.6 93.0 49.1 60.9 60.7 69.0



84.7 88.1 91.6 94.6 53.8 64.3 66.7 72.9 71.0 66.5 76.1 74.1 36.5 37.9 51.3 52.1



77.4 74.0 81.6 80.4 46.9 50.8 61.4 63.1



a = −6, b = 6 LMσ2 LMm LMµm



Table 4: Power at the 5% level when p = 1/4 and q = 3/4.



37.3 31.1 51.0 43.7 26.9 23.9 39.4 34.7



47.6 40.5 61.0 54.1 37.7 33.2 51.9 46.2



tSTA



48.0 40.8 60.9 54.2 40.5 35.3 52.2 46.9



48.0 40.8 61.0 54.2 38.2 33.7 51.9 46.3



t LEW



Table 5: Cross-correlation test results for returns. Sector Banking Chemical Electricity Energy Engineering Real estate Hardware Household Mining Retail Software Telecom Transport Travel Utilities



Correlation



CD



p-value



0.454 0.314 0.398 0.479 0.375 0.470 0.350 0.344 0.284 0.267 0.293 0.339 0.329 0.300 0.323



148.089 99.677 137.162 94.592 84.388 166.398 72.389 109.234 16.912 124.078 22.833 23.335 77.006 70.353 84.699



0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000



Notes: CD refers to the Pesaran et al. (2008) test of the null hypothesis of no cross-section correlation. The reported correlations are the average of the pair-wise correlation coefficients.



60



61



−2.330 −3.794 −3.227 −3.704 −3.813 −3.099 −3.383 −3.827 −3.082 −3.355 −3.612 −2.936 −3.478 −3.050 −3.491



−13.779 −13.857 −12.889 −14.071 −14.864 −13.394 −13.528 −14.086 −13.572 −13.525 −13.023 −13.325 −14.046 −13.206 −14.000



Banking Chemical Electricity Energy Engineering Real estate Hardware Household Mining Retail Software Telecom Transport Travel Utilities



−3.998 −6.659 −3.528 −3.681 −3.900 −3.481 −3.516 −3.281 −3.737 −4.085 −3.258 −3.695 −3.480 −3.109 −3.363



−2.640 −3.123 −2.801 −3.253 −3.434 −2.123 −3.216 −3.948 −2.787 −2.270 −2.474 −2.981 −3.030



−2.681 −2.812 −2.797 −3.218 −3.446 −2.095 −3.501 −3.585 −2.759 −2.258 −2.546 −2.981 −3.093



CIPS test values CFP DP DY



−3.433 −3.512 −4.385 −3.862



−3.443 −3.317 −3.636 −3.568 −3.764 −4.136 −4.632 −3.596



−3.201



EP



−2.945 −2.845 −3.116 −3.567



−3.463 −2.829 −3.101 −3.467 −2.460 −3.454 −3.085 −2.772



−3.000



DE



−2.63 −2.63 −2.63 −2.65 −2.63 −2.63 −2.65 −2.63 −2.98 −2.62 −2.98 −2.98 −2.63 −2.63 −2.63



−2.54 −2.54 −2.54 −2.55 −2.54 −2.54 −2.55 −2.54 −2.75 −2.54 −2.75 −2.75 −2.54 −2.54 −2.54



−2.49 −2.49 −2.49 −2.49 −2.49 −2.49 −2.49 −2.49 −2.63 −2.5 −2.63 −2.63 −2.49 −2.49 −2.49



Critical values 1% 5% 10%



Notes: The results reported in the table refer to the CIPS panel unit root test of Pesaran (2007). The lag lengths are selected using the BIC and the appropriate critical values are taken from Pesaran (2007). The test regression is fitted with both a contant and trend.



BM



Return



Sector



Table 6: Unit root test results.
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LMm



0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.000 0.123 0.004 0.075 0.022 0.000 0.000 0.217



Sector
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0.047 0.000 0.111 0.125 0.004 0.080 0.003 0.011 0.246 0.491 0.567 0.236 0.069 0.153 0.171



0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.000 0.092 0.001 0.028 0.013 0.000 0.000 0.277



No factor LMµm LMσ2 BM 0.000 0.000 0.063 0.000 0.001 0.000 0.003 0.020 0.059 0.056 0.603 0.001 0.000 0.000 0.687



LMm 0.028 0.003 0.804 0.959 0.441 0.827 0.245 0.314 0.882 0.905 0.930 0.251 0.504 0.641 0.575



0.000 0.000 0.019 0.000 0.000 0.000 0.001 0.009 0.018 0.017 0.317 0.000 0.000 0.000 0.509



Factor LMµm LMσ2 0.000 0.013 0.000 0.000 0.000 0.000 0.001 0.000 0.005 0.000 0.083 0.297 0.000 0.000 0.008



LMm 0.000 0.335 0.016 0.083 0.001 0.009 0.052 0.005 0.099 0.000 0.124 0.280 0.037 0.074 0.016



0.000 0.005 0.000 0.000 0.001 0.000 0.002 0.000 0.005 0.314 0.105 0.262 0.000 0.000 0.045



No factor LMµm LMσ2



Table 7: Predictability test results.



CFP



Factor LMµm LMσ2



0.000 0.241 0.000 0.704 0.525 0.584 0.001 0.892 0.000 0.000 0.887 0.000 0.000 0.119 0.000 0.000 0.530 0.000 0.012 0.538 0.004 0.000 0.541 0.000 0.000 0.249 0.000 0.010 0.002 0.950 0.295 0.266 0.273 0.520 0.368 0.480 0.000 0.407 0.000 0.000 0.995 0.000 0.164 0.104 0.326 Continued overleaf
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0.220 0.654 0.253 0.463 0.218 0.173 0.384 0.946 0.097 0.901 0.003 0.680 0.756



0.338 0.573 0.203 0.392 0.847 0.220 0.847 0.211 0.429 0.977 0.080 0.243 0.742
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Banking Electricity Energy Engineering Real estate Hardware Household Mining Retail Telecom Transport Travel Utilities



0.360 0.617 0.132 0.619 0.573 0.082 0.569 0.257 0.233 0.899 0.108 0.305 0.569



0.316 0.361 0.100 0.358 0.176 0.062 0.197 0.978 0.031 0.994 0.021 0.380 0.456 0.249 0.353 0.339 0.202 0.900 0.907 0.925 0.176 0.605 0.861 0.117 0.183 0.601



0.155 0.899 0.846 0.404 0.270 0.879 0.616 0.739 0.845 0.648 0.012 0.977 0.961



No factor LMµm LMσ2



EP



DP



0.190 0.722 0.173 0.488 0.855 0.310 0.946 0.148 0.501 0.961 0.169 0.587 0.789



0.220 0.773 0.316 0.748 0.249 0.176 0.524 0.981 0.095 0.832 0.013 0.793 0.778



LMm



0.148 0.886 0.077 0.881 0.988 0.127 0.830 0.531 0.365 0.977 0.201 0.821 0.615



0.247 0.476 0.129 0.459 0.299 0.062 0.262 0.979 0.037 0.953 0.028 0.496 0.481 0.268 0.427 0.540 0.235 0.576 0.905 0.798 0.064 0.453 0.778 0.166 0.314 0.639



0.194 0.928 0.971 0.852 0.193 0.966 0.851 0.846 0.541 0.546 0.050 0.996 0.945



Factor LMµm LMσ2



0.000 0.049 0.011 0.819 0.041 0.001 0.001 0.048 0.329 0.240 0.025 0.074 0.996



0.406 0.648 0.350 0.638 0.212 0.190 0.550 0.976 0.054 0.770 0.008 0.634 0.702



LMm



0.002 0.054 0.350 0.811 0.582 0.021 0.188 0.424 0.136 0.499 0.066 0.209 0.970



0.354 0.356 0.147 0.411 0.221 0.070 0.274 0.990 0.016 0.928 0.036 0.340 0.401 0.002 0.128 0.005 0.558 0.014 0.004 0.000 0.020 0.969 0.122 0.046 0.056 0.939



0.331 0.898 0.995 0.637 0.205 0.825 0.992 0.826 0.921 0.473 0.022 0.991 0.951



No factor LMµm LMσ2



DE



DY



0.002 0.149 0.123 0.591 0.401 0.026 0.021 0.196 0.415 0.411 0.104 0.130 0.578



0.343 0.779 0.394 0.741 0.185 0.227 0.498 0.957 0.093 0.672 0.019 0.743 0.710



LMm



0.145 0.258 0.954 0.847 0.661 0.060 0.555 0.470 0.185 0.688 0.070 0.280 0.834



0.250 0.480 0.174 0.452 0.293 0.085 0.314 0.960 0.032 0.997 0.023 0.441 0.412 0.002 0.112 0.041 0.314 0.201 0.052 0.007 0.098 0.972 0.204 0.267 0.088 0.305



0.365 0.998 0.890 0.853 0.132 0.917 0.537 0.771 0.683 0.372 0.094 0.997 0.908



Factor LMµm LMσ2



Notes: The number in the table are the test p-values. The lag lengths are selected using the BIC. While the “No factor” test results assume that the cross-section units are independent, the “Factor” results allow for cross-section dependence in the form of a common factor; see Section 3.3 for more detrails.



LMm



Sector



Table 7: Continued.
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Sector



−0.017 0.031 −0.047 −0.051 −0.051 −0.030 −0.042 −0.049 −0.028 −0.040 −0.022 −0.012 −0.044 −0.043 −0.061



α



0.000 0.092 0.001 0.181 0.020 0.000 0.197 0.001 0.002 0.000 0.044 0.000 0.043 0.000 0.006



0.037 −0.002 0.081 0.121 0.132 0.060 0.140 0.101 0.091 0.128 0.101 0.019 0.096 0.114 0.120



No factor Hα β 0.000 0.030 0.001 0.054 0.002 0.000 0.147 0.000 0.003 0.000 0.009 0.000 0.002 0.000 0.005



Hβ BM



−0.041 0.020 −0.040 −0.041 −0.045 −0.027 −0.031 −0.042 −0.005 −0.029 −0.011 −0.006 −0.040 −0.029 −0.051



α 0.000 0.172 0.000 0.085 0.016 0.000 0.000 0.003 0.274 0.000 0.196 0.055 0.000 0.001 0.003



Hα



β 0.080 −0.001 0.069 0.100 0.111 0.053 0.108 0.090 0.042 0.103 0.062 0.013 0.083 0.073 0.104



Factor



0.000 0.128 0.000 0.171 0.012 0.000 0.000 0.001 0.306 0.000 0.068 0.023 0.000 0.000 0.002



Hβ



Table 8: Poolability test results.



−0.005 0.010 −0.017 −0.011 −0.011 −0.020 −0.004 −0.010 0.004 −0.014 −0.007 −0.012 −0.004 −0.022 −0.006



α 0.442 0.905 0.179 0.943 0.365 0.046 0.569 0.001 0.484 0.000 0.373 0.141 0.006 0.000 0.616



0.067 0.000 0.124 0.174 0.144 0.267 0.194 0.161 0.013 0.181 0.200 0.083 0.081 0.179 0.078



No factor Hα β 0.163 0.833 0.201 0.658 0.147 0.000 0.072 0.000 0.434 0.000 0.429 0.385 0.000 0.000 0.334



Hβ CFP



−0.001 0.007 −0.012 −0.001 −0.006 −0.017 0.004 −0.007 −0.003 −0.007 −0.004 −0.033 0.002 −0.007 −0.007



α



Hβ 0.097 0.029 0.061 0.801 0.000 0.845 0.097 0.097 0.088 0.488 0.114 0.071 0.704 0.109 0.589 0.000 0.231 0.000 0.848 0.103 0.656 0.058 0.145 0.018 0.001 0.088 0.001 0.000 0.142 0.000 0.353 0.152 0.379 0.016 0.183 0.131 0.299 0.043 0.004 0.000 0.102 0.000 0.082 0.077 0.132 Continued overleaf



Factor Hα β
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0.040 0.043 0.029 0.058 0.031 0.037 0.027 0.057 0.054 0.020 0.048 0.063 0.061
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0.015 0.135 0.964 0.108 0.916 0.082 0.718 0.523 0.445 0.884 0.711 0.271 0.086



0.012 0.162 0.000 0.244 0.002 0.933 0.006 0.665 0.000 0.701 0.012 0.906 0.056 0.013 0.014 0.006 0.017 0.008 0.010 0.007 0.015 0.015 0.006 0.014 0.018 0.019



0.002 0.032 0.020 0.030 0.033 0.008 0.016 0.013 0.021 0.008 0.026 0.007 0.033



No factor Hα β



0.011 0.148 0.959 0.083 0.286 0.146 0.901 0.545 0.295 0.786 0.789 0.335 0.115



0.018 0.044 0.000 0.265 0.002 0.945 0.005 0.646 0.000 0.686 0.013 0.867 0.050



Hβ



EP



DP



0.031 0.023 0.033 0.041 0.016 0.024 0.026 0.048 0.046 0.023 0.031 0.016 0.036



0.031 0.065 0.039 0.098 0.094 0.031 0.040 0.089 0.069 0.050 0.063 0.018 0.084



α



0.003 0.266 0.802 0.250 0.850 0.204 0.499 0.872 0.132 0.607 0.680 0.096 0.022



0.023 0.343 0.086 0.597 0.000 0.843 0.469 0.457 0.000 0.154 0.109 0.336 0.104 0.010 0.007 0.007 0.011 0.003 0.005 0.006 0.011 0.011 0.007 0.008 0.001 0.010



0.007 0.020 0.009 0.022 0.032 0.006 0.009 0.016 0.015 0.014 0.014 0.001 0.024



Factor Hα β



0.003 0.150 0.806 0.269 0.823 0.478 0.506 0.896 0.138 0.556 0.748 0.075 0.024



0.051 0.302 0.088 0.584 0.000 0.794 0.391 0.368 0.000 0.143 0.109 0.197 0.093



Hβ



−0.011 0.009 0.017 0.016 0.007 0.018 0.006 0.012 0.026 0.005 0.016 0.016 0.007



0.007 0.102 0.076 0.125 0.083 0.038 0.059 0.054 0.086 0.033 0.110 0.034 0.109



α



0.002 0.838 0.769 0.076 0.846 0.242 0.968 0.829 0.365 0.845 0.109 0.565 0.975



0.180 0.069 0.001 0.222 0.027 0.962 0.001 0.810 0.003 0.692 0.002 0.914 0.131



−0.021 0.011 0.004 0.004 0.001 0.011 −0.001 −0.002 −0.046 −0.001 0.007 0.006 0.004



0.001 0.033 0.019 0.028 0.029 0.008 0.015 0.008 0.019 0.006 0.026 0.006 0.032



No factor Hα β



0.000 0.065 0.786 0.106 0.122 0.694 0.418 0.633 0.353 0.688 0.122 0.935 0.362



0.242 0.016 0.001 0.237 0.023 0.951 0.001 0.779 0.003 0.690 0.002 0.878 0.118



Hβ



DE



DY



0.004 0.007 0.011 0.012 0.007 0.016 0.006 0.015 0.025 0.008 0.013 0.012 0.008



0.024 0.066 0.037 0.072 0.055 0.025 0.029 0.058 0.061 0.039 0.055 0.016 0.080



α



0.001 0.736 0.683 0.640 0.960 0.291 0.994 0.721 0.186 0.785 0.621 0.223 0.010



β



−0.002 0.006 0.000 0.001 0.001 0.010 −0.001 −0.001 −0.267 0.009 0.004 0.001 0.006



0.005 0.021 0.008 0.016 0.019 0.005 0.006 0.009 0.013 0.010 0.012 0.000 0.023



Factor



0.014 0.124 0.090 0.872 0.164 0.813 0.370 0.384 0.008 0.789 0.057 0.349 0.073



Hα



0.000 0.203 0.762 0.463 0.309 0.377 0.628 0.747 0.346 0.557 0.232 0.698 0.010



0.032 0.116 0.107 0.844 0.151 0.754 0.326 0.273 0.010 0.684 0.057 0.203 0.067



Hβ



Notes: α and β refer to the average of the estimated intercept and slope coefficeint, respectively. The results reported in the columns labelled as Hα and Hβ are the p-values for the maximum of the individual Hausman tests of the null hypothesis of poolability; see Section 3.3. See Table 7 for an explanation of the rest



0.010 0.101 0.079 0.134 0.096 0.039 0.063 0.074 0.093 0.039 0.109 0.037 0.113



α
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Sector



Table 8: Continued.
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1.417 1.535 0.406 0.541



0.259 0.000 −0.008



0.259 0.004 −0.017



Energy



0.283 0.284 0.270 0.215 1.057 3.020 10.527 8.215 2.011 0.009 0.011 −0.193



0.259 0.002



0.260 0.002 −0.015



0.293 0.857 −0.199



0.259 0.001 −0.012



0.259 0.002 −0.016



0.259 0.004 −0.013



Retail



Software



Telecom



Transport



Travel



Utility



8.186



0.941



0.022



0.130 0.271 12.233



0.010



1.127



SD 1.450



Utility



2.332



0.408



1.889



6.243



0.313



3.702



2.385



4.038



1.603 0.850



4.623 1.745



2.425 1.577



4.441 1.955



1.599



4.594



2.611



4.437



0.226 0.228 −0.022



2.336 1.003



0.408 0.279



1.902 0.798



1.564 0.694



0.314 0.313



3.723 1.665



2.385 1.145



4.044 1.151



0.231 0.229 −0.025



0.582 0.367



Mean



CFP SD



3.833



4.710



0.917



Utility



0.283 0.229 −0.021 0.283 0.229 −0.006



0.284 0.229 −0.030



0.414



0.287



2.254



0.301



0.257



0.316 0.228 −1.992



0.295



0.391



0.296



7.518



0.694



0.404



1.283



1.127



4.482



Utility



0.359 −8.372



SD



DP



1.902 0.335 −0.848



0.235 −0.331



1.611



0.227 −1.205



0.596



0.292



0.416



0.285



2.143



0.296 2.069



0.233 −0.206



0.303



1.500



0.569



0.382



0.440 0.220



Utility 0.284 −5.234



SD



DY



2.043



0.402 0.563 −1.959



0.231 −0.538



0.390



0.222 −0.068



1.489



0.232 −0.270



0.278 −1.821



0.227 −0.896



3.218 −0.702



0.372 −2.066



0.335 −1.753



−0.059 0.285 −0.383



0.372



Mean



0.249 −1.496



0.227 −0.695



30.895 −1.388



0.539 −3.512



0.371 −2.205



−0.067 0.282 −0.490



0.524



Mean



0.284 0.229 −0.063



0.257 0.220



1.074 1.401



0.257 0.220



0.158 6.046 −1.039



0.284 0.229 −0.038



0.257 0.220



0.260 0.220



0.920 0.941



Mean



DE



SD



EP Utility



0.314 0.248 −0.955



0.296 0.235 −0.944



0.290 0.233 −0.274



0.284 0.229 −0.008



0.307 0.244 −0.851



0.285 0.229 −0.092



0.299 0.238 −0.899



0.286 0.230 −0.180



0.114 0.262 −0.001



0.316 0.234 −0.821



0.285 0.229 −0.152



0.242 0.238 −0.149



0.420 0.249 −2.638



Mean



Notes: Mean and SD refer to the average and standard deviation of the forecasted returns. The estimated utilities are based on the forecasted returns.



0.003



0.283 0.227



0.259 0.001



Mining



0.003



1.074 1.401



0.259 0.005 −0.018



Household



5.002



1.247 1.624



0.259 0.003 −0.021



3.341



3.629 0.350



0.259 0.000 −0.008



Hardware



1.401 2.079 13.946



1.061



1.241



Real Estate



Engineering 0.259 0.001 −0.012



0.288 0.230 −0.158



0.259 0.001 −0.007



1.450



Electricity



Utility



Chemical



SD



1.358 1.264



Mean



0.259 0.004 −0.013



Utility



Banking



SD



Mean



BM



Sector



Constant-only



Table 9: Economic significance results.



























[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1. Introduction]
1. Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: Abstract 1 Introduction - UCI]
Abstract 1 Introduction - UCI












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1. Introduction]
1. Introduction












[image: 1. Introduction - ScienceDirect.com]
1. Introduction - ScienceDirect.com












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction - Alexander Schied]
1 Introduction - Alexander Schied












[image: 1 Introduction]
1 Introduction












[image: 1. Introduction]
1. Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction












[image: 1 Introduction]
1 Introduction















1 Introduction






Dec 24, 2013 - panel data model, in which the null of no predictability corresponds to the joint restric- tion that the ... â€ Deakin University, Faculty of Business and Law, School of Accounting, Economics and Finance, Melbourne ... combining the sample information obtained from the time series dimension with that ob-. 






 Download PDF 



















 243KB Sizes
 1 Downloads
 161 Views








 Report























Recommend Documents







[image: alt]





1 Introduction 

Sep 21, 1999 - Proceedings of the Ninth International Conference on Computational Structures Technology, Athens,. Greece, September 2-5, 2008. 1. Abstract.














[image: alt]





1 Introduction 

Jul 7, 2010 - trace left on Zd by a cloud of paths constituting a Poisson point process .... sec the second largest component of the vacant set left by the walk.














[image: alt]





1 Introduction 

Jun 9, 2014 - A FACTOR ANALYTICAL METHOD TO INTERACTIVE ... Keywords: Interactive fixed effects; Dynamic panel data models; Unit root; Factor ana-.














[image: alt]





1 Introduction 

Apr 28, 2014 - Keywords: Unit root test; Panel data; Local asymptotic power. 1 Introduction .... Third, the sequential asymptotic analysis of Ng (2008) only covers the behavior under the null .... as mentioned in Section 2, it enables an analytical e














[image: alt]





1. Introduction 

[Mac12], while Maciocia and Piyaratne managed to show it for principally polarized abelian threefolds of Picard rank one in [MP13a, MP13b]. The main result of ...














[image: alt]





1 Introduction 

Email: [email protected]. Abstract: ... characteristics of the spinal system in healthy and diseased configurations. We use the standard biome- .... where Ï�f and Kf are the fluid density and bulk modulus, respectively. The fluid velocity m














[image: alt]





1 Introduction 

1 Introduction ... interval orders [16] [1] and series-parallel graphs (SP1) [7]. ...... of DAGs with communication delays, Information and Computation 105 (1993) ...














[image: alt]





1 Introduction 

Jul 24, 2018 - part of people's sustained engagement in philanthropic acts .... pledged and given will coincide and the charity will reap the full ...... /12/Analysis_Danishhouseholdsoptoutofcashpayments.pdf December 2017. .... Given 83 solicitors an














[image: alt]





Abstract 1 Introduction - UCI 

the technological aspects of sensor design, a critical ... An alternative solu- ... In addi- tion to the high energy cost, the frequent communi- ... 3 Architectural Issues.














[image: alt]





1 Introduction 

way of illustration, adverbial quantifiers intervene in French but do not in Korean (Kim ... effect is much weaker than the one created by focus phrases and NPIs.














[image: alt]





1 Introduction 

The total strains govern the deformed shape of the structure Î´, through kinematic or compatibility considerations. By contrast, the stress state in the structure Ïƒ (elastic or plastic) depends only on the mechanical strains. Where the thermal strai














[image: alt]





1. Introduction 

Secondly, the field transformations and the Lagrangian of lowest degree are .... lowest degree and that Clay a = 0. We will show ... 12h uvh = --cJ~ laVhab oab.














[image: alt]





1. Introduction - ScienceDirect.com 

Massachusetts Institute of Technology, Cambridge, MA 02139, USA. Received November ..... dumping in trade to a model of two-way direct foreign investment.














[image: alt]





1 Introduction 

Nov 29, 2013 - tization is that we do not require preferences to be event-wise separable over any domain of acts. Even without any such separability restric-.














[image: alt]





1 Introduction 

outflow is assumed to be parallel and axially traction-free. For the analogous model with a 1-d beam the central rigid wall and beam coincide with the centreline of their 2-d counterparts. 3 Beam in vacuo: structural mechanics. 3.1 Method. 3.1.1 Gove














[image: alt]





1 Introduction - Alexander Schied 

See also Lyons [19] for an analytic, â€œprobability-freeâ€� result. It relies on ..... ential equation dSt = Ïƒ(t, St)St dWt admits a strong solution, which is pathwise unique,.














[image: alt]





1 Introduction 

A MULTI-AGENT SYSTEM FOR INTELLIGENT MONITORING OF ... and ending at home base that should cover all the flight positions defined in the ... finding the best solution to the majority of the problems that arise during tracking. ..... in a distributed 














[image: alt]





1. Introduction 

(2) how to specify and manage the Web services in a community, and (3) how to ... of communities is transparent to users and independent of the way they are ..... results back to a master Web service by calling MWS-ContractResult function of ..... Pr














[image: alt]





1 Introduction 

[email protected] ... This flaw allowed Hongjun Wu and Bart Preneel to mount an efficient key recovery ... values of the LFSR is denoted by s = (st)tâ‰¥0. .... data. Pattern seeker pattern command_pattern. 1 next. Figure 5: Hardware ...














[image: alt]





1 Introduction 

Sep 26, 2006 - m+1for m âˆˆ N, then we can take Îµ = 1 m+1 and. NÎ´,1,[0,1] = {1,...,m + 2}. Proof Let (P1,B = âˆ‘biBi) be a totally Î´-lc weak log Fano pair and let.














[image: alt]





1 Introduction 

Sep 27, 2013 - ci has all its moments is less restrictive than the otherwise so common bounded support assumption (see Moon and Perron, 2008; Moon et al., 2007), which obviously implies finite moments. In terms of the notation of Section 1, we have Î














[image: alt]





1 Introduction 

bolic if there exists m âˆˆ N such that the mapping fm satisfies the following property. ..... tially hyperbolic dynamics, Fields Institute Communications, Partially.














[image: alt]





1 Introduction 

model calibrated to the data from a large panel of countries, they show that trade ..... chain. Modelling pricing and risk sharing along supply chain in general ...














[image: alt]





1 Introduction 

(6) a. A: No student stepped forward. b. B: Yes / No, no student stepped forward. ..... format plus 7 items in which the responses disagreed with the stimulus were ... Finally, the position of the particle in responses, e.g., Yes, it will versus It w


























×
Report 1 Introduction





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















