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A New Measure of Replicability 2 Abstract We present a new measure of replicability called v. Unlike prior approaches, v casts replicability in terms of the accuracy of estimation using common statistical tools like ANOVA and multiple regression. For some sample and effect sizes not uncommon to experimental psychology, v suggests that these methods produce findings that are, on average, farther from the truth than an uninformed guess. Such findings cannot be expected to replicate. While v is not a function of the p-value, it can be calculated from the same information used when reporting significance tests and effect sizes.
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Introduction Research in experimental psychology, and the behavioral sciences in general, is currently facing a quantitative crisis. Upon attempted replication, many findings that were thought to be wellestablished are either diminishing in magnitude or disappearing altogether (Schooler, 2011). Peerreviewed journals are rife with contradictory findings, potentially attributable to under-powered studies that result in spurious rejection (or acceptance) of hypotheses (e.g., Ioannidis, 2005; 2008; Maxwell, 2000; 2004). Findings of precognition and premonition that have achieved statistical significance and survived peer review (Bem, 2011) have raised the controversial question of when some findings should be believed while others not. When evaluating research, how do we know whether our findings are genuine and replicable? Most psychological research adheres to the classical null hypothesis testing framework that employs an arbitrary threshold to determine statistical significance. Despite its well-documented shortcomings (see, e.g., Cohen, 1994; Meehl, 1978), the p-value remains the objective standard in many areas of psychology for determining whether data show a real effect. Yet, in light of the above problems, we often want to know not just whether a result is statistically significant, but also the extent to which findings can be expected to replicate in the future. That is, we want to know when we should “believe” or “trust” our findings. We present a new, distribution-free measure of replicability called v. Unlike classical approaches to replicability based on a p-value or Bayesian approaches that integrate prior beliefs with experimental evidence (Iverson et al., 2010), v does not assess the relative likelihood of the null and alternative hypotheses. Instead, v casts replicability in terms of the accuracy of statistical estimation, focusing on the general linear model that includes ANOVA, ANCOVA, the two-sample t-test,



A New Measure of Replicability 4 and multiple regression as special cases. If these statistical procedures are inaccurate, findings based on their output cannot be expected to replicate. Our analysis demonstrates that for some sample sizes and effect sizes not uncommon to empirical research in psychology, the estimator common to these statistical procedures is farther from the truth than an estimator that yields random findings. This result occurs even when data are collected properly, all sampling assumptions are met, and results are statistically significant. Accordingly, many published findings cannot be expected to replicate. To underscore the relevance of these conclusions for experimentalists, imagine a researcher in the physical sciences who routinely uses some piece of measurement equipment. After decades of research, the manufacturer of that equipment informs the researcher that it is faulty and gives readings that are pure noise under some laboratory conditions that fall within accepted practice in the field. Surely, the researcher would immediately wonder how many of his or her findings over the years were actually true. If many other labs were also using the same faulty equipment, it would be a scandal. Yet, v suggests we are in exactly that position in many areas of psychology. The statistical equipment that researchers routinely use gives uninterpretable output under conditions that fall within accepted practice. Heretofore, these conditions have not been specified precisely. As such, nothing prevents the publication of statistically significant findings that should not be expected to replicate. While the debate over whether to trust significant results often focuses on the quality of experimental procedures, publication bias, or the meaning of a p-value, we show that some findings cannot be trusted because an ANOVA or t-test could never be trusted in that situation. The term “replicability” has multiple referents and meanings in the research literature. Our measure can be described as referring to the replicability of the research finding, the set of qualitative conclusions made about the direction and relative importance of effects. For example, in a single-



A New Measure of Replicability 5 factor experiment, a finding might be the conclusion that the treatment had a positive effect. In a factorial experiment, a finding might be the conclusion that one factor is more important than another, or that the interaction is more important than the main effects, etc. Informally, the v measure assesses the replicability of findings established from standard statistical procedures by comparing their accuracy with a benchmark estimator that establishes findings randomly without any use of the data. For literally all possible values of the true population parameters of interest, v calculates whether findings obtained using standard statistical procedures represent the truth more accurately than random findings. Accuracy is determined by loss, a gold standard metric in mathematical statistics defined as the expected sum of squared differences between a set of parameter estimates and their true values. Precisely, v is the proportion of true values that favor the standard techniques over our benchmark estimator in terms of loss. Thus, v ranges in value from 0 to 1, with larger values indicating better replicability. We argue that v > .5 is a minimum standard of replicability. This prescription is based on the idea that if one’s findings are less accurate than an uninformed guess more than half of the time, there is little point in interpreting them. As low as this hurdle may seem, we show that v < .5 can happen surprisingly often, particularly when researching effect sizes conventionally categorized as small and medium (Cohen, 1988). Our use of the loss metric casts replicability as the accuracy of estimation. Defining replicability in this way is natural; the more accurately the truth is estimated, the more likely results will replicate in future experiments. Recent work has suggested that inferences in psychology and related sciences would be improved if researchers thought of replicability in terms of estimation rather than reproducing significant p-values (see Cumming, 2008; Cumming, Fidler, Kalinowski, & Lai, 2011). The v measure answers this challenge as applied to the replicability of findings. Mathematically, a research finding - conclusions about the direction and relative importance of



A New Measure of Replicability 6 effects - is nothing more than the relative signs and magnitudes of a set of parameter estimates. The v measure assesses how accurately commonly used methods can estimate these relative signs and magnitudes as compared to a random benchmark. Prior attempts to measure replicability have often focused on the probability that a p-value will be reproduced (e.g., Greenwald, Gonzalez, Harris, & Guthrie, 1996; Posavac, 2002). As Miller (2009) concludes on deriving p-value replicability, “although it would be nice to know the probability of replicating a significant effect, researchers must accept the fact that they generally cannot determine this information...” Killeen (2005) defined replicability as the probability (prep ) of reproducing an effect in the same direction as obtained in one’s sample without relying on p-values. This measure was ultimately criticized on a number of grounds (Iverson, Lee, & Wagenmakers, 2009; Iverson, Wagenmakers, & Lee, 2010; MacDonald, 2005) including that, under normality assumptions, prep is a one-to-one function of the p-value. Unfortunately, measures that rely on the p-value fail to tell us something truly different than what the p-value can. Because v is not a function of the p-value, it can take on poor values even if the p-value is significant. Yet, v can be calculated from the same information that a researcher already uses when calculating p-values and effect sizes. Thus, reporting v along with a p-value does not impose a significant burden on the researcher. Raw R code (R Core Team, 2012) for calculating v is included in Appendix B. In the following sections, we detail the logic behind the derivation of v by describing how our random benchmark is constructed and how we use it to assess the accuracy of common statistical procedures. We also describe how one can report an observed v to accompany p-values. The most technical details are relegated to Appendix A. We then discuss how a study’s power - its likelihood of detecting a significant effect at some alpha level - compares with a study’s v-replicability. Finally, we demonstrate how it is possible to have significant p-values yet small v values using a simulated data example in which all statistically significant results are actually spurious. Recall



A New Measure of Replicability 7 that measures like p-rep are always favorable for studies with significant p-values.



The Random Least Squares Benchmark for Replicability Our approach focuses on statistical testing within the general linear model, specifically using the familiar Ordinary Least Squares (OLS) estimator that is standard for multiple regression. Twosample t-tests, ANOVA, and ANCOVA are all special cases of the general linear model that can be rewritten as a multiple regression using OLS. Thus, we will focus the remaining discussion on OLS for brevity, but our results and conclusions apply generally to all of these techniques. Our analysis retains only the basic assumptions of the linear model (Muller & Fetterman, 2003), which do not include the assumption that the error terms are normally distributed. Thus, v only assumes what the statistical tests already assume, and sometimes less. Without loss of generality, our analysis will treat all variables as standardized in z-score format. ˆOLS , and, using the standard The default estimator for the linear model is OLS, denoted β matrix notation, is defined as ˆOLS = (X 0 X)−1 X 0 y. β



(1)



OLS is well-known to be the best linear unbiased estimate of the vector of true weights, β (e.g., Bickel & Doksum, 2001). Thus, we can think of OLS as the best way to portion out weight to the independent variables in an experiment and determine which is most important within the sample. We can also think of OLS as the best way to assign weight to different experimental conditions and determine whether one treatment is more important than another. Indeed, a finding is, if implicitly, a statement about the relative signs and magnitudes of OLS coefficients. That is, the direction and relative importance of experimental effects is determined by the relative signs and magnitudes of the OLS coefficients. Further, how replicable an OLS finding is depends on how accurately the relative signs and magnitudes of OLS coefficients reflect the relative signs and magnitudes of the



A New Measure of Replicability 8 true weights. How accurate is OLS for establishing findings, especially when samples are small or measurements are noisy? How accurate should it be? While these questions are not easily answered, we can at least consider benchmarks for minimum performance that OLS should surpass, such as random guessing. We construct such a benchmark based on the idea of improper linear models (see Dawes, 1979). Rather than best-fitting the sample, improper linear models assign weight to the independent variables according to a priori decision heuristics that the researcher chooses. For example, a great deal of research has shown that a simple equal weighting of all independent variables often makes better out-of-sample predictions than OLS (Dana & Dawes, 2004; Dawes & Corrigan, 1974; Wainer, 1976). More recent work has shown that improper linear models can be used to estimate β just like OLS (Davis-Stober, Dana, & Budescu, 2010a; 2010b). Specifically, any set of improperly chosen weights, denoted as a vector a, can be rescaled to one’s sample data in a way that minimizes least squares while preserving the decision heuristic. The resulting estimator, which we can call Improper Least Squares (ILS), looks similar to OLS:



ˆILS = a(a0 X 0 Xa)−1 a0 X 0 y, β



(2)



and can be considered as a special case of general constrained least squares estimation (Amemiya, 1985; Chipman & Rao, 1964). For example, suppose the researcher decides to weight all independent variables equally and positively. To do this, the researcher can choose an a in which all values are equal to 1. The resulting ILS weights will all have equal values, but the precise value of these weights may not be 1. Rather, it will be some value that minimizes squared errors subject to the constraint that all weights are equal. This procedure works for any choice of improper weights, and the resulting weights preserve the relative signs and magnitudes of the weights as pre-specified by



A New Measure of Replicability 9 the researcher. Since the direction and significance of effects are determined by the relative signs and magnitudes of one’s estimated weights, a can be thought of as a pre-determined finding. Following from this logic, we create a performance benchmark for OLS by using the ILS procedure with a chosen randomly, a procedure we call Random Least Squares (RLS). To the extent one is concerned with the accuracy of a finding, and not with the precision of parameter estimates, RLS is an uncontroversial benchmark for minimum accuracy. RLS literally yields a random finding that makes no use of the data. The least squares scaling, which does use data, allows us to compare OLS and RLS on the same accuracy metrics, but does not affect the randomly determined nature of the finding. If OLS is a less accurate estimate of β than RLS, its findings are farther from the truth than an uninformed guess. Putting aside for the moment how or why RLS would be more accurate than OLS, we turn, in the next section, to defining the criterion for accuracy.



Criterion for accuracy How can we compare the accuracy of OLS and RLS? However we do so, OLS will be more accurate within one’s sample. The question of replication, however, is a question of accuracy in future samples. In the statistical literature, a gold standard for measuring the accuracy of parameter estimates is loss (e.g, Lehmann & Casella, 1998). Loss is defined as the expected squared difference between the estimated weights, βˆi , and the true weights,



lossβˆ = E



p X



! (βˆi − βi )2



,



(3)



i=1



where βi is the ith weight in β. The loss criterion of accuracy is how close, on average, an estimator is to the truth. Equation (3) provides an accuracy metric for estimators like OLS and RLS, which,



A New Measure of Replicability 10 in our framework, provides a metric for replicability. Because β reflects the true relationships between the independent variables, the estimator that yields less loss will generate findings that are more likely to replicate in future experiments. Thus, if we want to know whether inferences based on the standard statistical procedures are more accurate than uninformed guesses, we can determine whether OLS incurs less loss than RLS. Note that loss is not in any way defined in terms of the standard null hypothesis test. Our criterion is consistent with established statistical practice, while our benchmark speaks to the full complexity of replicability with which an empirical researcher is concerned: will the directions and relative importance of a set of effects reproduce? The reader may wonder how, under any circumstances, OLS could incur greater loss than RLS. Linearly constrained estimators, of which RLS is a special case, have some favorable properties. While biased, meaning that their average does not equal the true value of β, linearly constrained estimators have less variance than OLS (Toro-Vizcarrondo & Wallace, 1968) and thus can outperform OLS given limited sample and effect sizes (e.g., Ter¨asvirta, 1983). OLS is quite sensitive to the sample on which it is estimated and for that reason, can be erratic in future samples in the presence of measurement error. Dana (2008) describes how ILS roughly approximates shrinkage estimators that are conservatively biased toward no effect. The researcher might rule out the possibility that the true effects are very large a priori. With such priors, bias can lead to more efficient estimation. Indeed, if an upper bound can be placed on the value of R2 , the accuracy of OLS can always be improved by biasing it towards no effect (Eldar, Ben-Tal, and Nimirovsky, 2005).



Calculating v How can a researcher gauge the accuracy of OLS and ultimately, the replicability of his or her findings, by comparing its loss to RLS? A practical problem is that loss depends on β itself, which is an unknown set of population parameters (indeed, if we had this information, there would



A New Measure of Replicability 11 be no need for findings, we would know the truth). Davis-Stober (2011) provides a solution to this problem by considering all possible values of β and analytically deriving the proportion of them for which OLS incurs less loss than ILS. We use those results here to compare OLS to RLS. Specifically, we define the v statistic as the proportion of all β that favor OLS over RLS in terms of loss. Therefore, the v statistic will range in value from 0 to 1, with values closer to 1 indicating greater replicability. If the researcher is willing to assume, in a Bayesian fashion, that all possible β are equally likely, then v is the probability that OLS beats RLS. One unintuitive result is helpful for calculating v: When all independent variables are orthogonal, as in a balanced t-test, balanced one-way ANOVA, or multiple regression with uncorrelated predictors, then v does not depend on the outcome of the random choice of weights (Davis-Stober, 2011). That is, no matter what random guess goes into RLS, the result of v will always be the same in the orthogonal case. When the independent variables are not orthogonal, good estimates of v can be obtained via a Monte Carlo sampling algorithm, the details of which are outlined in Appendix A. However, the orthogonal result is particularly useful when one considers that OLS incurs its least loss when all independent variables are orthogonal. The orthogonal case is thus an optimistic scenario for OLS in terms of v, and one in which v can be calculated directly:



2 cos(α)Γ( p+2 2 ) v= √ p+1 πΓ( 2 )







 2 F1



  1 1−p 3 2 p−1 , , , cos (α) − sin(α) , 2 2 2



(4)



where −1



α = cos √



ζ =



γ− γ−γ 2 2γ−1 , γ



1−ζ p 1 − 2ζ(1 − ζ)



! ,



2



) = min{ (p−1)(1−R , 1}, and 2 F1 (·, ·, ·, ·) is the Gaussian hypergeometric function (n−p)R2



and Γ(·) is the gamma function. It is important to point out that v only requires a homoskedasticity assumption and requires no assumptions regarding the specific underlying distribution of the error



A New Measure of Replicability 12 term in the standard linear model. Hence, while an ANOVA requires a normality assumption, this is not required for v. Full details of the derivation of v can be found in Appendix A. While the v function is messy, it is just a function of three intuitive quantities: sample size (n), number of independent variables (p), and the population value of R2 . R2 is a measure of effect size for the model, i.e. the proportion of variance that is explained vs. unexplained. The v statistic, and thus replicability, increases as sample size and effect size increase, but decreases as the number of independent variables becomes large. While the experimenter controls sample size and the number of independent variables, reporting an observed v for a sample of data requires an estimate of true R2 . Given that observed R2 is well-known to be biased, we suggest using the unbiased minimum variance estimate of true R2 (Olkin & Pratt, 1958) as we do for the following examples. Note that our definition does not preclude other estimates of R2 being used, e.g., adjusted R2 . Appendix B contains raw R code (R Core Team, 2012) for calculating v prospectively using the population value of R2 (“vstat.R”) as well as code for calculating v on observed data, which applies the unbiased estimator of R2 (“vstat data.R”).



Comparing v-replicability with statistical power analysis Like statistical power1 (Cohen, 1988), v ranges in value from 0 to 1 and, for a given α level, is a function of the same quantities, although v does not require any normality assumptions. To see how the two measures compare, Figures 1-2 plots v (the hashed line) against statistical power with an α-level of .05 (the solid line) as a function of sample size at different effect sizes and numbers of independent variables. The three rows of Figure 1 represent 3, 6, or 9 independent variables and the three columns represent conventionally “small” (R2 = .02), “medium” (R2 = .13) and “large” (R2 = .25) true effect sizes (see Cohen, 1988). Likewise, the three rows of Figure 2 represent 11,14, or 18 independent variables under these effect sizes.
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Figure 1: All nine graphs in the above figure plot both v and statistical power (assuming α = .05) as a function of sample size. Graphs 1-3 consider three predictors (equivalently three groups in a one-way ANOVA) under “small” (R2 = .02), “medium” (R2 = .13), and “large” (R2 = .25) effect sizes (Cohen, 1988). Graphs 4-6 consider six predictors under these different effect sizes with Graphs 7-9 considering nine predictors.
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Figure 2: All nine graphs in the above figure plot both v and statistical power (assuming α = .05) as a function of sample size. Graphs 1-3 consider 11 predictors (equivalently three groups in a oneway ANOVA) under “small” (R2 = .02), “medium” (R2 = .13), and “large” (R2 = .25) effect sizes (Cohen, 1988). Graphs 4-6 consider 14 predictors under these different effect sizes with Graphs 7-9 considering 18 predictors.
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A New Measure of Replicability 15 Focusing on the v function, one can determine v for an experiment with a given sample and effect size. First, note that Figures 1-2 use true R2 , while observed measures of effect size are generally biased large. Second, note that for the typical saturated factorial design, the number of independent variables will be the number of cells in the design. For example, suppose that a researcher conducts a single-factor experiment with three groups and n = 75 in each group. The means for these data are .45, .51, and .57, respectively, and a one-way ANOVA yields a significant result (F (2, 222) = 3.74, p = .025, η 2 = .033). The researcher concludes that the treatment had a positive effect. If the experiment was deemed to be rigorously conducted and the hypothesis was interesting, this finding would seem publishable by current standards. Yet, the unbiased estimate of R2 is .02 for this study, which the top left panel of Figure 1 shows to correspond to a v = .41. Under the optimistic assumptions that everything has been done correctly, the finding of this study may be less accurate than an uninformed guess for over half of the possible states of nature. Even with larger observed effects, v-values can be inadequate. Suppose that the experiment in our example yielded larger effects but had n = 19 per condition. The means were .44, .51, and .73, respectively, and the result was significant (F (2, 54) = 4.29, p = .0186, η 2 = .137). Unbiased R2 is .09 for this study, which corresponds to v = .5. Prospectively determining the sample size necessary to produce some v given a true R2 is another kind of power analysis. To see how it compares with traditional power analysis, compare the hashed line with the solid line in Figure 1. The two curves track each other quite closely, with v values generally being smaller than corresponding power values for small samples. As sample sizes increase, a cross-over point occurs at which v is larger than power at a given sample size. As effect size decreases and the number of independent variables increases, the curves more greatly diverge and the cross-over point occurs at a larger value of v. In these situations, it is possible to have adequate power to reject a null hypothesis under a statistical test using OLS, yet, for nearly all



A New Measure of Replicability 16 possible true states of nature, OLS is getting no closer to the truth than an estimator that produces random findings. This is true even for a power of .80 (Figure 2, lower left-hand graph), a standard benchmark for adequate statistical power. This discrepancy between v values and power becomes even more pronounced as the number of independent variables increases. Given that v is generally less than or equal to power for values < .5, a troubling conclusion emerges. Prior studies have noted that average statistical power in some areas of psychology is at or below .5, with average power from studies with small effects being even lower (Maxwell, 2004; Sedlmeier & Gigerenzer, 1989). To the extent that these studies continue to be representative, typical findings in some areas should not be expected to replicate.



v vs. p-values To what extent can v tell us something that p-values do not? We demonstrate how v could reverse the conclusions of a study by revisiting the simulation results of Simmons, Nelson, and Simonsohn (2011). These simulations generated data from null effects, but simulated the use of various “researcher degrees-of-freedom” that inflated the incidence of Type-I errors. We repeated the 15,000 trials of their simulation and calculated v for all significant (p < .05) tests resulting from all combinations of three researcher degrees-of-freedom: Choosing a dependent measure post hoc from among several, omitting some conditions post hoc, or choosing a sample size post hoc based on whether one already has significant results. The simulation yielded 36,599 tests with a spurious p < .05, 26,289 (71%) of which had v < .5 (mean v = .43). Only 5 tests out of 36,599 had a v > .75 (maximum v = .77). These significant findings overwhelmingly should not be expected to replicate. By comparison, the minimum prep for these tests would be approximately .917, indicating a strong probability of replication. The purpose of this example is not to show that v can diagnose whether researchers have used



A New Measure of Replicability 17 inappropriate practices. The v measure is only intended to evaluate replicability. The example does show that statistical significance does not remotely imply that a finding is reliable.



General Discussion The v measure of replicability does not replace the p-value, nor is it a function of one. Rather, v measures the accuracy of 2 sample t-tests, ANOVA, ANCOVA, and multiple regression for establishing findings. Our analysis indicates that these techniques can be dangerously misleading, particularly for studying small and medium effects. Current practice in psychology would not preclude publishing findings when v < .5, yet in these situations, an estimator that yields random findings is, on average, closer to the truth. We stress that these arguments are made under favorable assumptions for these tests, including that all of their sampling assumptions have been satisfied, while v itself makes no assumptions about the underlying distributional form. The potentially serious problem of poor v-replicability comes into play before we even worry about complications such as researcher degrees of freedom (Simmons et al., 2011) and the various types of publication bias (Francis, 2012a; 2012b). Our findings, compounded with human error, suggest that the problem of replication may be even graver than previously imagined. Many readers may have already had the intuition that a significant result from a relatively small sample might not be trustworthy. But how small of a sample is too small, and given what effect size? The v measure gives a principled answer to these questions that is not ad hoc, but rather derived as a result from a basic argument about what sort of benchmarks OLS estimates should be able to beat. For small to medium effect sizes, the requisite sample size for a finding to be trustworthy can be surprisingly large. In this way, v adds to the literature documenting the statistical challenges of estimating small effects (see Gelman & Weakliem, 2009) and the importance of basing sample size considerations on the accuracy of parameter estimation (Kelley & Maxwell,



A New Measure of Replicability 18 2003; Lai & Kelley, 2012). The v statistic is defined on the full linear model under consideration, rather than on particular significance tests within the model. For example, if one runs a factorial ANOVA, several F tests will be conducted and v is not unique to any of them. Rather, it applies to all of them because it measures the accuracy of the full ANOVA model. Thus, where we have referred to R2 or effect size, we mean the proportion of variance explained by the model, not a partial effect size. In its present formulation, v is applicable to the linear model. The v concept, however, could be generalized to other statistical models. The most obvious future generalization is the multivariate general linear model, in which there are multiple dependent variables. Such an advance would require more mathematical work, but the general ideas of v could be applied. Extending to this more general model would allow for an analysis of the replicability of findings from repeated measures designs and structural equation models. The v measure is based upon the RLS estimator which utilizes a least-squares optimization method subject to uniform random weights. A key feature of this estimator is that no matter how much data is collected, the relative signs, orderings, and magnitudes of the coefficients are always determined randomly, i.e., random least squares has no convergence properties with regard to the relative relationships of its coefficients. The least squares scaling factor can only ‘dilate’ the random determined weights contained in a. Future work could explore alternative methods of scaling the random vector a that do not depend upon a least squares argument. When used post-hoc on observed data, it is important to consider that v, similar to nearly every other statistic, is sampled-based and will have its own distribution. Experimental repetitions will necessarily generate new v values. The v measure provides a point estimate of the true population v-value and should be interpreted as such, similar to the different measures of R2 and the various model selection statistics such as AIC and BIC. Under the orthogonal case, v is a function of N , p



A New Measure of Replicability 19 and the estimated R2 value. Future work could further explore the distributional properties of v by examining the distributional properties of various R2 estimators and the relationships between them. In contrast, when excellent estimates of R2 are available or a particular value is assumed, v is not random and provides an analytic result on the proportion of true states of the world under which OLS is more accurate, on average, than RLS. In this way, v could be used prospectively to determine minimum acceptable sample sizes. c For interested readers, Appendix C contains raw M atlab code for simulating multivariate



data under various conditions and directly comparing the estimated accuracy of OLS to RLS. This code utilizes normal distributions, however, as our results are distribution-free this is merely for convenience. This simulation code has been used to verify the general mathematical results of the v argument. Recent articles in the popular press (e.g., Lehrer, 2010; Carey, 2011) and peer-reviewed journals (e.g., Schooler, 2011; Simmons et al., 2011; John, Loewenstein, & Prelec, 2011) have ignited a discussion within the scientific community about when empirical results should be believed. This debate has focused almost entirely on human error, i.e., activities endemic to the researchers themselves, such as publication bias and researcher degrees of freedom. While we agree these are problems, our results demonstrate a more basic problem underlying the decline effect. Even if all problematic practices related to data collection and publication were cleaned up, a problem with irreplicable findings would remain. To this problem, there may be no low cost solutions; our statistical techniques may require larger samples, less measurement error, and more precise hypotheses to work correctly. Returning to the problem of Schooler’s (2011) decline effect, perhaps some effects are disappearing because they should never have been expected to replicate.



A New Measure of Replicability 20



Notes 1



The reader should note that we are referring to the statistical power of the F -test for the full model under



consideration. See Maxwell (2004) for alternative definitions of power under the linear model.



A New Measure of Replicability 21 References Amemiya, T. (1985). Advanced econometrics. Harvard University Press.



Bem, D. (2011). Feeling the future: Experimental evidence for anomalous retroactive influences on cognition and affect. Journal of Personality and Social Psychology, 100, 407-425.



Bickel, P. J., & Doksum, K. A. (2001). Mathematical statistics: Basic ideas and selected topics (Vol. 1, 2nd ed.). Upper Saddle River, NJ: Prentice Hall.



Carey, B. (2011). Fraud case seen as a red flag for psychology research. The New York Times, published November 2.



Chipman, J. S., & Rao, M. M. (1964). The treatment of linear restrictions in regression analysis. Econometrica, 32, 198-209.



Cohen, J. (1962). The statistical power of abnormal-social psychological research: A review. Journal of Abnormal and Social Psychology, 65, 145-153.



Cohen, J. (1988). Statistical power analysis for the behavioral sciences (2nd ed.). Hillsdale, NJ: Lawrence Erlbaum Associates.



Cohen, J. (1994). The earth is round (p < .05). American Psychologist, 49, 997-1003.



Cumming, G. (2008). Replication and p intervals: p values predict the future only vaguely, but



A New Measure of Replicability 22 confidence intervals do much better. Perspectives on Psychological Science, 3, 286-300.



Cumming, G., Fidler, F., Kalinowski, P., & Lai. J. (2011). The statistical recommendations of the American Psychological Association Publication Manual: Effect sizes, confidence intervals, and meta-analysis. Australian Journal of Psychology. doi:10.1111/j.1742-9536.2011.00037.x



Dana, J., & Dawes, R. (2004). The superiority of simple alternatives to regression for social science predictions. Journal of Educational and Behavioral Statistics, 29, 317-331.



Dana, J. (2008). What makes improper linear models tick? In J. Krueger (Ed.) Rationality and Social Responsibility: Essays in honor of Robyn Mason Dawes. Mahwah, NJ: Lawrence Erlbaum Associates.



Davis-Stober, C. P. (2011). A geometric analysis of when fixed weighting schemes will outperform ordinary least squares. Psychometrika, 76, 650-669.



Davis-Stober, C. P., Dana, J., & Budescu, D. (2010a). A constrained linear estimator for multiple regression. Psychometrika, 75, 521-541.



Davis-Stober, C. P., Dana, J., & Budescu, D. (2010b). Why recognition is rational: Optimality results on single-variable decision rules. Judgment and Decision Making, 5, 216-229.



Dawes, R. M. (1979). The robust beauty of improper linear models. The American Psychologist, 34, 571-582.



A New Measure of Replicability 23



Dawes, R. M., & Corrigan, B. (1974). Linear models in decision making. Psychological Bulletin, 81, 95-106.



Eldar, Y.C., Ben-Tal, A., & Nemirovski, A. (2005). Robust mean-squared error estimation in the presence of bounded data uncertainties. IEEE Transactions on Signal Processing, 53, 168-181.



Francis, G. (2012a). Replication initiative: Beware misinterpretation. Science, 336, 802.



Francis, G. (2012b). Too good to be true: Publication bias in two prominent studies from experimental psychology. Psychonomic Bulletin & Review, 19, 151-156.



Gelman, A., & Weakliem, D. (2009). Of beauty, sex, and power: Statistical challenges in estimating small effects. American Scientist, 97, 310-316.



Greenwald, A. G., Gonzalez, R., Harris, R. J., & Guthrie, D. (1996). Effect sizes and p values: What should be reported and what should be replicated? Psychophysiology, 33, 175-183.



Ioannidis, J. P. A. (2005). Why most published research findings are false. PLoS Medicine, 2, 696-701.



Ioannidis, J. P. A. (2008). Why most discovered true associations are inflated. Epidemiology, 19, 640-648.



A New Measure of Replicability 24 Iverson, G. J., Lee, M. D., & Wagenmakers, E.-J. (2009). prep misestimates the probability of replication. Psychonomic Bulletin & Review, 16, 424-429.



Iverson, G. J., Wagenmakers, E.-J., & Lee, M. D. (2010). A model averaging approach to replication: The case of prep . Psychological Methods, 15, 172-181.



John, L. K., Loewenstein, G., & Prelec, D. Measuring the Prevalence of Questionable Research Practices with Incentives for Truth-telling. In press, Psychological Science.



Kelley, K., & Maxwell, S. E. (2003). Sample size for multiple regression: Obtaining regression coefficients that are accurate, not simply significant. Psychological Methods, 8, 305-321.



Killeen, P. R. (2005). An alternative to null-hypothesis significance tests. Psychological Science, 16, 345-353.



Lai, K., & Kelley, K. (2012). Accuracy in parameter estimation for ANCOVA and ANOVA contrasts: Sample size planning via narrow confidence intervals. British Journal of Mathematical and Statistical Psychology, 65, 350-370.



Lehmann, E. L., & Casella, G. (1998). Theory of point estimation (2nd. ed.). New York: Springer.



Lehrer, J. (2010). The truth wears off. The New Yorker, published December 13.



MacDonald, R. R. (2005). Commentary: Why replication probabilities depend on prior probability



A New Measure of Replicability 25 distributions: A rejoinder to Killeen (2005). Psychological Science, 16, 1007-1008.



Maxwell, S. E. (2000). Sample size and multiple regression analysis. Psychological Methods, 5, 434-458.



Maxwell, S. E. (2004). The persistence of underpowered studies in psychological research: Causes, consequences, and remedies. Psychological Methods, 9, 147-163.



Maxwell, S. E., & Delaney, H. D. (2003). Designing experiments and analyzing data: A model comparison perspective. 2nd ed. Mahwah, NJ: Erlbaum.



Meehl, P. E. (1978). Theoretical risks and tabular asterisks: Sir Karl, Sir Ronald, and the slow progress of soft psychology. Journal of Consulting and Clinical Psychology.



Miller, J. (2009). What is the probability of replicating a statistically significant effect? Psychonomic Bulletin & Review, 16, 617-640.



Muller, K. E., & Fetterman, B. A. (2003). Regression and ANOVA: An integrated approach using SAS software. John WIley & Sons Inc., SAS Institute Inc. Cary, NC.



Olkin, I., & Pratt, J. W. (1958). Unbiased estimation of certain correlation coefficients. The Annals of Mathematical Statistics, 29, 201-211.



Posavac, E. J. (2002). Using p values to estimate the probability of a statistically significant repli-



A New Measure of Replicability 26 cation. Understanding Statistics, 2, 101-112.



R Core Team. (2012). R: A language and environment for statistical computing. R Foundation for Statistical Computing. Vienna, Austria.



Schooler, J. (2011). Unpublished results hide the decline effect. Nature, 470, 437-437.



Sedlmeier, P., & Gigerenzer, G. (1989). Do studies of statistical power have an effect on the power of studies? Psychological Bulletin, 105, 309-316.



Simmons, J. P., Nelson, L. D., & Simonsohn, U. (2011). False-positive psychology: Undisclosed flexibility in data collection and analysis allows presenting anything as significant. Psychological Science, 22, 1359-1366.



Ter¨asvirta, T. (1983). Restricted superiority of linear homogeneous estimators over ordinary least squares. Scandinavian Journal of Statistics, 10, 27-33.



Toro-Vizcarrondo, C., & Wallace, T. D. (1968). A test of the mean square error criterion for restrictions in linear regression. Journal of the American Statistical Association, 63, 558-572.



Wainer, H. (1976). Estimating coefficients in linear models: It don’t make no nevermind. Psychological Bulletin, 83, 213-217.



A New Measure of Replicability 27 Appendix A In this appendix, we summarize and apply the results of Davis-Stober et al. (2010a) and Davis-Stober (2011) to derive the v measure for orthogonal designs and lay out an algorithm that calculates v for the non-orthogonal case. We refer the reader to the original papers for the proofs of the various results and theorems.



Modeling Assumptions. As stated earlier, v operates within the standard linear model, y = Xβ + , where X is a n × p design matrix, β is a p × 1 vector of population weights, and y ∼ (Xβ, σ 2 I n×n ) with i.i.d. sampling. Unless stated otherwise, we assume that X is of full rank. We assume throughout that the length of the population parameter β is finite. Let kβk ≤ b, where b ∈ R+ and where “k · k” denotes the standard Euclidean norm. We also assume that y is standardized in z-score format. A design matrix, X, is said to be orthogonal if X 0 X is a scalar multiple of the identity matrix. For example, under multiple regression, we assume that all predictor variables are standardized and uncorrelated, thus X 0 X = (n − 1)RXX , where RXX is the predictor inter-correlation matrix; under a balanced one-way ANOVA design we would use the standard X formulation giving X 0 X = np I p×p (Muller & Fetterman, 2003).



Definition 1. (Davis-Stober et al., 2010a). Let a be a fixed p × 1 vector of weights with kak > 0. Then the Improper Least Squares (ILS) estimator is defined as follows,



ˆILS = a(a0 X 0 Xa)−1 a0 X 0 y, β



and can be considered as a special case of general constrained least squares estimation (Amemiya, 1985; Chipman & Rao, 1964). To place ILS in competition with OLS, we must first determine the



A New Measure of Replicability 28 loss of ILS with the following result. Given a choice of a and values of X and σ 2 , it is routine to show that the loss incurred by the ILS estimator is the following sum,



0



lossILS = β 0 W β +



a aσ 2 , 0 a X 0 Xa



(5)



where W is a symmetric positive semi-definite matrix defined as W = Q0 Q − Q − Q0 + I p×p 0



0



with Q = a(a X 0 Xa)−1 a X 0 X. Given values of a, σ 2 , and X, we can consider the loss of the ILS estimator as a function of β. This key result allows to directly compare the loss of ILS to that of OLS, well known to be



0



lossOLS = σ 2 tr((X X)−1 ),



where “tr” denotes the trace of a square matrix. Given a bound, b, on the length of the population β parameter, the set of all possible β forms a hyper-sphere of dimension p with radius b (Davis-Stober, 2011). Davis-Stober (2011) demonstrates how we can subtract the loss of OLS from that of ILS and solve for the set of population β within this hyper-sphere such that lossILS ≤ lossOLS . This set, denoted C, is as follows, 0



p



0



0



−1



C = {β ∈ R : β W β ≤ tr((X X)



a aσ 2 )− 0 0 , kβk ≤ b}. a X Xa



The set C takes the form of a p-dimensional ellipsoidal hyper-cylinder bounded by the p-dimensional hyper-sphere of radius b. See Davis-Stober (2011) for a full discussion of this geometry. The key question for our analysis is: What proportion of the hyper-sphere of all possible β does the set C occupy? Let V denote this proportion. Directly solving for V for general C is analytically intractable (Davis-Stober, 2011). However, Davis-Stober provides analytic upper and lower



A New Measure of Replicability 29 bounds on this value by constructing two bounding sets C− and C+ . Both of these sets are spherical hyper-cylinders that satisfy the relation C− ⊆ C ⊆ C+ , where “⊆” denotes the (non-strict) subset relation. The bounding sets, C− and C+ , are each defined in terms of p (number of parameters), b (bound on the length of the population β), and the primary angle of the spherical hyper-cylinder, α. The primary angle α determines the length of all radii in the spherical hyper-cylinder that are orthogonal to the primary axis, which is always equal to a (Davis-Stober, 2011). The length of these radii are thus equal to b sin(α). Please note that the parameter α in this context is unrelated to the usual α parameter in the null hypothesis testing framework. Davis-Stober (2011) solved for the α parameters for the bounding sets, C− and C+ , which are denoted α1 and α2 respectively. We briefly restate these results below.



Result 1. (Davis-Stober, 2011). For the lower bounding set C− , α1 is as follows:



−1



α1 = cos



1 − ξ1



δ1 − δ1 −δ12 , δ1 2δ1 −1



,



p 1 − 2ξ1 (1 − ξ1 )



√



where ξ1 =



!



2



= min{ σ b2ω1 , 1}, and ω1 =







tr((X 0 X)−1 )(a0 X 0 Xa)2 −kak2 a0 X 0 Xa kak2 a0 (X 0 X)2 a







.



Result 2. (Davis-Stober, 2011). For the upper bounding set C+ , α2 , is as follows:



α2 = cos−1



1 − ξ2 p 1 − 2ξ2 (1 − ξ2 )



√



where ξ2 =



δ2 − δ2 −δ22 , δ2 2δ2 −1



2



= min{ σ b2ω2 , 1}, and ω2 =







! ,



(a0 X 0 Xa)tr((X 0 X)−1 )−kak2 (a0 X 0 Xa)







.



To place upper and lower bounds on V , we must calculate the proportion of the hyper-sphere of all possible β that C− and C+ occupy. The following theorem provides exactly this. Specifi-
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Theorem 1. (Davis-Stober, 2011). Let Vα,p be the volume of a spherical hyper-cylinder with radius length equal to b sin(α) and center axis equal to a, bounded by the p-dimensional hyper-sphere of radius b divided by the total volume of the p-dimensional hyper-sphere of radius b. Then Vα,p is the following real-valued function of α and p,



Vα,p = 1 −



where 0 ≤ α ≤



2 cos(α)Γ( p+2 2 ) √ p+1 πΓ( 2 )



π 2 , 2 F1 (·, ·, ·, ·)







 2 F1



  1 1−p 3 , , , cos2 (α) − sin(α)p−1 , 2 2 2



(6)



is the Gaussian hypergeometric function and Γ(·) is the gamma



function.



To apply these results, we must first provide a value for b, the upper bound on the length of 0



β. Generally speaking, we can apply the fundamental regression equation, R2 = β RXX β. Since RXX is positive definite, we have kβk2 ≤ we let b2 =



R2 λmin .



R2 λmin ,



where λmin is a minimal eigenvalue of RXX and thus



Under the orthogonal regression case, this simplifies to b2 = R2 . For orthogonal



ANOVA designs, we can use the equation R2 =



β 0 X 0 Xβ n−1



and thus obtain R2 (n−1)p = kβk2 and set n



b2 = R2 (n−1)p . Either operation provides exactly the same results in the following derivations. n By applying Theorem 1 to the bounding sets, C− and C+ , we obtain, respectively, lower and upper bounds on V , the proportion of population β such that lossILS ≤ lossOLS . These bounds are denoted V− and V+ . The following theorem establishes when C− = C = C+ and, therefore, V− = V = V+ .



A New Measure of Replicability 31 Theorem 2. (Davis-Stober, 2011). Assume that a is an eigenvector of the matrix X 0 X. Then C− = C+ = C and V− = V+ = V .



For the orthogonal case, X 0 X is a scalar multiple of the identity matrix, I p×p , and, hence, all possible a are eigenvectors of the X 0 X matrix. Therefore α1 = α2 for all a. Let α∗ = α1 = α2 . Then, under the orthogonal case, α∗ is as follows:



−1



α∗ = cos √



ζ =



γ− γ−γ 2 2γ−1 , γ



1−ζ p 1 − 2ζ(1 − ζ)



! ,



2



) , 1}. It is important to note that the a terms drop out when = min{ (p−1)(1−R (n−p)R2



solving for α∗ under the orthogonal case. In other words, V is exact and invariant under any choice of a and is calculated via α∗ and Equation (6). This leads to our main result.



˜ be a p-dimensional Main Result on the RLS estimator. Assume an orthogonal design. Let a random vector uniformly distributed over the surface of the unit p-dimensional hypersphere centered at the origin. Let the RLS estimator be defined as the ILS estimator with a obtained from a single ˜ . Then, assuming fixed values of R2 , n, and p, the distribution of V values under random draw of a ˜ . Thus, the RLS estimator is degenerate with all V values being equal for all possible draws from a under the RLS estimator, V is exact and is calculated via α∗ and Theorem 1. It is important to note that it suffices to sample a uniformly from a unit hyper-sphere centered at the origin as the ILS estimator is invariant under scalar multiplication of a (see Davis-Stober et al., 2010a). Under different choices of a, as in the RLS estimator, the main axis of the spherical ˜ , however, the shape and relative hyper-cylinder C will always be the a that was sampled from a volume of C will be invariant under any choice of a. Thus, the relative volume of the set C is exact



A New Measure of Replicability 32 under the RLS estimator and is a function of only R2 , n and p. Finally, we define v (as defined in the main text) as the complement of V , i.e., v := 1 − V . This simple transformation orients the results in terms of the proportion of population β which favor OLS over RLS in terms of loss.



Non-orthogonal case. For the non-orthogonal case, the distribution of V values is not degen˜ will yield different V values. We estimate v for the RLS erate, i.e., different sampled choices of a estimator via the following Monte Carlo algorithm. For cases where X 0 X −1 is not full rank, we apply the Moore-Penrose inverse of X 0 X.



Input. Input p, n, adjusted R2 , and X 0 X.



1. Uniformly sample k-many a vectors from the surface of p-dimensional unit hyper-sphere of unit radius and dimension p (or r for non-full rank design matrices) centered at the origin. Let ai denote the ith sample. 2. Calculate V− and V+ for each ai as described above. Let (V− , V+ )i denote the pair associated with each sampled ai . 3. Calculate Vi = M ean(V− , V+ )i , ∀i ∈ {1, 2, . . . , k}, where M ean(·) denotes the mean of a set. 4. Calculate Vestimate = M ean(Vi , ∀i ∈ {1, 2, . . . , k}). 5. Return v = 1 − Vestimate .



This algorithm yields an estimate of the expected proportion of population β such that lossOLS ≤ lossRLS . The number of samples, k, necessary to estimate v within appropriate error bounds depends on the dimension of the space, p. We recommend a minimum of k = 10, 000 samples for relatively large values of p, e.g., p = 10. We also note that for many X matrices, b2 =



R2 λmin
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1 p



Pp



i=1 λi ,



may be more appropriate.



R2 λ∗ ,



where



A New Measure of Replicability 34 Appendix B v s t a t = f u n c t i o n ( n , p , Rsq ) #This f u n c t i o n c a l c u l a t e s p r o s p e c t i v e v f o r o r t h o g o n a l d e s i g n s . #The u s e r i n p u t s t o t a l sample s i z e , n , # t h e number o f parameters , p , and t h e p o p u l a t i o n v a l u e o f t h e c o e f f i c i e n t o f #d e t e r m i n a t i o n , R−s q u a r e d . #This f u n c t i o n r e q u i r e s t h e s t a n d a r d R package ‘ ‘ hypergeo ’ ’



{ r = ( ( p−1)∗(1−Rsq ) ) / ( ( n−p ) ∗ Rsq ) g = min ( r , 1 ) i f ( g .4999) g = . 5 0 0 1 z = ( g − s q r t ( g−g ˆ 2 ) ) / ( 2 ∗ g − 1 ) a l p h a = a c o s ((1 − z ) / s q r t (1−2∗ z ∗(1− z ) ) ) v = Re ( ( ( ( 2 ∗ c o s ( a l p h a ) ∗gamma ( ( p + 2 ) / 2 ) ) / ( s q r t ( p i ) ∗gamma ( ( p + 1 ) / 2 ) ) ) ∗ ( hypergeo ( . 5 , ( 1 − p ) / 2 , 3 / 2 , c o s ( a l p h a ) ˆ 2 ) − s i n ( a l p h a ) ˆ ( p − 1 ) ) ) ) return (v) }



v s t a t d a t a = f u n c t i o n ( n , p , ObsRsq ) #This f u n c t i o n c a l c u l a t e s post−hoc v f o r o r t h o g o n a l d e s i g n s . #The u s e r i n p u t s t o t a l sample s i z e , n , # t h e number o f parameters , p , and t h e o b s e r v e d ( u n a d j u s t e d ) v a l u e o f
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#t h e c o e f f i c i e n t o f d e t e r m i n a t i o n , R−s q u a r e d .



This f u n c t i o n u s e s t h e



#u n b i a s e d e s t i m a t e o f p o p u l a t i o n R−s q u a r e d ( Olkin \& Pratt , 1 9 5 8 ) . #This f u n c t i o n r e q u i r e s t h e s t a n d a r d R package ‘ ‘ hypergeo ’ ’ .



{ Rsq = Re(1 −((n −2)/(n−p ))∗(1 − ObsRsq ) ∗ hypergeo ( 1 , 1 , ( n−p+2)∗.5 ,1 − ObsRsq ) ) r = ( ( p−1)∗(1−Rsq ) ) / ( ( n−p ) ∗ Rsq ) g = min ( r , 1 ) i f ( g .4999) g = . 5 0 0 1 z = ( g − s q r t ( g−g ˆ 2 ) ) / ( 2 ∗ g − 1 ) a l p h a = a c o s ((1 − z ) / s q r t (1−2∗ z ∗(1− z ) ) ) v = Re ( ( ( ( 2 ∗ c o s ( a l p h a ) ∗gamma ( ( p + 2 ) / 2 ) ) / ( s q r t ( p i ) ∗gamma ( ( p + 1 ) / 2 ) ) ) ∗ ( hypergeo ( . 5 , ( 1 − p ) / 2 , 3 / 2 , c o s ( a l p h a ) ˆ 2 ) − s i n ( a l p h a ) ˆ ( p − 1 ) ) ) ) return (v) }



A New Measure of Replicability 36 Appendix C f u n c t i o n [ MSE OLS , MSE RLS , Pvalues , EtaS ] = CompleteRLSSimulationFinal ( Rsq , p , NumSamples , rho , Reps , BetaReps ) %This f u n c t i o n r e t u r n s e s t i m a t e d mean s q u a r e d e r r o r v a l u e s f o r OLS and RLS %r e s p e c t i v e l y , under an o r t h o g o n a l d e s i g n matrix .



This f u n c t i o n a l s o r e t u r n s



%t h e c a l c u l a t e d p−v a l u e s and Rˆ2 v a l u e s f o r each s i m u l a t e d data s e t %This f u n c t i o n s t a k e s a s arguments : t r u e Rˆ 2 , number o f parameters , p , %t o t a l number o f samples , NumSamples , t h e i n t e r −c o r r e l a t i o n between p r e d i c t o r s , %rho ( assuming a l l p r e d i c t o r s a r e e q u a l l y c o r r e l a t e d ) , number o f R e p e t i t i o n s p e r %d e s i g n , Reps , and t o t a l number o f e x p e r i m e n t a l r e p e t i t i o n s with d i s t i n c t t r u e % Beta v a l u e s , BetaReps .



%Randomly sample t h e t r u e b e t a v e c t o r s s u b j e c t t o t h e c o n s t r a i n t t h a t t h e i r %s q u a r e d norm e q u a l s R−s q u a r e d ( Rsq )



Q=randn ( BetaReps , p ) ; Betas=b s x f u n ( @rdi vide ,Q. ∗ s q r t ( Rsq ) , s q r t ( sum (Q. ˆ 2 , 2 ) ) ) ; MSE OLS = z e r o s ( BetaReps , 1 ) ; MSE RLS = z e r o s ( BetaReps , 1 ) ; P v a l u e s = z e r o s ( BetaReps , 1 ) ; EtaS = z e r o s ( BetaReps , 1 ) ; p a r f o r i =1: BetaReps [ avgMSEOLS , avgMSEILS , ˜ , ˜ , avgPval , avgEtaS ] = S i m u l a t i o n R e g r e s s i o n ( Betas ( i , : ) ’ , NumSamples , rho , Reps ) ;
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MSE OLS( i , 1 ) = avgMSEOLS ; MSE RLS( i , 1 ) = avgMSEILS ; P v a l u e s ( i , 1 ) = avgPval ; EtaS ( i , 1 ) = avgEtaS ; end end f u n c t i o n [ avgMSEOLS , avgMSEILS , DistMSEOLS , DistMSEILS , avgPval , avgEtaS ] = S i m u l a t i o n R e g r e s s i o n ( TrueMu , NumSamples , rho , Reps ) DistMSEOLS = z e r o s ( Reps , 1 ) ; DistMSEILS = z e r o s ( Reps , 1 ) ; Pval = z e r o s ( Reps , 1 ) ; EtaS = z e r o s ( Reps , 1 ) ; p a r f o r i =1: Reps [ ˜ , ˜ , MSEOLS, MSEILS , ˜ , pval , EtaSquare ] = I m p r o p e r S i m u l a t i o n R e g r e s s i o n ( TrueMu , NumSamples , rho ) ; DistMSEOLS ( i , 1 ) = MSEOLS; DistMSEILS ( i , 1 ) = MSEILS ; Pval ( i , 1 ) = p v a l ; EtaS ( i , 1 ) = EtaSquare ; end %p l o t ( DistMSEILS , DistMSEOLS ,



’+ ’);



%h o l d on %p l o t ( DistMSEILS , DistMSEILS , ’ r ’ ) ; avgMSEOLS = mean ( DistMSEOLS ) ;
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avgMSEILS = mean ( DistMSEILS ) ; avgPval = mean ( Pval ) ; avgEtaS = mean ( EtaS ) ; end f u n c t i o n [ OLS, ILS , MSEOLS, MSEILS , Sigma , pval , EtaS , Draws ] = I m p r o p e r S i m u l a t i o n R e g r e s s i o n ( TrueMu , NumSamples , rho ) %D e f i n e i n t i a l p a r a m e t e r s Z = TrueMu ; p = s i z e ( TrueMu , 1 ) ; %C e l l S a m p l e S i z e = NumSamples/p ; Sigma = o n e s ( p+1,p+1)∗ rho − eye ( p+1,p+1)∗ rho + eye ( p+1,p +1); Sigma ( 2 : p +1 ,1) = Z ; Sigma ( 1 , 2 : p+1) = Z ’ ; %Check p o s i t i v e semi−d e f i n i t e n e s s o f Sigma Eig = e i g ( Sigma ) ; lambda = min ( Eig ) ; i f lambda > 0 . 0 0 0 1 %Draw t h e random sample Draws = mvnrnd ( z e r o s ( p +1 ,1) , Sigma , NumSamples ) ; y = Draws ( : , 1 ) ; X = Draws ( : , 2 : p +1); %This n o r m a l i z a t i o n doesn ’ t make much d i f f e r e n c e y = zscore (y ); X = z s c o r e (X ) ;
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O = X’ ∗X; L = O\X ’ ; OLS = L∗y ; %Carry out an omnibus t e s t on t h e s i m u l a t e d data ( u s e s b u i l t −i n r e g r e s s .m %Matlab f u n c t i o n ) [ ˜ , ˜ , ˜ , ˜ , s t a t s ] = r e g r e s s ( y ,X ) ; pval = s t a t s ( 1 , 3 ) ; EtaS = s t a t s ( 1 , 1 ) ; %D e f i n e t h e ILS e s t i m a t o r Q1=randn ( 1 , p ) ; a=b s xf u n ( @rdi vide , Q1 , s q r t ( sum (Q1 . ˆ 2 , 2 ) ) ) ; a = a ’; E = ( a ’ ∗ ( X’ ∗X) ∗ a ) ; R = E\a ’ ; ILS = a∗R∗X’ ∗ y ; %C a l c u l a t e s q u a r e d e u c l i d e a n d i s t a n c e f o r t h e two e s t i m a t o r s MSEOLS = (OLS−Z ) ’ ∗ ( OLS−Z ) ; MSEILS = ( ILS−Z ) ’ ∗ ( ILS−Z ) ; e l s e MSEOLS = −9999999; MSEILS = −9999999; OLS = −9999999; ILS = −9999999; end end
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