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Abstract In this paper, disclosure risk assessment in Statistical Databases is performed by means of a probabilistic approach; in particular, we consider the problem of auditing databases that support statistical sum/count/mean/max/min queries to protect the privacy of sensitive boolean data. We provide both a theoretical framework for evaluating the disclosure risk and a tool for its control and management. Keywords Disclosure risk assessment · Privacy · Statistical Databases · Bayesian network · Boolean data 1 Introduction There are many real situations where confidential data of people is provided by statistical agencies, to be used by decision makers, politicians, researchers, etc. This dissemination of confidential information should ensure, however, that the privacy of people is protected. As an example, for checking whether in a certain geographic area there is a gender-based discrimination, we can use the census data to establish a correlation between salary and gender, for all people from this area who have the same level of education. From this viewpoint, it is desirable to give researchers tools to perform statistical analysis for their specific research. On the other hand, we do not want to give them direct access to the raw census data, because a large part of the census data is sensitive. For example, for most people, salary information is sensitive. A Statistical Database (SDB) system enables its users to retrieve only aggregate statistics for a subset of the entities represented in the database. Example 1 Let us consider a dataset with attributes (name, age, salary), assume further that the pair (name, age) is publicly available, but the attribute salary is confidential, and the dataset supports statistical queries of the form “give me the maximum of salaries of all individuals whose age x satisfies condition C(x)”, where C is an arbitrary predicate on the domain of age, such as 30  x  40.
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How to assess the disclosure risk after one or more statistical queries? What measures suffice to protect the confidentiality of a sensitive information? In addition to protect the privacy of the respondents, a SDB system has to preserve as much as possible the statistical utility of the data. Of course, the disclosure risk and statistical utility are directly related: the more is the disclosure risk the more is the utility; on the other hand the less is the disclosure risk the less is the utility. A number of disclosure risk assessment and control methods have been proposed in the literature (e.g. Adam and Worthmann (1989), Arcos et al (2014), Cavallo et al (2014), Chang et al (2005), Domingo-Ferrer et al (2013), DomingoFerrer and Torra (2003) Inan et al (2012), Polettini (2003), Sweeney (2002)) and Zhimin and Zaizai (2012). We focus on auditing (Chin, 1986; Chin and Ozsoyoglu, 1982; Kleinberg et al, 2003; Reiss, 1979), and particularly on the on-line auditing of boolean data. On-line auditing entails that queries are answered one by one in sequence and an auditor has to determine whether the SDB is compromised by answering a new query. Chin (1986) considers the on-line sum, max, and mixed sum/max auditing problems. Both the on-line sum and the on-line max problems have efficient auditing algorithms. However, the mixed sum/max problem is NP-hard. Canfora and Cavallo (2008a,c, 2009) and Kenthapadi et al (2005) deal with on-line max/min auditing. Most of the work in this area assumes that the confidential data are realvalued and unbounded (e.g. (Malvestuto, 2008; Malvestuto et al, 2006)). In certain important applications, however, data may have discrete values, or have maximum or minimum values, that are fixed a priori and frequently attainable. In these cases, traditional methods for disclosure risk control are inadequate. Example 2 Let us consider a hospital that collects data from patients in a dataset with n records and assume that {p1 , p2 , . . . , pn } are n patients and there is a sensitive field X, that is xi = 1 encodes “HIV=YES”for the i-th patient pi (resp. xi = 0 encodes “HIV=NO”); of course xi is a sensitive data. The hospital provides patients’ information to an external medical center; it would be desirable to help advance medical research by allowing statistical analysis of collected data, while no medical information, that could be related to a specific patient, must be released: for each i 2 {1, . . . n}, the value xi must not be disclosed. Let us suppose that the medical center submits the following sequence of queries: 1. “How many patients in the set {p1 , p2 , p4 } have the HIV?”; 2. “How many patients in the set {p2 , p3 } have the HIV?”; 3. “How many patients in the set {p1 , p3 } have the HIV?”. The queries and the corresponding answers are encoded by the system (1). 8 < x1 + x2 + x4 = 1, x2 + x3 = 1, : x1 + x3 = 1,



(1)



The system is secure if the variables are real, but it is not secure if they are boolean, because in this case the values of all variables are determined. Kleinberg et al (2003) study the sum auditing problem over boolean attributes and propose an algorithm that approximates the auditing problem.
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Following the approach introduced by Canfora and Cavallo (2008a,b,c, 2009), the authors (Canfora and Cavallo, 2010; Cavallo and Canfora, 2012) take a first step towards a probabilistic analysis of the disclosure risk in sum-auditing and provide a Bayesian Network (BN) for controlling disclosure risk. The original contribution of this paper is twofold: 1. to provide a comprehensive theoretical probabilistic framework for measuring the disclosure risk in the on-line sum/count/mean/max/min auditing on boolean data, by strengthening the results in (Cavallo and Canfora, 2012) and providing new results; 2. to provide a tool for disclosure risk management and control; in particular, we develop a BN for on-line sum/count/mean/max/min auditing that optimizes the model proposed by Canfora and Cavallo (2010). Firstly, we reduce the Conditional Probability Table (CPT) size of the BN that audits a query of size l, from O(2l ) to O(l3 ), by means of a parent divorcing or a temporal transformation, then we furtherly reduce the CPT size at run-time, given the answer to the current query. The paper is organized as follows: Section 2 introduces the notation and definitions used in the paper; Section 3 provides a comprehensive theoretical probabilistic framework for measuring the disclosure risk; Section 4 proposes a BN for disclosure risk management and control; finally, Section 5 provides concluding remarks and directions for future work. 2 Notation and preliminaries Let T be a dataset with n records, X the sensitive field and D = {0, 1} the domain of X. Moreover, let us assume that: – a query of size equal to l is represented by the set Q = {xi1 , . . . , xil } ✓ {x1 , . . . , xn }. P We stress that xi 2Q xi = s if and only if there are s values equal to 1, thus a sum query is equivalent to a count query. Thus: – Qsc = {xi1 , . . . , xil } encodes a sum or a count query, e.g. Qsc = {x2 , x3 , x5 } encodes both the sum x2 + x3 + x5 and the count of the number of elements equal to 1; – Qmean = {xi1 , . . . , xil } encodes a mean query, e.g. Qmean = {x2 , x3 , x5 } encodes mean{x2 , x3 , x5 }; – QM = {xi1 , . . . , xil } encodes a max query, e.g. QM = {x2 , x3 , x5 } encodes max{x2 , x3 , x5 }; – Qm = {xi1 , . . . , xil } encodes a min query, e.g. Qm = {x2 , x3 , x5 } encodes min{x2 , x3 , x5 }; P – s is the answer to a sum/count query Qsc , that is: xi 2Qsc xi = s; – mean is the answer to a mean query Qmean , that is: mean{xi |xi 2 Q} = mean – M is the answer to a max query QM , that is: max{xi |xi 2 QM } = M ; – m is the answer to a min query Qm , that is: min{xi |xi 2 Qm } = m; – the sensitive data xi , for i 2 {1, . . . , n}, are n independent variables; – each xi has the same probability distribution, that is P (xi = 1) = p and P (xi = 0) = 1 p, for each i 2 {1, . . . , n}, with p 2 [0, 1].
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In the on-line auditing, given a sequence of queries {Q1 , Q2 , ..., Qt 1 }, the corresponding answers {a1 , a2 , ..., at 1 } provided to an user, and the current query Qt , the auditor has to assess the disclosure risk and decide if to deny Qt , or provide the answer at ; no value of xi has to be disclosed. In the following definition, the disclosure risk is expressed in terms of probability: Definition 1 (Canfora and Cavallo, 2009) A privacy breach occurs if and only if a sensitive data is disclosed with probability greater or equal to a given tolerance probability tol, that is, if and only if there is a sensitive value xi such that: P (xi |a1 , a2 , ..., at )



tol.



If a sensitive data is disclosed with tol = 1, then the SDB is fully compromised. Since the domain of the sensitive field is D = {0, 1}, the following remark is straightforward: Remark 1 Let Q = {xi1 , . . . , xil } be a query of length equal to l. Then, the following assertions hold true: 1.



X



xi 2Q



2. s=



s=



s ; l



X



xi = 0 , M = max{xi |xi 2 Q} = 0 , xi = 0



8xi 2 Q;



X



xi = l , m = min{xi |xi 2 Q} = 1 , xi = 1



8xi 2 Q.



xi 2Q



3.



xi = s , mean{xi |xi 2 Q} =



xi 2Q



Thus, by item 1, we have: P (xi |s) = P (xi |mean)



8xi 2 Q,



that is, after the answer to a sum/count query or a mean query, the disclosure risk is the same. By item 2 and item 3, if an user submits a sum/count query with answer s = 0 or s = l, or a max query with answer M = 0, or a min query with answer m = 1, then the auditor has to deny the answer; indeed the privacy would be breached, in particular the SDB would be fully compromised.



2.1 Bayesian networks A BN is a probabilistic graphical model that represents a set of variables and their probabilistic dependencies (Pearl, 1998). A BN, also called a belief net, is a directed acyclic graph (DAG), which consists of nodes to represent variables and arcs to represent dependencies between variables. Arcs, or links, also represent causal influences among the variables. If there is an arc from node A to another node B, A is called a parent of B, and B is a child of A.
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Fig. 1 Family with 4 parents.



The strength of an influence between variables is represented by the conditional probabilities. If the variables are discrete, these probabilities are summarized in a Conditional Probability Table (CPT), which lists the probability that the child node takes on each of its di↵erent values for each combination of values of its parents. If a node has no parents, then its CPT specifies the prior probability. The size of the CPT of a node C depends on the number d of its states, the number l of its parents, and the number dj of parent states, in the following way:



size(CP T (C)) = d ·



l Y



dj .



(2)



j=1



For every possible combination of parent states, there is an entry listed in the CPT of the child C; thus, for a large number of parents, CPT(C) will expand drastically. A Bayesian network with l parents P1 , P2 , . . . , Pl and a child C constitutes a family. As, for each j 2 {1, . . . , l}, Pj has no parents, size(CP T (Pj )) = dj ; as a consequence, the total CPT size of a family is the following one:



size(CP T (C, P1 , P2 , . . . , Pl )) = d ·



l Y



j=1



dj +



l X



dj .



(3)



j=1



Example 3 Let us consider the family in Figure 1, and assume d1 = 2, d2 = 4, d3 = 5, d4 = 6, d = 3; thus, size(CP T (C, P1 , P2 , P3 , P4 )) = 3⇤2⇤4⇤5⇤6+2+4+5+6 = 737. If a node has no parents, its local probability distribution is said to be unconditional otherwise it is conditional. If the value of a node is observed, then the node is said to be an evidence node. In order to add prior knowledge on a BN, we can add likelihood; adding likelihood is what we do when the user learns something about the state of the BN, which can be entered into a node. The simplest form is the evidence, that is, the probability that a state is 1 while the probability of each other state is 0. In general, likelihood has value in [0, 1] and represents the probability of a state. Obviously, the sum of all probabilities is necessarily 1.
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3 A theoretical probabilistic approach for measuring disclosure risk In this section, we analize the disclosure risk from a probabilistic point of view. By Remark 1, the variables involved in mean/max/min queries can be easily analyzed starting from sum/count queries; for this reason we focus on sum/count queries.



3.1 Sum/count queries In this section, for simplicity, we suppress the explicit dependence on the kind of query in the notation; thus Q will denote a sum/count query and we will write Q for Qsc . 3.1.1 Probabilities for a query By assumptions in Section 2, a sum/count query Q of length l on boolean data is described by a binomial distribution with parameters l and p, that is Q ⇠ B(l, p). Thus, Proposition 1 and Corollary 1 hold true: Proposition 1 (Canfora and Cavallo, 2010) Let Q be a sum/count query of length l. Then, for k 2 {0, . . . , l}: ✓ ◆ X l P( xi = k) = · pk · (1 p)l k . (4) k xi 2Q



In particular, if p = 12 : ✓ ◆ l X k P( xi = k) = . 2l



(5)



xi 2Q



P Corollary 1 Mean value and variance of xi 2Q xi are: X X µ[ xi ] = lp, [ xi ] = lp(1 xi 2Q



p).



xi 2Q



Example 4 Let us assume Q = {x1 , x2 , x3 , x4 , x5 , x6 , x7 } and p = 21 . Then, the P probabilities P ( 7i=1 xi = k), for k 2 {0, . . . , 7}, are provided in Table 1. The P mean value and the variance of 7i=1 xi are: 7 X



xi ] =



7 2



(6)



7 X



xi ] =



7 . 4



(7)



µ[



i=1



[



i=1



In order to deal with sum/count auditing, we have to check whenever a privacy breach occurs after the answer s to aPsum/count query Q; for each xi 2 Q, Proposition 2 allows us to compute P (xi | xi 2Q xi ).



A probabilistic approach for disclosure risk assessment in Statistical Databases



7



Table 1 Binomial distribution B(7, 21 ). k 0 1 2 3 4 5 6 7



P(



P7



i=1 xi = k) 0.0078125 0.0546875 0.1640625 0.2734375 0.2734375 0.1640625 0.0546875 0.0078125



Proposition 2 (Canfora and Cavallo, 2010) Let Q be a sum/count query of length equal to l. For each xi 2 Q, the following posterior probability holds true: X s P (xi = 1| xi = s) = . (8) l xi 2Q



Example 5 If x1 + x2 + x3 + x4 + x5 + x6 + x7 = 3 then P (xi = 1| 3 7 = 0.4286.



P7



i=1



xi = 3) =



3.1.2 Probabilities for a sequence of 2 queries Let us consider a sequence of 2 sum/count queries Q1 and Q2 ; we analyze the following cases: – Q1 \ Q2 = ;; – Q2 ✓ Q1 ; – Q1 \ Q2 6= ;. Proposition 3 Let Q1 and Q2 be disjoint sum/count queries of length l1 and l2 respectively. Then, for k 2 {0, . . . , l1 + l2 }, the following equalities hold true: ✓ ◆ X l1 + l2 P( xi = k) = · pk · (1 p)l1 +l2 k . (9) k xi 2Q1 [Q2



P (xi = 1|



X



xi 2Q1



xi = s 1 ,



X



xi = s2 ) =



xi 2Q2



⇢ s1 l1 s2 l2



if xi 2 Q1 if xi 2 Q2 .



(10)



Proof Let X ⇠ B(m, p) and Y ⇠ B(n, p) be independent binomial variables with the same probability p. By X + Y ⇠ B(m + n, p) and Proposition 1, equation (9) is achieved. Equation (10) follows by Proposition 2. Proposition 4 Let Q1 and Q2Pbe sum/count queries of length l1 and l2 respectively, such that Q2 ✓ Q1 and xi 2Q2 xi = s2 . Then, for each k 2 {s2 , . . . , s2 + l1 l2 }: P(



X



xi 2Q1



xi = k|



X



xi 2Q2



xi = s2 ) =



✓



l1 k



l2 s2



◆



· pk



s2



· (1



p)l1



l2



(k s2 )



.



(11)
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Moreover, let us assume X



P (xi = 1|



P



X



xi = s 1 ,



xi 2Q1



xi = s1 , then:



xi 2Q1



xi = s 2 ) =



xi 2Q2



⇢ s2 l2 s1 l1



if xi 2 Q2 if xi 2 Q1 \ Q2 .



s2 l2



(12)



P P Proof P Equation (11) follows by equality P ( xi 2Q1 xi = k| xi 2Q2 xi = s2 ) = P ( xi 2Q1 \Q2 xi = k s2 ) and Proposition 1; equation (12) follows by Proposition 2. Proposition 5 Let Q1 and QP 2 be sum/count queries of length l1 and l2 respectively, such that Q2 ✓ Q1 and xi 2Q1 xi = s1 . Then: P(



X



X



xi = k|



xi 2Q2



xi = s1 ) =



✓



◆ ✓ ◆ l2 l2 · k k ✓ ◆ , l1 s1



l1 s1



xi 2Q1



for each integer k such that max{s1



(l1



l2 ), 0}  k  min{s1 , l2 }.



Proof It is straightforward that max{s1 (l1 l2 ), 0}  k  min{s1 , l2 }. By Bayes’ Theorem, equation (11) in Proposition 4 and equation (4) in Proposition 1, we have: X X P( xi = k| xi = s 1 ) = xi 2Q2



=



=



=



P(



✓



✓



P



l1 s1



l1 s1



xi 2Q1



xi 2Q1



l2 k



◆



xi = s1 |



P



P(



p s1



k



Pxi 2Q2



xi = k)P (



xi 2Q1 xi = s1 )



(1 p)l1 l2 (s1 k) ✓ ◆ l1 ps1 (1 p)l1 s1



✓



P



l2 k



xi 2Q2



◆



xi = k)



pk · (1



p)l2



=



k



=



s1



◆ ✓ ◆ l2 l2 · k k ✓ ◆ . l1 s1



Lemma 1PLet Q1 and Q2 P be sum/count queries of length l1 and l2 respectively, such that: xi 2Q1 xi = s1 , xi 2Q2 xi = s2 and Q1 \ Q2 6= ;, and a = max{0, s1



(l1



|Q1 \ Q2 |) , s2



(l2



|Q1 \ Q2 |)},



b = min{s1 , s2 , |Q1 \ Q2 |}, K = {k 2 N \ [a, b]}.



(13)
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P P P Then, the conditional mean µs1 s2 , i.e. µ[ xi 2Q1 \Q2 xi | xi 2Q1 xi = s1 , xi 2Q2 xi = s2 ], is given by: ✓ ◆ ✓ ◆ ✓ ◆ P |Q1 Q2 | |Q1 \ Q2 | |Q2 Q1 | k · · · k2K s1 k k s2 k ✓ ◆ ✓ ◆ ✓ ◆ . µs 1 s 2 = (14) P |Q1 Q2 | |Q1 \ Q2 | |Q2 Q1 | · · k2K s1 k k s2 k P Proof P Let us assumeP xi 2Q1 \Q2 xi = k. By xi 2Q1 xi =P s1 , xi 2Q2 xi = s2 , Q1 \ Q2 ✓ Q1 , Q1 \ Q2 ✓ Q2 and Proposition 5, the sum xi 2Q1 \Q2 xi assumes value in the set PK in equation (13). P ForP each k 2 K, by denoting with pk the probability P ( xi 2Q1 \Q2 xi = k| xi 2Q1 xi = s1 , xi 2Q2 xi = s2 ), we have: ✓



◆ ✓ ◆ ✓ ◆ |Q1 Q2 | |Q1 \ Q2 | |Q2 Q1 | · · s1 k k s2 k ✓ ◆ ✓ ◆ ✓ ◆. pk = P |Q1 Q2 | |Q1 \ Q2 | |Q2 Q1 | · · k2K s1 k k s2 k P Equation (14) follows by µs1 s2 = k2K k · pk .



Proposition 6 Let P Q1 and Q2 bePsum/count queries of length l1 and l2 respectively, such that: xi 2Q1 xi = s1 , xi 2Q2 xi = s2 and Q1 \ Q2 6= ;. Then: P (xi = 1|



X



xi = s1 ,



xi 2Q1



X



xi = s2 ) =



xi 2Q2



8 s 1 µs s 1 2 > > |Q1 \Q2 | > > > 



if xi 2 Q1 \ Q2 ;



µs 1 s 2



|Q1 \Q2 | > > > > > : s2 µs s



1 2



|Q2 \Q1 |



if xi 2 Q1 \ Q2 ;



(15)



if xi 2 Q2 \ Q1 .



P Proof Let us assume xi 2Q1 \Q2 xi = k. By Q1 \ Q2 ✓ Q1 , Q1 \ Q2 ✓ Q2 and (12) in Proposition 4, we have:



P (xi = 1|



X



xi 2Q1 \Q2



xi = k,



X



xi 2Q1



xi = s1 ,



X



xi = s2 ) =



xi 2Q2



8 s k 1 > > |Q1 \Q2 | > > > < k



|Q1 \Q2 | > > > > > : s2 k



|Q2 \Q1 |



if xi 2 Q1 \ Q2 ; if xi 2 Q1 \ Q2 ; if xi 2 Q2 \ Q1 .



As k is not known, we change it in the conditional mean µs1 s2 ; thus (15) is achieved.



3.2 Max queries Proposition 7 Let Q ✓ {x1 , . . . xn }, with |Q| = l and M = max{xi }xi 2Q . Then, the following equalities hold true: P (M = 1) = 1



(1



p)l



(16)
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8 0 > 


X



if k = 0



1



P( xi = k|M = 1) = @ l Apk (1 > : k x 2Q i



p)



l



(17)



k



if k 2 {1, . . . l}.



1 (1 p)l



P (xi = 1|M = 1) =



p (1



1



(18)



p)l



Proof By item 1. of Remark 1 and Proposition 1, we have: ✓ ◆ X l P (M = 1) = P ( xi > 0) = 1 p0 (1 p)l = 1 0



(1



p)l ,



xi 2Q



thus (16) is achieved. P By M = 1, we have xi 2Q xi > 0; thus for k = 0, (17) is achieved. Let us assume k 2 {1, . . . l}. By Bayes’ Theorem, (4) and (16), we have: P(



X



xi = k|M = 1) =



1



P (M = 0|



xi 2Q



=



P



✓ ◆ l pk (1 p)l k = 1 (1 p)l



P (M = 1|



xi 2Q xi = k)



1



(1



p)l



P



xi 2Q



xi = k)P (



P (M = 1)



✓ ◆ l pk (1 k



p)l



P



xi 2Q



xi = k)



=



k



=



k



.



Finally, by Bayes’ Theorem and (16), for each xi 2 Q, we have: P (xi = 1|M = 1) =



P (M = 1|xi = 1)P (xi = 1) = P (M = 1) 1



p (1



p)l



.



3.3 Min queries For m = min{xi }xi 2Q , a result analogous to Proposition 7 is provided by Proposition 8. Proposition 8 Let Q ✓ {x1 , . . . xn }, with |Q| = l and m = min{xi }xi 2Q . Then, the following equalities hold true: pl



P (m = 0) = 1



X



8 0 > 


if k = l



1



P( xi = k|m = 0) = @ l Apk (1 > : k x 2Q i



(19)



p)



l



if k 2 {0, . . . l



1 pl



P (xi = 0|m = 0) =



(20)



k



1 1



p pl



1}. (21)
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Proof By item 2. of Remark 1 and Proposition 1, we have: ✓ ◆ X l P (m = 0) = P ( xi < l) = 1 pl (1 p)0 = 1 l
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pl .



xi 2Q



P



By m = 0, we have xi 2Q xi < l; thus for k = l, (17) is achieved. Let us assume k 2 {0, . . . l 1}. By Bayes’ Theorem, (4) and (19), we have: P P X P (m = 0| xi 2Q xi = k)P ( xi 2Q xi = k) P( xi = k|m = 0) = = P (m = 0) xi 2Q ✓ ◆ P l 1 P (m = 1| xi 2Q xi = k) pk (1 p)l k k = = 1 pl ✓ ◆ l pk (1 p)l k k = . 1 pl Finally, by applying Bayes’ Theorem, for each xi 2 Q, we have: P (xi = 0|m = 0) =



P (m = 0|xi = 0)P (xi = 0) 1 = P (m = 0) 1



p . pl



Remark 2 By (18) in Proposition 7 and (21) in Proposition 8, if p = P (xi = 1|M = 1) = P (xi = 0|m = 0) =



1 2



then:



2l 1 . 2l 1



4 A tool for disclosure risk assessment and control In this section, we provide a BN for disclosure risk assessment and control, in order to protect the privacy of sensitive boolean data in on-line sum/count/mean/max/ min auditing. The BN is an optimized version of the model proposed by Canfora and Cavallo (2010) for on-line sum auditing, and it provides the same probability distributions provided in Section 3. The problem can be described in the following way: given a sequence of sum/count/ mean/max/min queries {Q1 , Q2 , ..., Qt 1 }, the corresponding answers {a1 , a2 , ..., at 1 } provided to an user, and the current query Qt , the auditor has to check if a privacy breach occurs (see Definition 1), by evaluating disclosure risk, and deny Qt , or provide the answer at .



4.1 A previous Bayesian network model Canfora and Cavallo (2010) propose a BN for disclosure risk assessment and control. They build the BN for the on-line sum auditing at run-time, that is, they update the BN after each user query and decide whether or not to answer the query. For auditing a sum query Q = {xi1 , . . . , xil }, with answer s (by Remark 1, s 6= 0 and s 6= l), the authors build the following family:
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Fig. 2 Auditing of a sum query. P (xi = 1|



P



Fig. 3 Auditing of two sum queries. P (xi |,



xi 2Q



P7



i=1



xi = 3) = 0.4286.



xi = 3,



P6



i=3



xi = 2)



– the l parents encode the sensitive variables, thus each parent has two states, that are 0 and 1; – the child node encodes the sum xi1 + . . . + xil , thus, this node has three states: [0, s[, s, ]s, l]. P Inserting evidence on the second state, P (xi | xi 2Q xi = s) is computed.



Example 6 Let us consider Example 5. In Figure 2, there P is the BN for auditing the sum query. If the user submits a second sum query 6i=3 xi , with answer equal to 2, then the BN is updated as in Figure 3. Thus, if the tolerance value tol is chosen greater than 0.6666 then, by Definition 1, the privacy is not breached.



4.2 Complexity analysis and Bayesian Network transformations In this section, we perform an analysis about the CPT size of the model proposed by Canfora and Cavallo (2010) for online sum auditing, and, by applying special kinds of transformations, we provide a more efficient solution for auditing count/mean/max/min queries, in addition to sum queries. 4.2.1 Parent divorcing and temporal transformation Let B be a family with l parents. By exploiting causal independence among several random variables, B can be decomposed in such way that its CPT size decreases. Two well known transformations are: parent divorcing (Olesen et al, 1989) and temporal transformation (Heckerman, 1993). Parent divorcing constructs a binary tree in which each node encodes a binary operator. Temporal transformation constructs a linear decomposition tree in which each node encodes a binary operator. As an example, by applying parent divorcing or temporal transformation to BN in Figure 1, we obtain BN in Figure 4a) or Figure 4b), respectively. For simplicity, let d be the number of the states of each node of B. Then, by equation (3), the total CPT size of the family is dl+1 + ld, that is O(dl+1 ), and, for a large number of parents, the CPT will expand drastically. By applying these
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Fig. 4 a) Parent divorcing. b) Temporal transformation.



transformations, the child node (e.g. node C in Figure 1) is transformed in l 1 nodes (e.g. nodes C1 , C2 , C3 in Figure 4) and, each of these nodes has d states and 2 parents with d states; in this way, by (2), CPT of each of the l 1 nodes has size equal to d3 and, as a consequence, the total CPT size of the BN (that is equal to (l 1)d3 + ld), decreases from O(dl+1 ) to O(ld3 ). Thus, these transformations reduce the complexity from exponential to linear in the family size l. 4.2.2 Parent divorcing and temporal transformation for auditing a sum/count/mean/max/min query By performing an analysis of the model proposed in (Canfora and Cavallo, 2010), we stress that: – by (3), the CPT size of the family for auditing each sum query is 3 · 2l + 2l, that is O(2l ), where l is the length of the query. The experimentation, carried on in (Canfora and Cavallo, 2010) for determining a link between the tolerance value and the probability to deny, was performed on a boolean dataset with 300 records, and, for each tolerance value, the authors generated in a random way 150 di↵erent queries of length less than 6; but, for bigger values, the memory requirement increases drastically; – the model is not suitable for max/min auditing because the 3 states of the child node are not adequate. As an example, let us assume that the user submits the min query min{xi |xi 2 Q}, with Q = {x1 , x2 , x3 , x4 , x5 , x6 , x7 } and answer m = 0. Then, the BN in Figure 2 is not adequate because it is not possible to insert likelihood P (sum{xi |xi 2 Q} = 7) = 0 (equivalent to provide answer m = 0). In a sum/count/mean/max/min query Q = {xi1 , . . . , xil }, each xij is a random variable, and, since sum, count, mean, max and min are associative operators, the model proposed by Canfora and Cavallo (2010) for sum auditing can be optimized and extended to count/mean/max/min auditing, both by means of a parent divorcing and a temporal transformation. Example 7 Parent divorcing and temporal transformation for BN in Figure 2 are shown in Figure 5 and Figure 6, respectively.
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Fig. 5 Parent divorcing for auditing the sum query node.
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Fig. 6 Temporal transformation for auditing the sum query on sum node.
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From now on, we apply temporal transformations; thus, a BN for auditing a sum/count/mean/max/min query Q = {xi1 , . . . , xil } is structured in the following levels: LEVEL 1. In top level of the BN, there are l nodes, with 2 states, for encoding sensitive values xij , with j = 1, . . . , l (for this level, total CPT size is equal to 2l); LEVEL 2. There is a node, with 3 states, for encoding the query Q1 = {xi1 , xi2 }. The node has two parents, and each of the parents has 2 states (for this level, CPT size is equal to 3 · 2 · 2); ... LEVEL k. There is a node, with k + 1 states, for encoding the query Qk 1 = {xi1 , xi2 , . . . , xik }. The node has two parents: a parent with k states and a parent with 2 states (for this level, CPT size is equal to (k + 1) · k · 2); ...
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LEVEL l. There is a node, with l + 1 states, for encoding the query Ql 1 = Q = {xi1 , xi2 , . . . , xil }. The node has two parents: a parent with l states and a parent with 2 states (for this level, CPT size is equal to (l + 1) · l · 2) . Thus, by applying a temporal transformation, the total CPT size of the BN is the following one: size(CP T ) = 2l + 3 · 2 · 2 + . . . + 2k(k + 1) . . . + 2l(l + 1) = =2l + 2



l X



k=2



=2l =2l



k(k + 1) = 2l
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l X



k=1



k2 +



l X



k =



k=1



l(l + 1)(2l + 1) l(l + 1) + = 6 2 2 2 10 4 + l(l + 1)(l + 2) = l3 + 2l2 + l 3 3 3 4+2



4.



In this way, the CPT size of a BN that audits a sum/count/mean/max/min query decreases from O(2l ) to O(l3 ). Example 8 CPT size of the BN in Figure 2 is 398 (·8 bytes) and the CPT size of the BN in Figure 6 is 346 (·8 bytes). A further optimization will be shown in the next section. 4.3 Computing probabilities and disclosure risk on the BN In both parent divorcing and temporal transformation, for each node encoding a sum/count/mean/max/min query, before inserting evidence, we find again binomial distribution in equation (4), and mean P value µ and variance as in Corollary 1 (e.g., for p = 12 , the node encoding 7i=1 xi has probability distribution as in P P Table 1, and µ[ 7i=1 xi ] and [ 7i=1 xi ] as in equations (6) and (7), respectively). P By inserting evidence on the node encoding the sum/count query xi 2Q xi , we find again probabilities, expressing disclosure risk, in Proposition 2. Example 9 Let us consider Figure 5 and Figure 6. Then, by inserting evidence on P the node encoding 7i=1 xi , for each xi , we obtain (see Figure 7 and Figure 8), the same probabilities computed in Example 5 (previously showed in Figure 2). By Proposition 5, the BNs, obtained applying a parent divorcing or a temporal transformation, may be furtherly optimized by unifying the states with probability equal to 0. For instance, the BN in Figure 8 is transformed in the BN in Figure 9. By Remark 1, Proposition 7 and Proposition 8, a node encoding a sum/count query can also be used for encoding a max/min query; of course, in order to preserve the privacy, the min value (resp. max) has to be 0 (resp. 1). Example 10 Let us consider Q = {x1 , x2 , x3 , x4 , x5 }, with prior probabilities P (xi = 1) = 12 . If the user asks the max value M = max{xi }xi 2Q , and the auditor provides the answer M = 1, then, in according to Proposition 7, with p = 12 , the user knows that: 16 P (xi = 1|M = 1) = = 0.5161 8xi 2 Q. 31
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Fig. 7 Parent divorcing for auditing the sum query P P (xi = 1| 7i=1 xi = 3) = 37 = 0.4286.
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Fig. 8 Temporal transformation for auditing the sum query P node, P (xi = 1| 7i=1 xi = 3) = 37 = 0.4286.
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For computing these probabilities, it is enough to add likelihood on the node encoding x1 + x2 + x3 + x4 + x5 , that is P (x1 + x2 + x3 + x4 + x5 = 0) = 0 (see Figure 10). We stress that probability distribution P (x1 +x2 +x3 +x4 +x5 |M = 1) is provided in (17) of Proposition 7. In an analogous way, if the auditor provides the min value m = min{xi }xi 2Q = 0 then the BN encoding user’s knowledge is shown in Figure 11; the corresponding probabilities are provided in Proposition 8.



4.4 An example of BN for disclosure risk assessment and control We build the BN for the disclosure risk assessment and control at run-time, as discussed by Canfora and Cavallo (2010); in particular, for auditing each query, we use an optimized temporal transformation (see sub-section 4.3). It is enough to provide an example of count auditing, indeed:
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Fig. 9 Optimized temporal transformation for auditing the sum query
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xi .



Fig. 10 Auditing of a max query.



Fig. 11 Auditing of a min query.



– as shown in Section 2, a sum query is equivalent to a count query, and, after the answer to a sum/count query or a mean query, the disclosure risk is the same; – as shown in the previous section, for max or min query, it is enough to build the nodes for a sum/count/mean query and add likelihood on the node in the bottom level (see Figure 10 and Figure 11).
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Fig. 12 Auditing of a sequence of sum/count queries by means of optimized temporal transformations.



Example 11 Let us consider Example 2, and suppose that the medical center submits the following sequence of count queries: 1. “How many patients in the set {p1 , p2 , p7 } have the HIV?”(i.e. Q1 = {x1 , x2 , x7 }); 2. “How many patients in the set {p16 , p17 } have the HIV? ”(i.e. Q2 = {x16 , x17 }); 3. “How many patients in the set {p11 , p12 , p13 , p14 , p15 } have the HIV?”(i.e. Q3 = {x11 , x12 , x13 , x14 , x15 }); 4. “How many patients in the set {p11 , p12 , p13 } have the HIV?”(i.e. Q4 = {x11 , x12 , x13 }); 5. “How many patients in the set {p3 , p4 , p5 , p8 , p9 , p10 } have the HIV?”(i.e. Q5 = {x3 , x4 , x5 , x8 , x9 , x10 }); 6. “How many patients in the set {p3 , p4 , p5 , p6 } have the HIV?”(i.e. Q6 = {x3 , x4 , x5 , x6 }).



Let us assume tol = 0.8 and p = 12 . The BN for auditing the sequence of queries is shown in Figure 12. As Q1 \Q2 = ;, in according to Proposition 3, we have: 8 s1 2 < l1 = 3 if xi 2 Q1 P (xi = 1|s1 = 2, s2 = 1) = : s2 1 if xi 2 Q2 . l2 = 2 Moreover, as Q4 ⇢ Q3 , in according to equation (12) in Proposition 4, we have: 8 s4 2 if xi 2 Q4 < l4 = 3 P (xi = 1|s3 = 3, s4 = 2) = : s3 s 4 3 2 1 if xi 2 Q3 \ Q4 . l3 l4 = 5 3 = 2 Finally, as Q5 \ Q6 6= ;, in according to Proposition 6, we have: 8 s 5 µs s 4 1.75 5 6 = 0.75 if xi 2 Q5 \ Q6 ; > > |Q5 \Q6 | = 3 > > > < µs 5 s 6 = 1.75 if xi 2 Q5 \ Q6 ; P (xi = 1|s5 = 4, s6 = 2) = |Q5 \Q 3 = 0.583 6| > > > > > : s 6 µs 5 s 6 2 1.75 = 0.25 if xi 2 Q6 \ Q5 . |Q6 \Q5 | = 1
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Since each sensitive value is disclosed with probability less than tol, the privacy is not breached. We stress that the CPT size of the BN in Figure 12 is 302(·8 bytes). The same auditing problem, represented by means of the BN proposed by Canfora and Cavallo (2010), requires a CPT size equal to 1206(·8 bytes).



5 Conclusions and future work We propose a probabilistic approach for disclosure risk assessment and control in SDBs, by analyzing the case in which the domain of the sensitive information is the boolean set. In particular, we: – provide a comprehensive theoretical probabilistic framework for measuring the disclosure risk in the on-line sum/count/mean/max/min auditing on boolean data, by strengthening the results in Cavallo and Canfora (2012) and providing new results; – to provide a tool for disclosure risk management and control; in particular we develop a BN for sum/count/mean/ max/min auditing that optimizes the model proposed in Canfora and Cavallo (2010). Our future work will be directed to: – model dependent sensitive variables with di↵erent probability distributions; – implement a Bayesian estimator for embedding some kind of prior beliefs in the framework; – provide a theoretical probabilistic framework for measuring the disclosure risk on a discrete domain, in addition to the boolean one, and audit, on this domain, sum/count/mean/max/min queries by means of a BN.
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