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Resource-constrained assignment problems typically assume capacities are known. We focus on the situation when capacities are uncertain. In addition to the well-known generalized assignment problem (GAP) and the assignment problem with side-constraints (APSC), we discuss two other resource-constrained generalizations of the assignment problem: the collectively capacitated GAP (CCGAP) and the generalized matching problem (GMP). We explore two alternative methodologies to address capacity uncertainty in these generalizations: a deterministic formulation-based methodology and a stochastic programming methodology. We compare and analyze the performance of these methodologies on a large number of test problems, using an experimental setup that focuses on a specific generalization of the assignment problem. The computational results indicate that our stochastic programming-based approximate solution strategy dominates deterministic formulation-based approaches, and takes less computational effort. We also present an application in air traffic management that can benefit from these methodologies, and demonstrate how to address this application using an example problem. Results indicate high expected efficiency for flight schedules that are generated using stochastic programming-based approaches.
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Chapter 1 INTRODUCTION



1.1



Motivation



The classical assignment problem (AP), the problem of finding the minimum-cost assignment of a set of tasks to a set of agents, is one of the first fundamental problems in the combinatorial optimization literature. Despite its historical roots, the problem has not lost its importance to date, due to its many applications such as facility location, personnel scheduling, and task assignment. The classical assignment problem is also significant because of the insights it provides to more complex optimization problems. Generalizations of the classical assignment problem concerning resource constraints have also been studied extensively in the literature, due to the variety of real-life problems in which the assignment decisions are constrained by the capacities of one or more resources. There are two well-known resource-constrained generalizations of the AP: the generalized assignment problem (GAP) and the assignment problem with side constraints (APSC). Other resource-constrained versions of the AP can also be defined. The class of resource-constrained assignment problems have found a breadth of application areas while maintaining a standard assumption of deterministic conditions. That is, the studies assume that the problem parameters are perfectly known. However, for many application-oriented problem definitions, the validity of this assumption may be questionable, since in many real-life applications, one or more of the problem parameters are usually not known for certain. Hence, there is a need for implementing techniques to correctly understand and plan for the effects of uncertainty in resource-constrained assignment problems. In this doctoral dissertation, we focus on resource-constrained assignment problems with
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capacity uncertainty. We identify two generic methodologies to address these problems, and present an application in air traffic management that can benefit from these methodologies. We also evaluate and compare the performance of the proposed methodologies on a large set of test problems. 1.2



Research Objectives



The three primary research objectives addressed in this doctoral dissertation are • to identify two alternative methodologies - a deterministic formulation based methodology and a stochastic programming based methodology - to find solutions to common resource-constrained generalizations of the assignment problem under capacity uncertainty, • to analyze and compare the performance of these methodologies on a large set of test problems, and • to demonstrate how these methodologies can be applied to a simplified version of the schedule recovery problem in air traffic management under weather uncertainty.



The rest of this dissertation is organized as follows. In Chapter 2, resource-constrained assignment problems are introduced and classified, and the current literature on these problems are reviewed. The proposed solution methodologies to address these problems under capacity uncertainty are discussed in detail in Chapter 3. In Chapter 4, we discuss the experimental setup for our numerical tests, and present the results obtained from these tests. In Chapter 5, an air traffic management application of resource-constrained assignment problems is introduced with a brief literature review, along with a discussion on how the proposed methodologies can be implemented when used for this application. Concluding remarks are made in Chapter 6. A list of acronyms used in this dissertation can be found in Appendix A.
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Chapter 2 BACKGROUND AND LITERATURE SURVEY



Pairing problems constitute one of the largest families in combinatorial optimization. For over 50 years, a vast variety of these problems have been studied due to the wide range of their applications. One of the earliest pairing problems is the classical assignment problem, in which a set of tasks are assigned to agents such that the total cost of assignments are minimized. This problem can be solved in polynomial time using the Hungarian algorithm [32]. In most of the practical applications, however, each agent requires a quantity of some limited resource to accomplish a given task. The generalizations of the assignment problem that take into account these resources constitute a class of problems called resourceconstrained assignment problems.



2.1



Resource-Constrained Assignment Problems



Over the last 30 years, the literature has increased focus on resource-constrained assignment problems due to the breadth of real-life assignment problems that are subject to capacities at one or more resources. There are two well-known resource-constrained generalizations of the assignment problem: the generalized assignment problem (GAP) and the assignment problem with side constraints (APSC). Next we review these two problems and discuss other possible generalizations that address resource constraints.



2.1.1



Generalized Assignment Problem (GAP)



The GAP was first formally defined by Ross and Soland [45], motivated by such applicationdriven studies as assigning jobs to computers [7] that utilize formulations similar to the GAP without a formal definition. Among many other applications of the GAP, some can be listed as locating plants
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[46], routing vehicles [20] and distributing activities to different institutions when making a project plan [55]. Contrary to the classical assignment problem, Fisher et al. [19] shows that the generalized assignment problem is an NP-hard combinatorial optimization problem. Moreover, the decision problem to determine if a given instance of GAP is feasible is NP-complete [36]. Like the classical assignment problem, the GAP considers the assignment of a given set of tasks, I, to a set of agents, J , however now there exists a single resource that is individually capacitated for each agent. A binary programming formulation of the GAP can be given as follows: (GAP) Minimize



XX



(2.1)



cij Xij



i∈I j∈J



subject to



X



dij Xij ≤ bj ,



j ∈ J,



(2.2)



i∈I



X



Xij = 1,



i ∈ I,



(2.3)



j∈J



Xij = 0 or 1,



i ∈ I,



j ∈ J,



(2.4)



where cij is the cost of assigning task i to agent j, dij is the capacity usage when task i is assigned to agent j, and bj is the capacity of the single resource available to agent j. The binary variable Xij takes the value 1 when task i is assigned to agent j and 0 otherwise. Equation (2.2) constrains the task-agent assignments such that the resource capacities are not exceeded. Equation (2.3) assures that each task is assigned to a single agent. A considerable amount of research has been done to identify algorithms to solve GAP instances of reasonable size to optimality. The majority of these algorithms are based on linear relaxation, Lagrangian relaxation, constraint deletion and decomposition. In their linear relaxation based study, Benders and van Nunen [8] discuss the implications of relaxing the integrality constraints of the GAP (Equation 2.4). The solution to the resulting linear relaxation contains, in general, some tasks i for which X ij 6= 0 (and Xij 6= 1) for some j, or tasks that are split between several agents. They discuss a heuristic based on this linear relaxation to find a binary solution.
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The number of studies in the literature that utilize the linear relaxation of the GAP, when compared to that of other methodologies, is limited. In their extensive survey, Cattryse and Van Wassenhove [15] suggest that this fact is due to the degeneracy of the linear programming formulation of the GAP, which results in computation times that grow quickly with increasing problem dimensions. On the other hand, there are many studies that utilize constraint deletion or Lagrangian relaxation methodologies for solving the GAP. The work by Ross and Soland [45], for example, focuses on implementing a branch-and-bound strategy that relies on bounds that are obtained by deleting the capacity constraints (Equation (2.2)). They show that the resulting subproblems can be solved by assigning each task to its least costly agent. They strengthen the lower bounds obtained from the optimal solutions to these subproblems by adding penalties that rely on the capacity restrictions. The studies that rely on Lagrangian relaxation methods follow either the two natural relaxations of the GAP (by dualizing constraints (2.2) or (2.3)) or some decompositionbased relaxations that include introduction of new variables and constraints to the problem and subsequent relaxation of these new constraints. Fisher, Jaikumar and Van Wassenhove [19] dualize constraints (2.2) in their Lagrangian relaxation methodology. They observe the trivial solution of the resulting relaxed problem and propose a procedure to update the dual variables in order to find a solution to the original problem. Computational results are given for 160 problems with up to 20 jobs and 5 agents. Guignard and Rosenwein [24] relax constraints (2.3), and therefore allow multiple task assignments in the resulting subproblems. They build upon the bounds provided by Fisher, Jaikumar and Van Vassenhowe [19], and incorporate these new bounds in their combination of depth- and breadth-first branching scheme. Two types of decomposition-based Lagrangian relaxations of the GAP are addressed in the literature. The first type, studied by J¨ornsten and N¨asberg [30], relies on duplicating the assignment variables and decomposing the objective function into two parts. J¨ornsten and N¨asberg discuss the trivial solutions to the two resulting subproblems. The solution to the original problem is then obtained by a subgradient algorithm that uses the solutions to
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these subproblems. The second decomposition-based Lagrangian relaxation is due to Haddadi [26]. In this study, the original formulation of the GAP is extended through a substitution of variables. The constraints that dictate this substitution of variables is then dualized. A subgradient algorithm is used to solve the original problem based on the resulting two subproblems. Computational results are provided for up to 10 tasks and 60 agents. Despite the wide variety of approaches that address the GAP in the literature, there exists a serious lack of test problems upon which different approaches can be compared [15]. The survey by Cattryse and Van Wassenhove [15] suggests that, although the computational results from the aforementioned studies (excluding the study by Haddadi [26], which is dated later than this survey) are not completely comparable, Guignard and Rosenwein’s [24] study produces tighter bounds and runs in shorter computational time. While a single resource type is sufficient to model some problems, effective modelling of many real life problems often requires multiple resource constraints. Gavish and Pirkul [21] defines the multiconstraint, or multi-resource, generalized assignment problem (MRGAP), which has been used to model many multi-resource applications, such as database location in distributed computer systems (Pirkul [42]) and truck routing (Murphy [40]). In the MRGAP, the agents consume multiple resources from a set R when accomplishing their assigned task. This extension replaces the constraint set (2.2) in the GAP formulation by X



aijr Xij ≤ b0jr ,



j ∈ J,



r ∈ R,



(2.5)



i∈I



where aijr represents the capacity usage of resource r when task i is assigned to agent j and b0jr is the available capacity of resource r to agent j. In a later-dated study, Gavish and Pirkul [22] discuss a variety of effective solution procedures for the MRGAP, including the Lagrangian relaxation of the constraints (2.5) and a branch-and-bound algorithm that uses the relaxation of the constraints (2.3).
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2.1.2



Assignment Problem with Side Constraints (APSC)



The MRGAP introduces an important extension to the GAP by allowing the modeling of multiple resource consumption. However, the need for an additional variation of this model arises if the multiple resources in the real system are capacitated not individually for each agent, but collectively for all agents in J . The second resource-constrained generalization of the assignment problem, the assignment problem with side-constraints (APSC), addresses this need using the following binary programming formulation: (APSC) Minimize subject to



(2.1) XX



aijr Xij ≤ kr ,



r ∈ R,



(2.6)



i∈I j∈J



X



Xij = 1,



j ∈ J,



(2.7)



i∈I



(2.3) and (2.4), where kr is the total available capacity of resource r to the agents in J . In addition to the structure in which the resources are capacitated, the second major difference between the formal definitions of the GAP, MRGAP and APSC is the fact that APSC requires a one-to-one matching of tasks to agents (hence |I| = |J |) whereas GAP and MRGAP do not. For solving the APSC to optimality, Mazzola and Neebe [37] propose a branch-andbound algorithm that utilizes subgradient optimization as a bounding strategy. They also present an effective subgradient-based heuristic.



2.1.3



Other Generalizations



The spectrum of different generalizations of the AP between the GAP and the APSC can be completed by defining two additional problems. The first of these problems allows for one-to-many matching between tasks and agents and incorporates collectively capacitated resources. We name this problem the collectively capacitated generalized assignment prob-
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lem (CCGAP). The binary programming formulation of the CCGAP can be given as follows: (CCGAP) Minimize subject to



(2.1) (2.3), (2.4) and (2.6).



The CCGAP can apply to real-life applications of the GAP when the resources are collective. For instance, in resource scheduling, budget and equipment may be collectively constrained for all agents. Another application of this variation is the schedule recovery problem in air traffic management (see Berge, Hopperstad and Haraldsdottir [10]). A detailed discussion of this application, and how it can benefit from the methodologies proposed in this dissertation, will be given in Chapter 5. The second additional generalization would allow for individually capacitated resources (as in the GAP), but address one-to-one matching of tasks to agents (as in the APSC). This generalized matching problem (GMP) can be formulated using the following binary program: (GMP) Minimize subject to



(2.1) (2.2), (2.3), (2.4) and (2.7).



With these additional generalizations, the possible types of resource-constrained assignment problems are summarized in Table 2.1.



2.2



Uncertainty in Resource-Constrained Assignment Problems



The interest in resource-constrained assignment problems in the literature is, as stated earlier, mainly due to the many applications they can address. It is also due to the computational importance of these problems. Implementing efficient solution procedures for reasonably-sized problems proves to be a challenging task. In practice, resource-constrained assignment problems are even more difficult, since most of their applications have a stochastic nature. We can list different sources of uncertainty that may affect resource-constrained assign-
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Table 2.1: Classification of Resource-Constrained Assignment Problems Task-Agent Matching Resources



One-to-One



One-to-Many



Individually Capacitated



Generalized Matching Problem (GMP)



Generalized Assignment Problem (GAP) Multi-Resource GAP (MRGAP)



Collectively Capacitated



Assignment Problem with Side Constraints (APSC)



Collectively Capacitated GAP (CCGAP)



ment problems. One is when the actual amount of resources needed by different agents to process the tasks (dij , aijr ) is not known in advance. Similarly, the assignment costs (cij ) might not be perfectly known. Another source of uncertainty is when the presence or absence of individual tasks or agents (sets I and J ) is not known for certain. The last possible source is the uncertainty in resource capacities (bj , b0jr , kr ). Most of the literature that studies resource-constrained assignment assumes deterministic conditions. That is, the studies assume that the problem parameters (such as assignment costs, resource usage vectors, and resource capacities) are perfectly known. These deterministic studies can be used to formulate problems where the conditions are known with high accuracy. However, for effective modelling of applications where conditions are not known perfectly, uncertainty should not be overlooked, as the solutions obtained using the aforementioned formulations can be highly sensitive to the problem parameters. A somewhat straightforward (and common) approach to address parameter uncertainty is to ‘plug in’ the average values of the stochastic parameters, and solve the resulting deterministic formulation of the problem. Due to its simplicity, this approach may be suitable for certain cases. However, this approximation scheme may result in solutions that
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do not perform well under uncertainty. Another approach to address uncertainty in resource-constrained assignment is to implement stochastic-programming based approaches (see Birge and Louveaux [14] for an introductory text). The stochastic programming-based approaches fully incorporate, in the formulation itself, the relative performance of any solution under all possible realizations of uncertain parameters. Therefore, given a good understanding of the uncertainty structure, the stochastic programming solution to a resource-constrained assignment problem would be optimal in the expected sense. Two studies in the literature (Albareda-Sambola, van der Vlerk and Ar´eizaga [2], Spoerl and Wood [47]) consider uncertainty in resource-constrained assignment problems. Both of these studies use stochastic programming to address parameter uncertainty in the GAP. Albareda-Sambola, van der Vlerk and Ar´eizaga [2] consider the GAP where only a random subset of the given set of tasks are required to be actually processed. They assume that the assignment of each task to an agent is decided a priori, and once the actual set of tasks (I) are known, reassignments can be performed if there are overloaded agents. They construct a convex approximation of the objective function, the minimal expected cost of assignments, and present an algorithm to solve the resulting problem. Spoerl and Wood [47] also consider the GAP, but address uncertainty in the amount of resources (d ij ) that are used by the task-agent assignments. They consider normally distributed resource usage parameters, and study a stochastic programming formulation in which excess capacity usage is penalized under actual conditions. In this dissertation, we consider resource-constrained assignment problems under capacity uncertainty. Hence, the resource capacities are no longer deterministic values, but random variables. We denote these random variables by ˜b for GAP and APSC, ˜b0 for MRGAP, and k˜ for APSC and CCGAP. In this stochastic setting, we have to make a set of assignment decisions (X) without full information on the resource capacities. Later, when full information about capacities becomes available, corrective actions (Y ) can be taken to achieve feasibility under the actual set of resource capacities (b, b0 or k). The deterministic formulations introduced in the previous section no longer remain valid,
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as the right hand sides of Equations (2.2), (2.5) and (2.6) are stochastic. We can, however, introduce generic two-stage stochastic programming formulations of GAP, MRGAP, APSC, CCGAP and GMP. The stochastic programming formulation of CCGAP (SCCGAP), for example, can be defined as: (SCCGAP) Minimize



XX



cij Xij + EQ(X)



(2.8)



i∈I j∈J



subject to



(2.3) and (2.4),



where the expected second-stage value function EQ(X) is given by ˜ EQ(X) = Ek˜ [Q(X, k)].



(2.9)



For a given realization k of the capacities, Q(X, k) = minY {qY | Y ∈ Υ(X, k)}



(2.10)



is defined as the second-stage value function, thus incorporating the randomness of resource capacities in equation (2.6) to the objective function of the stochastic program. The vector Y denotes the set of second-stage variables, while q denotes their cost coefficients in the second-stage value function. The set Υ governs the relationship between the first-stage and second-stage decisions under the given set of resource capacities. While the first-stage decisions are the assignment of tasks to agents, the definition of the second-stage decisions depend on the formulation of Equation (2.10) and, specifically, Υ(X, k). Consider, for example, the following second-stage value function: Q(X, k) = minY {



X



r∈R



βr Yr |



XX



aijr Xij ≤ kr + Yr , Yr ≥ 0, r ∈ R},



(2.11)



i∈I j∈J



where the second-stage variable Yr represents the amount of resource r used in excess of the given realization of its capacity, kr , which is penalized by βr in the second-stage. In this
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example, Q(X, k) corresponds to the minimal cost of excess resource usage under the given assignment set X and the given realization k of the resource capacities. EQ(X) corresponds to the expected minimal cost of excess resource usage under the given assignment set X, ˜ through all possible realizations of k. Alternative formulations for Q(X, k), including Equation (2.11), will be discussed in detail in Chapter 3. The stochastic programming formulations for GAP, MRGAP, APSC and GMP can be defined in the same manner. We will, however, focus on CCGAP through the rest of this dissertation, and provide additional discussions for other resource-constrained assignment problems where applicable and necessary. In the next chapter, we explore two generic methodologies – a deterministic formulationbased methodology and a stochastic programming-based methodology – to solve the resource constrained assignment problems with uncertain capacities.
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Chapter 3 TWO METHODOLOGIES FOR ADDRESSING CAPACITY UNCERTAINTY IN RESOURCE-CONSTRAINED ASSIGNMENT PROBLEMS



In this chapter, we present two generic methodologies to address capacity uncertainty in resource-constrained assignment problems. One methodology identifies ways to utilize deterministic formulations of these problems in order to find solutions that would expectantly perform well under uncertainty. The second methodology develops ways to implement stochastic formulations of the problems, which consider the underlying uncertainty in the solution process. We assume that the set of resource capacities is a multi-dimensional random variable, ˜ that follows an unknown probability distribution. A group of independent samples, k, {kf = {k1f , k2f , . . . , kRf }, f ∈ F = {1, . . . , F }}, can be taken from this distribution. The methodologies presented next make use of the information obtained from these samples when finding a solution to the resource-constrained assignment problems with unknown (but now forecasted) resource capacities. For reference purposes, a taxonomy chart for the approaches presented in this chapter can be found in Appendix B.



3.1



Methodology 1: Using Deterministic Solutions



Suppose that an efficient solution strategy exists to solve a given type of resource-constrained assignment problem under deterministic conditions. In the first methodology, we focus on utilizing this deterministic ‘solver’ to address capacity uncertainty. Hence, we seek to build a framework around the efficient deterministic solver to produce solutions with high expected performance. We propose two such approaches: the capacity approximation approach and the solution construction approach.
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In the first of these approaches, we explore approximation schemes to generate a single set of capacities that can be incorporated in the deterministic solver. For example, using average values of sampled capacities in a deterministic solver falls in this category. The second approach considers deterministic solutions under each sampled set of capacities, and seeks to construct a final solution using this information. 3.1.1



Capacity Approximation



In the capacity approximation approach, we suggest the generation of a single, approximated set of resource capacities to be used in the deterministic solver, as depicted in Figure 3.1. We take F samples (kf , f = 1, . . . , F ) from the resource capacity distribution, and we utilize a capacity approximation function, g, such that k 0 = g(k1 , k2 , . . . , kF ),



(3.1)



where the multidimensional vector k 0 is the approximated capacity set. These capacity values are then incorporated in the deterministic solver. The deterministic solution, X ∗ , to the resulting problem give the final task-agent assignments. Samples Sample 1 k1 Resource Capacity Distribution



Sample 2 k2



Capacity Approximation g(k1,k2,...,kF)



Approximated Capacities k'



Deterministic Solver



Final Task-agent assignments (X*)



... Sample F kF



Figure 3.1: Methodology 1: Capacity Approximation Approach



In Table 3.1, we present seven alternatives for the capacity approximation function g, including single sample, average, median, most likely and three versions of trimmed mean. All seven alternatives for the capacity approximation function rely on generating a set of resource capacities to be used in the deterministic solver. While this process does not
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Table 3.1: Alternative Capacity Approximation Functions Alternative Single Sample



Capacity Approximation Function g(k1 , . . . , kf , . . . , kF ) g1 kr1



Average Capacities



g2



P



Median Capacities†



g3



kr[b F c]



Most Likely Capacities‡



g4



mid(arg maxVl ⊂V {



g5n



P



g5a



P



g5p



P



Risk-Neutral Trimmed Mean] Risk-Averse Trimmed Risk-Prone Trimmed



Mean]



Mean]



f ∈F



krf



F



2



d



P



f ∈F Ikrf ∈Vl })



(1−ρ) (1−ρ) 2 F e+1≤f ≤F −d 2 F e



kr[f ]



bρF c



f ≤bρF c



kr[f ]



bρF c f ≥d(1−ρ)F e



kr[f ]



bρF c



‡



Order sampled capacities such that kr[1] ≤ kr[2] ≤ . . . ≤ kr[F ] , r ∈ R. S Partition the possible capacity values into a set of intervals, l Vl = V, where mid(Vl ) is the midpoint of interval Vl and Ikrf ∈Vl is an indicator function that takes the value of 1 if krf ∈ Vl and 0 otherwise.



]



Select a proportion,



†



1 F



≤ ρ ≤ 1, of the samples for each resource.



assume knowledge of the probability distribution governing the capacities, the process of approximating the capacities is important and will impact the optimal solution. The simple capacity approximation function g1 is the case when one determines a single sample, F = 1, to represent the possible realizations. Although simple to implement, the performance of the capacity approximation function g1 is highly sensitive to the accuracy of the sample k1 in representing the unknown set of actual capacities. Hence, it might be preferable to use g1 only if there is sufficient evidence to believe that this single sample is accurate. The common approach of ‘plugging-in’ average values as mentioned previously falls within the capacity approximation framework. In this context, it corresponds to the approximation function g2 , which calculates the average of the sampled set of capacities, or equivalently, the sample mean. It is the most common descriptive statistic of central tendency, and the most efficient unbiased estimator for the population mean of symmet-
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ric distributions (Montgomery and Runger [39]). Therefore, this second alternative should perform relatively well when the unknown distribution is symmetric, although the overall structure of the underlying stochasticity is still condensed to a single set of resource capacities.



While using the sample mean might perform well for symmetric distributions, if the resource capacity distribution is skewed, the mode or the median of the samples are more effective in measuring the central tendency (Stark and Woods [48]). The capacity approximation function g3 calculates the median of the sampled set of capacity, and might be beneficial to use if it is believed that the resource capacities follow a skewed distribution.



The mode of a set of samples is defined as the value with the most number of observations. However, if the range of the possible capacity values is large, using the mode directly as a capacity approximation might not be beneficial, since all the samples can in fact result in different capacity values for a resource r, and there may be many values that are tied for determining the mode. We overcome this issue in function g4 by partitioning the range of capacity values into intervals and using the midpoint of the interval with the most number of observations. As with g3 , this fourth approximation function should perform well when the unknown capacity distribution is skewed.



In the last three capacity approximation alternatives, we select a proportion, ρ, of the samples for each resource, thus excluding outliers. The approximated resource capacities are then set to the average of the selected subset of samples. Note that, when ρ = 1, this alternative is equivalent to using the average capacities across all samples. The functions g5n , g5a and g5p vary in which bρF c samples are selected for each resource. For example, the risk-neutral function g5n consists of the proportion of the samples that are distributed equally around the median. The risk-averse function g5a takes the bρF c lowest samples, and the risk-prone function g5p takes the bρF c highest samples. These last three capacity approximation functions eliminate outliers; and hence should perform well under a complex uncertainty structure.
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3.1.2



Solution Construction



Unlike the capacity approximation approach, the solution construction approach addresses the solution performance across possible realizations of capacities. It evokes multiple calls (F ) to the deterministic solver for each sample, using the capacities associated with that particular sample (kf , f = 1, . . . , F ). At the end, the approach uses the solutions from those instances and seeks to construct a new solution that would expectantly perform well under different realizations. This approach is depicted in Figure 3.2.



Samples



Resource Capacity Distribution



Sample 1 k1



Deterministic Solver (1)



Task-agent assignments (X1*)



Sample 2 k2



Deterministic Solver (2)



Task-agent assignments (X2*)



Deterministic Solver (F)



Task-agent assignments (XF*)



Solution Construction



Final Task-agent assignments (X*)



... Sample F kF



Figure 3.2: Methodology 1: Solution Construction Approach



Let Xf ∗ = {Xijf ∗ | i ∈ I, j ∈ J } denote the optimal set of assignments obtained from the deterministic solver under the set of capacities (kf ) associated with sample f, f = 1, . . . , F . The final constructed solution is denoted by X∗ = {Xij∗ | i ∈ I, j ∈ J }. We present three alternative solution construction methodologies that use these intermediate solutions: the most likely agent methodology, least costly agent methodology, and comparative performance evaluation. The first alternative methodology considers the repetitiveness of a task-agent assignment across the optimal solutions of multiple samples. The motivation behind counting how many times a certain assignment was optimal under different samples is as follows: if an assignment is ‘robust’ enough to be optimal for the most number of samples, then it should be expected to perform well under other possible realizations. We count the number of times an agent was assigned to each task for the F optimal
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solutions, Nij =



X



Xijf ∗ ,



i ∈ I,



j ∈ J,



(3.2)



f ∈F



and we determine the most likely agent for each task according to ji∗ ∈ arg max{Nij }, j∈J



i ∈ I.



(3.3)



Ties can be broken according to lower costs, {cij | i ∈ I, j ∈ J }. Then, the most likely agent methodology constructs a final solution according to   1 if j = j ∗ , i i ∈ I, j ∈ J . Xij∗ =  0 otherwise,



(3.4)



Construction of Xij∗ as above assures that Equations (2.3) and (2.4) are satisfied, but assumes one-to-many matching of tasks to agents, and is therefore suitable for GAP, MRGAP and CCGAP. If the matching is one-to-one, such as in GMP and APSC, then we solve the following maximum-value assignment problem to construct the best possible most-likely matching, Xij∗ : Maximize



XX



(3.5)



Nij Xij



i∈I j∈J



subject to



(2.3), (2.4) and (2.7).



The second alternative solution construction methodology considers the costs of the optimal assignments for each sample. In this case, we determine the least costly agent for each task using ji∗ ∈ arg min{cij |Nij ≥ 1}, j∈J



i ∈ I,



(3.6)



and construct the final solution such that each task is assigned to its least costly agent, using Equation (3.4). If matching is one-to-one, we solve the following restricted assignment
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problem to determine Xij∗ : XX



Minimize



c0ij Xij



(3.7)



i∈I j∈J



subject to where



  cij 0 cij =  M +c



(2.3), (2.4) and (2.7)



if Nij ≥ 1,



i ∈ I, j ∈ J ,



(3.8)



otherwise,



ij



where M is a relatively large number, such as maxi∈I,j∈J {cij }. The key to the third and final solution construction alternative, comparative performance evaluation, is testing the performance of a sample’s optimal solution under each of the other samples. Let C(Xf ∗ , kf 0 ) be the comparative cost of the optimal solution corresponding to sample f , X f ∗ , under the sampled capacity set kf 0 . This cost may include a penalty for using more resources than are actually available, or for cancelling some tasks or making reassignments to reflect actual capacities. For this third solution construction alternative, we calculate the expected comparative cost of each sample’s optimal solution as f∗



ECF [X ] =



P



f 0 ∈F



C(Xf ∗ , kf 0 ) F



,



f ∈ F,



(3.9)



and we choose the solution with the lowest expected comparative cost as the final set of task-agent assignments: ˆ X∗ = {Xijf ∗ | i ∈ I, j ∈ J , fˆ ∈ arg min{ECF [Xf ∗ ]}}. f ∈F



(3.10)



This concludes our discussion of the alternative approaches for Methodology 1. We summarize these alternatives for the capacity approximation and the solution construction approaches in Table 3.2. In the next section, we present the second methodology, which identifies alternative
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Table 3.2: List of Alternative Approaches for Methodology 1 Approach



Capacity Approximation



Solution Construction



Alternative Single Sample Average Capacities Median Capacities Most Likely Capacities Risk-Neutral Trimmed Mean of Capacities Risk-Averse Trimmed Mean of Capacities Risk-Prone Trimmed Mean of Capacities Most Likely Agent Least Costly Agent Comparative Performance Evaluation



stochastic programming formulations for resource-constrained assignment problems with capacity uncertainty.
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3.2



Methodology 2: Stochastic Programming



The second methodology focuses on using stochastic programming techniques to find a solution to the resource-constrained assignment problems with unknown resource capacities. We address the possible outcomes in the formulation itself, instead of pre-processing them outside the formulation and using them as approximations of the actual resource capacities as in Methodology 1. Figure 3.3 illustrates this methodology.



Samples Sample 1 k1 Resource Capacity Distribution



Sample 2 k2 ...



Stochastic Programming with Recourse



Final Task-agent assignments (X*)



Sample F kF



Figure 3.3: Methodology 2: Stochastic Programming



Next we present three alternative stochastic programming formulations for the stochastic CCGAP, and discuss extensions to other resource-constrained assignment problems where applicable. All of the three formulations are based on the generic SCCGAP formulation presented in Chapter 2 (Equations (2.8)-(2.10)), and differ mainly in the definition of the second-stage value function, Equation (2.8). We also present exact and approximate solution techniques for these formulations. 3.2.1



Alternative 1: Simple Recourse on Amounts of Infeasibility



The first alternative stochastic programming formulation allows infeasibilities in the capacity constraints for a subset of possible outcomes. That is, it allows, with some penalties, tasks to be assigned to agents even if, for some samples, these assignments result in resource usage in excess of their capacities.
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In this formulation, the second-stage value function for a given realization k f of the resource capacities can be defined as Q1 (X, kf ) = minU {



X



βr Urf |



r∈R



XX



aijr Xij ≤ krf + Urf , Urf ≥ 0, r ∈ R},



(3.11)



i∈I j∈J



where Urf is the continuous second-stage variable that represents the amount of resource r used in excess of its capacity, and βr is the positive cost of a unit of excess capacity usage of resource r, given in the same units as the assignment costs. Since the set of possible outcomes of resource capacities is approximated by the sampled sets of capacities, the SCCGAP formulation associated with Q1 is equivalent to the following mixed-integer formulation for the Stochastic CCGAP with Simple Recourse on Amounts of Infeasibility (SCCGAP-SRA), (SCCGAP-SRA) Minimize



XX



cij Xij +



subject to



(3.12)



r∈R f ∈F



i∈I j∈J



XX



1 XX βr Urf F



aijr Xij ≤ krf + Urf ,



r ∈ R,



f ∈ F, (3.13)



i∈I j∈J



Urf ≥ 0,



r ∈ R,



f ∈ F,



(3.14)



(2.3) and (2.4). The infeasibility penalties are equally weighted for each sample, since the samples are assumed to be equally likely expectations of the actual capacities. In general, probabilities can be assigned to each sample and incorporated in the objective function. Stochastic programming formulations that allow excess capacity usage for the other resource-constrained assignment problems can be defined in similar fashion using a continuous recourse variable. For example, the Stochastic APSC with Simple Resource on Amounts of Infeasibility (SAPSC-SRA) can be given as (SAPSC-SRA) Minimize subject to



(3.12) (2.3), (2.4), (2.7), (3.13) and (3.14).
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Due to the structural similarity between the stochastic programming formulations of the five resource-constrained assignment problems, we present detailed solution techniques only for SCCGAP. However, as in earlier sections, we discuss extensions to the other formulations. We present two techniques for solving SCCGAP-SRA: a branch-and-bound technique that finds exact optimal solutions and a more efficient, approximate technique that finds near-optimal solutions. Both of these techniques are based on the Lagrangian relaxation of the capacity constraints declared by Equation (3.13), which can be seen as an extension of the Lagrangian relaxation used by Fisher, Jaikumar and Van Wassenhove [19] for the deterministic GAP.



Lower and Upper Bounds Note that the following constraint can be added to the SCCGAP-SRA in order to produce tighter bounds, without changing the solution space, Urf ≤ max{0,



X i∈I



max{aijr } − krf }, j∈J



r ∈ R,



f ∈ F.



(3.15)



Constraint (3.15) introduces an upper bound on the excess capacity usage for each resource and each sample, looking at the case when all tasks are assigned to the agents that use the maximum amount of that resource. In order to obtain a lower bound on the optimal objective function of SCCGAP-SRA, z *SRA , we first dualize the constraint set (3.13) and obtain the following Lagrangian relaxation: (SCCGAP-SRA-LR) z SRA-LR (λ) =



minU,X



1 XX βr Urf F r∈R f ∈F i∈I j∈J XX XX + λrf ( aijr Xij − krf − Urf ) (3.16) XX



cij Xij +



r∈R f ∈F



i∈I j∈J



subject to (2.3), (2.4), (3.14) and (3.15),



where λ = {λrf , r ∈ R, f ∈ F} is a set of dual variables associated with the capacity
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constraints. For a given λ, the Lagrangian relaxation decomposes into two subproblems. The first of these subproblems can be given as: (SCCGAP-SRA-LR1) Minimize



XX



{cij +



i∈I j∈J



subject to



XX



λrf aijr }Xij



(3.17)



r∈R f ∈F



(2.3) and (2.4),



with the following trivial optimal solution:  P  1 for one j ∈ arg min 0 {c 0 + P j ∈J ij r∈R f ∈F λrf aij 0 r }, SRA-LR (3.18) Xij (λ) =  0 otherwise,



for i ∈ I, j ∈ J .



The second subproblem is (SCCGAP-SRA-LR2) Minimize



XX 1 ( βr − λrf )Urf − λrf krf F



(3.19)



r∈R f ∈F



subject to



(3.14) and (3.15),



which also is a trivial problem with the following optimal solution:   max{0, P maxj∈J {aijr } − k } if 1 βr − λ < 0, rf rf i∈I F SRA-LR Urf (λ) =  0 otherwise,



(3.20)



for r ∈ R, f ∈ F. P P The term r∈R f ∈F λrf krf in Equation (3.19) is constant for given λ values, and



is a byproduct of the Lagrangian relaxation. It does not change the optimal solution



of SCCGAP-SRA-LR but affects its objective function value, which is used to determine the bounds on the primal problem. Hence, we arbitrarily accommodate this term in the SCCGAP-SRA-LR2 formulation. We know that z SRA-LR (λ), which corresponds to X SRA-LR (λ) and U SRA-LR (λ), provides a lower bound on z ∗SRA for any λ ≥ 0 (Geoffrion [23]), and that the best such bound is
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obtained by solving the Lagrangian dual, z ∗SRA-LR = max z SRA-LR (λ).



(SCCGAP-SRA-LD)



λ≥0



(3.21)



In our solution technique, we use the method of subgradient optimization (Held and Karp [28] and others) to find an approximation for z ∗SRA-LR . Our subgradient optimization algorithm for the SCCGAP-SRA is outlined in Figure 3.4, and is defined as follows: Step 0.



(0) Set λrf = 0, r ∈ R, f ∈ F, n = 0, µ = 1, z SRA = 0, z SRA = ∞.



Step 1.



(Lower bounds) Step 1a.



Given λ(n) , solve SCCGAP-SRA-LR and obtain X SRA-LR (λ(n) ) and U SRA-LR (λ(n) ) using Equations (3.18) and (3.20).



Step 1b.



Evaluate z SRA-LR (λ(n) ) using X SRA-LR (λ(n) ) and U SRA-LR (λ(n) ).



Step 1c.



If z SRA-LR (λ(n) ) > z SRA , update the lower bound using z SRA = z SRA-LR (λ(n) ), X SRA = X SRA-LR (λ(n) ) and U SRA = U SRA-LR (λ(n) ),



Step 2.



(Upper bounds) Step 2a.



Construct a primal feasible solution based on the lower bound: 0



X SRA-LR (λ(n) ) = X SRA-LR (λ(n) ), and o n P SRA-LR (λ(n) ) − k SRA-LR0 (λ(n) ) = max 0, P a X Urf rf , i∈I j∈J ijr ij r ∈ R, f ∈ F.



Step 2b.



0 0 Evaluate z SRA-LR (λ(n) ) using X SRA-LR (λ(n) ) and 0



U SRA-LR (λ(n) ). Step 2c.



0 If z SRA-LR (λ(n) ) < z SRA , update the upper bound using 0



z SRA = z SRA-LR (λ(n) ), X U Step 3.



SRA



SRA



0



= X SRA-LR (λ(n) ) and



0



= U SRA-LR (λ(n) ),



Calculate subgradients: P P (n) SRA-LR (λ(n) ), γrf = i∈I j∈J aijr XijSRA-LR (λ(n) ) − krf − Urf
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r ∈ R, f ∈ F. Step 4.



Calculate step size:



Step 5.



θ(n) = µ P



Update dual variables: (n+1)



λrf Step 6.



z SRA −z SRA ³ ´ . P (n) 2 r∈R f ∈F γrf



(n+1)



If |λrf



(n)



(n)



= max{0, λrf + θ(n) γrf }, r ∈ R, f ∈ F. (n)



− λrf | < ², r ∈ R, f ∈ F or n = nlimit , stop.



Otherwise, n ← n + 1, go to Step 1a.



In the algorithm, ² ∈ R+ and nlimit ∈ Z+ are user-defined variables that govern the stopping criteria. We set the lower bound on z ∗SRA to z SRA (corresponding to X SRA and U SRA ), and SRA SRA and U ), at the time the subgradient the upper bound to z SRA (corresponding to X



search stops. The above decomposition and subgradient search structure holds for resource-constrained assignment problems other than CCGAP. The only difference occurs when the matching of tasks to agents is one-to-one. In that case, the Lagrangian relaxation on capacity constraints still produces two subproblems. Although the second subproblem will have the same structure, the first subproblem will not have the above trivial solution due to the addition of the constraint set (2.7). The subproblem becomes an assignment problem, which can be solved using the Hungarian algorithm. The procedure outlined above applies to the SCCGAP-SRA with no fixed variables and corresponds to the initial node of our branch-and-bound tree. Next we describe our branchand-bound technique.



Branch-and-Bound Technique for SCCGAP-SRA In our branch-and-bound technique, we use an |I|+1 level search tree that searches through the possible values of the first-stage variables. Each level of this search tree corresponds to a task in I.
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Figure 3.4: Subgradient Optimization Algorithm
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To determine which task is associated with each level of the search tree, we first measure each task’s contribution to excess capacity usage in the level-0 upper bound solution by calculating τi =



XXX



SRA



aijr X ij



SRA



U rf



,



i ∈ I.



(3.22)



r∈R f ∈F j∈J



We sort the set I according to these τ values, that is τ[1] ≥ τ[2] ≥ . . . ≥ τ[|I|] .



(3.23)



Each branch that emanates from a node at level i corresponds to fixing the assignment of task [i] to an agent in J . The motivation behind this ordering scheme is as follows: if the assignment of the task with the highest value of τ (task [1]) is fixed to an agent, the number of feasible solutions among the assignment of other tasks will be minimal, since task [1]’s consumption of highly demanded resources is higher than any other task on the average. An example search tree is depicted in Figure 3.5 We use a depth-first branching strategy, and at each node, we obtain lower and upper bounds using the techniques outlined. At any node in the search tree, except node 0, some variables are fixed and we obtain bounds by setting cij = M, j ∈ J \ {l} if Xil is fixed ˆ SRA and U ˆ SRA , if any primal feasible solution to 1. We update the incumbent solution, X obtained using the upper bounding technique has a lower objective function value than the previous incumbent. If the lower bound at any node is worse than the objective function value of the incumbent, or if the node is at level |I|, we fathom that node. If the node is not fathomed, we branch from this node by generating |J | nodes at the next level. The ˆ SRA and U ˆ SRA , at the end of the search is an optimal solution to the incumbent solution, X SCCGAP-SRA.



Approximate Solution Technique for SCCGAP-SRA As an approximate solution to the SCCGAP-SRA, we use the upper bound solution at the level-0 node of the branch-and-bound search tree. That is, we utilize a subgradient search technique that uses the Lagrangian relaxation of the capacity constraints with no fixed
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Figure 3.5: Branch-and-Bound Tree



variables, and set the approximate solution z SRA-A = z SRA (with corresponding X SRA-A = X



SRA



and U SRA-A = U



SRA



) after a single run of the subgradient search.



In fact, the incumbent solution at any node of the search tree can be used as the approximate solution. An advantage of the branch-and-bound procedure outlined above is that an upper bound solution is calculated at every node, and even if the search is terminated (for example, after a certain time limit), we are still able to obtain a feasible near-optimal – if not optimal – solution.



3.2.2



Alternative 2: Simple Recourse on Number of Infeasibilities



Our second stochastic programming formulation accounts for the number of infeasibilities instead of their magnitudes. Similar to the first alternative formulation, excess capacity usage is allowed with some penalties. However, these penalties are not incurred for each
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unit of capacity violation, but for each resource with excess capacity usage. The recourse on the number of infeasibilities can be modelled using the following secondstage value function, for a given realization kf of the resource capacities: Q2 (X, kf ) = minV {



X



r∈R



ψr Vrf |



XX



aijr Xij ≤ krf + M Vrf , Vrf = 0 or 1, r ∈ R}, (3.24)



i∈I j∈J



where Vrf is a binary variable that is equal to 1 if resource r is used in excess of its capacity and 0 otherwise, M is a sufficiently large number (for example, M = max{0, P i∈I maxj∈J {aijr }−krf }) and ψr is the cost of violating the capacity constraint for resource r, in the same units as the assignment costs.



The formulation for the Stochastic CCGAP with Simple Recourse on the Number of Infeasibilities (SCCGAP-SRN), the mixed-integer program equivalent of the SCCGAP with the second-stage value function (3.24), can then be given as follows: (SCCGAP-SRN) Minimize



XX



cij Xij +



subject to



(3.25)



r∈R f ∈F



i∈I j∈J



XX



1 XX ψr Vrf F



aijr Xij ≤ krf + M Vrf , r ∈ R, f ∈ F, (3.26)



i∈I j∈J



Vrf = 0 or 1,



r ∈ R,



f ∈ F,



(3.27)



(2.3) and (2.4), where Vrf is the binary variable indicating the excess capacity usage for resource r under forecast f . The formulations for the other four resource-constrained assignment problems can be similarly defined. As we did for the SCCGAP-SRA, we present a branch-and-bound technique and an approximate technique to solve the SCCGAP-SRN, both of which are based on the Lagrangian relaxation of the capacity constraints declared by Equation (3.26).
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Lower and Upper Bounds Consider the Lagrangian relaxation of the SCCGAP-SRN that is obtained by dualizing Equation (3.26): (SCCGAP-SRN-LR) z SRN-LR (π) =



minV,X



1 XX ψr Vrf F i∈I j∈J r∈R f ∈F XX XX aijr Xij − krf − M Vrf )(3.28) πrf ( + XX



cij Xij +



r∈R f ∈F



i∈I j∈J



subject to (2.3), (2.4) and (3.27),



where π = {πrf , r ∈ R, f ∈ F} is a set of dual variables associated with the capacity constraints. The resulting formulation is very similar to SCCGAP-SRA-LR, and has a very similar solution structure. It follows that, for a given π, the optimal solution to SCCGAP-SRN-LR is given by:  P  1 for one j ∈ arg min 0 {c 0 + P j ∈J ij r∈R f ∈F πrf aij 0 r }, SRN-LR Xij (π) = i ∈ I, j ∈ J ,  0 otherwise, (3.29)



and



  1 if 1 ψr − M π < 0, rf F SRN-LR Vrf (π) = r ∈ R, f ∈ F.  0 otherwise,



(3.30)



To obtain lower and upper bounds on the optimal objective function value of SCCGAPSRN, z ∗SRN , we again use a subgradient search algorithm, as outlined in Figure 3.4, to approximately solve the Lagrangian dual, (SCCGAP-SRN-LD)



z ∗SRN-LR = max z SRN-LR (π). π≥0



The subgradient optimization algorithm for the SCCGAP-SRN is as follows: Step 0.



(0) Set πrf = 0, r ∈ R, f ∈ F, n = 0, µ = 1, z SRN = 0, z SRN = ∞.



(3.31)
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Step 1.



(Lower bounds) Given π (n) , solve SCCGAP-SRN-LR and obtain



Step 1a.



X SRN-LR (π (n) ) and V SRN-LR (π (n) ) using Equations (3.29) and (3.30). Evaluate z SRN-LR (π (n) ) using X SRN-LR (π (n) ) and



Step 1b.



V SRN-LR (π (n) ). If z SRN-LR (π (n) ) > z SRN , update the lower bound using



Step 1c.



z SRN = z SRN-LR (π (n) ), X SRN = X SRN-LR (π (n) ) and V SRN = V SRN-LR (π (n) ), Step 2.



(Upper bounds) Step 2a.



Construct a primal feasible solution based on the lower bound: 0



X SRN-LR (π (n) ) = X SRN-LR (π (n) ), and  SRN-LR (π (n) ) > k ,  1 if P P 0 rf i∈I j∈J aijr X (n) SRN-LR (π ) = Vrf  0 otherwise, r ∈ R, f ∈ F.



0 0 Evaluate z SRN-LR (π (n) ) using X SRN-LR (π (n) ) and



Step 2b.



0



V SRN-LR (π (n) ). 0 If z SRN-LR (π (n) ) < z SRN , update the upper bound using



Step 2c.



0



z SRN = z SRN-LR (π (n) ), X V Step 3.



SRN



SRN



0



= X SRN-LR (π (n) ) and



0



= V SRN-LR (π (n) ),



Calculate subgradients: P P (n) SRA-LR (π (n) ), γrf = i∈I j∈J aijr XijSRA-LR (π (n) ) − krf − M Vrf r ∈ R, f ∈ F.



Step 4.



Calculate step size:



Step 5.



θ(n) = µ P



Update dual variables: (n+1)



λrf Step 6.



z SRN −z SRN ³ ´ . P (n) 2 r∈R f ∈F γrf



(n+1)



If |λrf



(n)



(n)



= max{0, λrf + θ(n) γrf }, r ∈ R, f ∈ F. (n)



− λrf | < ², r ∈ R, f ∈ F or n = nlimit , stop.



Otherwise, n ← n + 1, go to Step 1a.
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We set, as before, the lower bound on z ∗SRN to z SRN , and the upper bound to z SRN , at the time the subgradient search stops.



Branch-and-Bound Technique for SCCGAP-SRN Our |I| + 1 level search tree for the branch-and-bound technique is as defined for SCCGAPSRA, in which each level corresponds to a task in I, sorted according to their τ values. We obtain lower and upper bounds at each node using the subgradient search technique, and at the nodes of the search tree other than the initial node, we set c ij = M, j ∈ J \ {l} ˆ SRN and Vˆ SRN , at the end of the search is if Xil is fixed to 1. The incumbent solution, X an optimal solution to the SCCGAP-SRN.



Approximate Solution Technique for SCCGAP-SRN As for SCCGAP-SRA, we use the level-0 node upper bound solution, z SRN as an approxSRN SRN imate solution, z SRN-A (with corresponding X SRN-A = X and V SRN-A = V ) for



the SCCGAP-SRN.



3.2.3



Alternative 3: Simple Recourse on Cancellations



The third and final alternative stochastic programming formulation focuses on the assignments rather than the resources. Now, excess resource usage is not allowed, but the taskagent assignments are allowed to be “cancelled” as recourse decisions. Suppose that the cost of not assigning task i to any agent (when the resource capacities are realized) is identified as di . Also let Yij be the binary second-stage variable that takes the value of 1 if the assignment of task i to agent j is cancelled, and 0 otherwise. Then the second-stage value function that models the recourse on cancellations for a given realization kf of the capacities can be given as follows: Q3 (X, kf ) = minY {



XX i∈I j∈J



(di − cij )Yij | −



XX



aijr Yij +



i∈I j∈J



Yij ≤ Xij , Yij = 0 or 1, i ∈ I, j ∈ J }.



XX



aijr Xij ≤ krf ,



i∈I j∈J



(3.32)
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Again, the SCCGAP that uses the above second-stage value function can be reduced to an ordinary mixed-integer program since the set of possible realizations of k˜ is approximated by the sampled sets of capacities. The resulting Stochastic CCGAP with Simple Recourse on Cancellations (SCCGAP-SRC) is formulated as (SCCGAP-SRC) Minimize



XX



cij Xij +



XX



(3.33)



f ∈F



i∈I j∈J



i∈I j∈J



subject to



X 1 XX (di − cij ) Yijf F



aijr (Xij − Yijf ) ≤ krf , r ∈ R, f ∈ F, (3.34)



i∈I j∈J



Yijf ≤ Xij ,



i ∈ I,



Yijf = 0 or 1,



j ∈ J,



i ∈ I,



f ∈F



j ∈ J,



f ∈ F,



(3.35) (3.36)



(2.3) and (2.4), where Yijf is a binary variable that takes the value of 1 if the assignment of task i to agent j is cancelled under sample f . Constraints (3.35) ensure that only existing assignments are cancelled.



Lower and Upper Bounds



As before, we dualize the capacity constraints given by Equation (3.34). The resulting Lagrangian relaxation of SCCGAP-SRC is given by: (SCCGAP-SRC-LR) z SRC-LR (ω) =



minY,X



X X X di − cij Yijf F i∈I j∈J i∈I j∈J f ∈F XX XX + ωrf ( aijr (Xij − Yijf ) − krf )(3.37) XX



cij Xij +



r∈R f ∈F



i∈I j∈J



subject to (2.3), (2.4), (3.35) and (3.36),



where ω = {ωrf , r ∈ R, f ∈ F} is the set of dual variables associated with the capacity constraints.
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For given values of ω, the Lagrangian relaxation becomes (SCCGAP-SRC-LR1) Minimize



XX



(cij +



i∈I j∈J



XX



ωrf aijr )Xij



r∈R f ∈F



X X X di − cij X − ωrf aijr )Yijf + ( F r∈R i∈I j∈J f ∈F XX − ωrf krf (3.38) r∈R f ∈F



subject to



(2.3), (2.4), (3.35) and (3.36).



The optimal solution to SCCGAP-SRC-LR is based on assigning each task to its least costly agent in the reduced problem. Cancellations are then determined according to their respective multipliers in the objective function. It can be given as  P P   1 for one j ∈ arg minj 0 ∈J {cij 0 + r∈R f ∈F ωrf aij 0 r   P P di −c 0 XijSRC-LR (ω) = + f ∈F min{ F ij − r∈R ωrf aij 0 r , 0}},     0 otherwise,



(3.39)



for i ∈ I, j ∈ J , and



  1 if X SRC-LR (ω) = 1 and di − cij ≤ F P ij r∈R ωrf aijr , SRC-LR Yijf (ω) =  0 otherwise,



(3.40)



for i ∈ I, j ∈ J , f ∈ F.



We use these trivial solutions in our subgradient search algorithm outlined in Figure 3.4, which approximately solves the Lagrangian dual given by (SCCGAP-SRC-LD)



z ∗SRC-LR = max z SRC-LR (ω). ω≥0



(3.41)



The subgradient search algorithm for SCCGAP-SRC-LR can be outlined as follows: Step 0.



(0) Set ωrf = 0, r ∈ R, f ∈ F, n = 0, µ = 1, z SRC = 0, z SRC = ∞.



Step 1.



(Lower bounds) Step 1a.



Given ω (n) , solve SCCGAP-SRC-LR and obtain
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X SRC-LR (ω (n) ) and Y SRC-LR (ω (n) ). using Equations (3.39) and (3.40). Evaluate z SRC-LR (ω (n) ) using X SRC-LR (ω (n) ) and



Step 1b.



Y SRC-LR (ω (n) ). If z SRC-LR (ω (n) ) > z SRC , update the lower bound using



Step 1c.



z SRC = z SRC-LR (ω (n) ). Step 2.



Calculate subgradients: P P (n) SRA-LR (λ(n) ), γrf = i∈I j∈J aijr XijSRA-LR (λ(n) ) − krf − Urf r ∈ R, f ∈ F.



Step 3.



(Upper bounds) 0



Set f = 1, X SRC-LR (ω (n) ) = X SRC-LR (ω (n) ), and



Step 3a.



0



Y SRC-LR (ω (n) ) = Y SRC-LR (ω (n) ). Step 3b.



If f = F , go to Step 3d. P P 0 SRC-LR0 (ω (n) )) ≤ k If i∈I j∈J aijr (XijSRC-LR (ω (n) ) − Yijf rf



for all r ∈ R, then f ← f + 1, go to Step 3b. P P 0 (n) Let τi = r∈R j∈J aijr X SRC-LR (ω (n) )γrf ,



Step 3c.



i ∈ I.



0



SRC-LR (ω (n) ) = 1 for i ∈ arg max Set Yijf 0



i ∈I,



Go to Step 3b.



P



j



0



(ω (n) )6=1 YiSRC-LR 0 jf



0 0 Evaluate z SRC-LR (ω (n) ) using X SRC-LR (ω (n) ) and



Step 3d.



0



Y SRC-LR (ω (n) ). 0 If z SRC-LR (ω (n) ) < z SRC , update the upper bound using



Step 3e.



0



z SRC = z SRC-LR (λ(n) ). Step 4.



Calculate step size:



Step 5.



θ(n) = µ P



Update dual variables: (n+1)



ωrf Step 6.



z SRC −z SRC ³ ´ . P (n) 2 r∈R f ∈F γrf



(n+1)



If |ωrf



(n)



(n)



= max{0, ωrf + θ(n) γrf }, r ∈ R, f ∈ F. (n)



− ωrf | < ², r ∈ R, f ∈ F or n = nlimit , stop.



Otherwise, n ← n + 1, go to Step 1a.



{τi }.
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We set the lower bound on z ∗SRC to z SRC , and the upper bound to z SRC , at the time the subgradient search stops. The above decomposition and subgradient search structure holds for resource-constrained assignment problems other than CCGAP. However, if the matching of tasks to agents is one-to-one, the solution for the first-stage variables is determined by solving the following assignment problem:



Minimize



XX



cˆij (ω)Xij



(3.42)



i∈I j∈J



subject to



(2.3), (2.4) and (2.7)



where cˆij (ω) = {cij +



XX



ωrf aijr +



r∈R f ∈F



X



min{



f ∈F



di − cij X − ωrf aijr , 0}}. F



(3.43)



r∈R



Branch-and-Bound Technique for SCCGAP-SRC



We use the same |I| + 1 level search tree for the branch-and-bound technique for SCCGAPSRC, as for the first two methodologies. We obtain lower and upper bounds at each node using the subgradient search technique, ˆ SRC and Yˆ SRC , and branch and fathom based on these nodes. The incumbent solution, X at the end of the search is an optimal solution to the SCCGAP-SRC.



Approximate Solution Technique for SCCGAP-SRC As in the first two methodologies, we use the level-0 node upper bound solution, z SRC as an SRC SRC approximate solution, z SRC-A (with corresponding X SRC-A = X and Y SRC-A = Y )



to the SCCGAP-SRC.
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3.2.4



Comparison of Alternative Stochastic Programming Formulations



The three alternative formulations of the SCCGAP that are discussed in Sections 3.2.13.2.3 differ mainly on their recourse definitions. The first two formulations (SCCGAP-SRA and SCCGAP-SRN) allow for excess capacity usage when the actual capacities are realized, whereas the third formulation (SCCGAP-SRC) maintains feasibility on the capacity constraints, but allows infeasibilities on the assignment constraints. The first two formulations are appropriate when excess capacity usage is allowed in the application addressed by the SCCGAP. On the other hand, the third formulation’s main advantage occurs when it is not possible to identify costs associated with excess capacity usage or if excess capacity usage is not allowed at all (which would render the first two formulations obsolete). If the cancellations of task-agent assignments can be allowed, SCCGAP-SRC should provide stochastically good solutions. All alternative formulations under Methodology 2 seek to build a stochastic solution. This perspective differs from Methodology 1, in which some approximations for the random variables are incorporated into a deterministic formulation whose solution is expected to perform well under stochastic conditions. It is important to note that when evaluating the performance of the alternatives proposed in this research, both for Methodology 1 and 2, the solutions should be examined from an expected performance point-of-view. That is, the evaluation should consider an alternative’s performance through a variety of sample sets and realizations. The results presented in Chapter 4 were obtained under such an experimental design.



This concludes the discussions on the two generic methodologies that are developed for solving resource-constrained assignment problems with capacity uncertainty. In the next chapter, we test and analyze the performance of these methodologies on a set of generic test problems.
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Chapter 4 RESULTS To analyze the performance of the alternative approaches presented in Chapter 3, a set of experiments were carried out on a group of random test problems. Next we discuss our experimental setup, including the deterministic solver used when testing Methodology 1; the performance evaluation technique and test problem generation; and the results obtained from these experiments. 4.1



Deterministic CCGAP Solver



In order to analyze the effectiveness of the approaches presented in Chapter 3, we focus on a specific generalization of the assignment problem, CCGAP. As discussed in Chapter 2, CCGAP is the problem of finding the minimum-cost assignment of a set of tasks, I, to a set of agents, J , where each agent uses different amounts of multiple resources from a set R that are collectively capacitated for all agents. The cardinality of set I need not be equal to that of set J , as each agent can accomplish multiple tasks. In this section, we present a deterministic CCGAP solver that produces optimal solutions to any instance of the deterministic CCGAP under a given set of resource capacities. This deterministic solver will be a part of the capacity approximation and the solution construction frameworks in our experiments for analyzing the performance of the alternative approaches. The solver uses a branch-and-bound algorithm to determine the optimal set of taskagent assignments for the CCGAP under a given deterministic set of resource capacities, 0 }. It solves the CCGAP to optimality, and is a variation of the solution k 0 = {k10 , . . . , k|R|



technique proposed by Mazzola and Neebe [37] for the APSC. The algorithm utilizes lowerand upper-bounding techniques in combination with a branching strategy, to find solutions
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in a search tree. An important issue while addressing a given instance of the deterministic CCGAP is finding a feasible solution. This is due to constraints on resource capacities. Without any specific knowledge on the capacities, finding a feasible solution is challenging since taskagent assignments consume resources. In some cases, a problem might not even have a feasible solution, for example if a resource has no capacity at all. To overcome this issue, we allow tasks to be cancelled. To model this assumption, we augment the set of agents, by defining a cancellation agent, hji, as follows: J 0 = J ∪ {hji},



(4.1)



where cihji = di is the high cost of cancelling task i, and a cancelled task consumes zero resources so aihjir = 0, i ∈ I, r ∈ R. Note that, a trivial feasible solution to the CCGAP can be obtained by assigning every task in I to hji, essentially cancelling all tasks.



4.1.1



Lower Bounds



In order to obtain a lower bound on the optimal objective function of the CCGAP, z ∗CCGAP , we first dualize the constraint set (2.6) and obtain the following Lagrangian relaxation: (CCGAP-LR) z



CCGAP-LR



(ϕ) =



minX



XX i∈I



j∈J 0



Ã



cij +



subject to (2.3) and (2.4),



X



r∈R



ϕr aijr



!



Xij −



X



ϕr kr0



(4.2)



r∈R



where ϕ = {ϕr , r ∈ R}. The above relaxation has the following trivial optimal solution given ϕ:   1 for one j ∈ arg min 0 {c 0 + P j ∈J ij r∈R ϕr aij 0 r }, CCGAP-LR Xij (ϕ) = i ∈ I, j ∈ J 0 .  0 otherwise, (4.3) In our branch-and-bound algorithm, we use these trivial solutions in a subgradient opti-
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mization algorithm to find an approximation for z ∗CCGAP-LR , and use this approximation as a lower bound on z ∗CCGAP . Let this lower bound be z CCGAP , with the corresponding solution set X CCGAP . Note that the set of assignments X CCGAP need not be primal feasible with respect to Equation (2.6).



4.1.2



Upper Bounds



To calculate an upper bound on z ∗CCGAP , we modify the solution X CCGAP to guarantee primal feasibility, by cancelling some task-agent assignments based on their resource usage. To achieve this, we measure each task’s contribution to primal infeasibility by calculating



φi =



XX



r∈R



max aijr X CCGAP ij



j∈J 0



  



0,



XX i∈I



j∈J 0



aijr X CCGAP − kr0 ij



 



,



i ∈ I.



(4.4)







Then, we cancel the tasks with the highest φ values until primal feasibility is achieved. An upper bound on the optimal objective function of the CCGAP corresponds to this final set of assignments.



4.1.3



Search Tree



Similar to the Mazzola and Neebe’s branching strategy [37], we use an |I| + 1 level search tree, in which each level corresponds to a task in I. Level 0 corresponds to the CCGAP with no assignment variables fixed. The task associated with level i is determined by sorting the set I according to the φ values obtained from the level-0 solution. We use a depth-first branching strategy, and at each node, we obtain lower and upper bounds using the techniques outlined. At the nodes of the search tree other than the initial node, where some variables are fixed, we obtain bounds by setting cij = M, j ∈ J 0 \ {l} if Xil is fixed to 1. We update the incumbent solution if any primal feasible solution obtained using the upper bounding technique has a lower objective function value than the previous incumbent. If the lower bound at any node is worse than the objective function value of the incumbent, or if the node is at level |I|, we fathom that node. If the node is not fathomed, we branch from this node by generating
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|J 0 | nodes at the next level. The incumbent solution at the end of the search is an optimal solution to the deterministic CCGAP.



For each test problem in our experimental setup, we use this branch-and-bound technique to obtain optimal solutions to deterministic CCGAP instances in which k 0 is set to the sampled sets of capacities (kf , f = 1, . . . , F ), and utilize these solutions in the capacity approximation and solution construction approaches when needed.



4.2



Performance Evaluation



In our experiments, regardless of which approach is used, the solution it produces is a set of task-agent assignments. Let the set of assignments obtained using a given alternative approach be X ∗ = {Xij∗ , i ∈ I, j ∈ J }, before the actual capacities are realized. Note that P P the planned cost of this solution is i∈I j∈J cij Xij∗ . We are interested in the performance of this set of assignments under the actual set of resource capacities (k), which are unknown at the time the assignments are made. We consider three measures when evaluating the performance of any solution produced by a given alternative methodology: actual cost of infeasibility amounts, actual cost of number of infeasibilities, and actual cost of cancellations. There is a strong correspondence between each of the three performance measures and the objective functions of the three stochastic programming formulations discussed in Section 3.2. Indeed, each performance measure evaluates the cost of the assignment decisions (made before realizing the actual capacities) under the actual capacities, subject to each of the three recourse definitions. When the costs are evaluated for solutions that are produced by Methodology 1, the performance measures outlined below considers the solutions that would be infeasible in the absence of recourse decisions, and measures their cost if each of the three definitions of recourse actions were allowed. The first measure, actual cost of infeasibility amounts, calculates and penalizes the amount of resources used in excess of their actual capacities (k) under the given set of
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assignment decisions (X ∗ ), using AC1 (X ∗ , k) =



XX



cij Xij∗ +



i∈I j∈J



X



βr max{0,



r∈R



XX



aijr Xij∗ − kr }.



(4.5)



i∈I j∈J



Similarly, the second performance measure, actual cost of number of infeasibilities, calculates and penalizes the number of resources used in excess of their actual capacities under the given set of assignment decisions: AC2 (X ∗ , k) =



XX



cij Xij∗ +



i∈I j∈J



X



r∈R



ψr IPi∈I Pj∈J aijr Xij∗ >kr ,



where IPi∈I Pj∈J aijr Xij∗ >kr is an indicator function that takes the value of 1 if aijr Xij∗



> kr and 0 otherwise.



(4.6)



P



i∈I



P



j∈J



In our final performance measure, actual cost of cancellations, we use a feasibility solver that determines an optimal subset of assignments that are cancelled to maintain resource usage feasibility. The actual feasibility problem (AFP) of finding an optimal subset of assignments to cancel can be formulated as the following binary program: XX



(AFP) Minimize



cij Xij∗ (1 − Yi ) +



i∈I j∈J



X



subject to



i∈I



 



di Y i



(4.7)



i∈I



X



j∈J



X







aijr Xij∗  (1 − Yi ) ≤ kr , r ∈ R,



Yi = 0 or 1,



i ∈ I,



(4.8) (4.9)



where the binary variable Yi is 1 if the assignment of task i is cancelled and 0 otherwise. Equation (4.7) minimizes the additional cost incurred by the cancellations to maintain feasibility with respect to actual resource capacities, which are declared in Equation (4.8). Note that Equation (4.7) can be rewritten as:



XX



cij Xij∗ +



i∈I j∈J



where the first term (



P



i∈I



P



j∈J



X i∈I







d i −



X



j∈J



cij Xij∗ ) is a constant.







cij Xij∗  Yi ,



(4.10)
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Like the deterministic CCGAP solver, we use a branch-and-bound algorithm to solve the AFP. The search tree again has |I| + 1 levels, but now each node at level i corresponds to the AFP with i of the |I| variables fixed to 1. For a given node κ, let this subset of variables be Iκ ⊆ I, such that Yi = 1, i ∈ Iκ . As before, we utilize a depth-first branching strategy, and at each node κ, we obtain a lower bound, z AFP (κ), using:



z AFP (κ) =



X



i∈Iκ







d i −



X



j∈J







cij Xij∗  .



(4.11)



During the search, when we reach a feasible solution at any node, we update the incumbent solution, Yˆ , when this solution has a lower objective function value. If it has a higher objective function value, we fathom that node. We also fathom a node if it does not correspond to a feasible solution and has a lower bound value that is worse than the incumbent. If a node κ at level i is not fathomed, we branch from this node by generating |I| − i nodes at the next level, each corresponding to the fixing of a variable in I \ I κ . The incumbent solution, Yˆ , at the end of the search is an optimal solution, Y ∗ , to the AFP. We then use this optimal solution to calculate X ∗ ’s actual cost of cancellations using AC3 (X ∗ , k) =



XX



cij Xij∗ (1 − Yi∗ ) +



i∈I j∈J



X



di Yi∗ .



(4.12)



i∈I



In our experiments, the performance of any solution generated by the alternative approaches is measured by AC1 , AC2 , and AC3 .



4.3



Experimental Setup



Our experimental setup is built around a variety of numerical CCGAP instances that are randomly generated using the following problem generation scheme. For the problem size, we consider ten combinations of number of tasks, I, and number of agents, J.



In each combination, J is set to 30% of I, and we consider I =



{10, 20, 30, 40, 50, 60, 70, 80, 90, 100}.
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For the smaller problems (I = {10, 20}), we generate problems with the number of resources, R, equal to {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. For medium-sized problems (I = {30, 40, 50}), we consider R = {1, 2, 3, 4, 5}, and for large-sized problems (I = {60, 70, 80, 90, 100}), we consider a single resource (R = 1). Hence, we have a total of 40 problem sizes. For each problem size, we generate three independent test problems, totaling 120 test problems overall. In each test problem, the assignment costs, cij , are uniformly distributed between 0 and 5. The resource usages, aijr , are uniform between 0 and 10. The cost of each unit of excess capacity usage, βr , is set to 1, and the cost of each resource with excess capacity usage, ψr , is set to 10 for all r ∈ R. The cost of cancelling an assignment, di , is set to 10 for all i ∈ I. We consider three probability distributions for the resource capacities: normal, bimodal, and exponential. For a given resource, these three distribution functions are given in Table 4.1 and depicted in Figure 4.1. Note that the probability distribution for each resource is independent of that of the other resources.



Probability



Normal



Bimodal



Exponential 0.8



r



r



1.2



r



kr



Figure 4.1: Capacity Distributions in the Experimental Setup



For each of the 120 test problems in our experimental setup, we have 15 capacity cases, five each for the three probability distributions. In each capacity case, we generate five sampled sets of resource capacities (which are used in the alternative approaches) and
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Table 4.1: Capacity Distributions in the Experimental Setup Normal∗†



pn (kr )



=



   



Bimodal∗†



b



p (kr )



=



    



        



0.3 √ e σr 2π µ



R0



R0



e



−∞ σr



−(kr −µr )2 2 2σr



1 √ 2π



e



if kr ≥ 0,



−(kr −µr )2 2 2σr



e



+



0.7 √ σr 2π



−(kr −0.8µr )2 2 2σr



+



e



r ∈ R.



if kr = 0, if kr < 0,



0



−(kr −0.8µr )2 2 2σr



0.3 √ σr 2π



−∞



1 √ σr 2π



−(kr −1.2µr )2 2 2σr



0.7 √ σr 2π



e



if kr ≥ 0,



−(kr −1.2µr )2 2 2σr



0



¶



if kr = 0,



r ∈ R.



if kr < 0,



Exponential∗



e



p (kr )



∗ µr =



³P



i∈I



P



j∈J



† σr = 0.1µr , r ∈ R.



=



(



1 µr



0



kr



e − µr



if kr ≥ 0, if kr < 0,



r ∈ R.



´ aijr /J, r ∈ R.



a single set of actual capacities (which is used in the performance evaluation) from the corresponding distribution function. We evaluate each test problem, under each capacity case, using each of the sixteen alternative approaches. Hence, the computational results, presented next, is obtained from a total of 28,800 tests.



4.4



Numerical Results



All of the approaches discussed in Chapter 3, the deterministic CCGAP solver, and the feasibility solver were coded and compiled using Compaq Visual Fortran 6.6, and the tests were made on a personal computer with a 1-GHz Intel Pentium III processor.
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When testing Methodology 1 approaches, the deterministic CCGAP solver was used once in the capacity approximation alternatives and F times in the solution construction alternatives. When testing the comparative performance evaluation alternative, the comparative cost C(Xf ∗ , kf 0 ) was determined using AC3 (Xf ∗ , kf 0 ), hence the feasibility solver was used F 2 times. The decision to use AC3 instead of one of the remaining two measures (AC2 (Xf ∗ , kf 0 ) and AC2 (Xf ∗ , kf 0 )) was an implementation choice. In all of the subgradient search algorithms, ² was set to 10−5 and nlimit was set to 10,000. The branch-and-bound algorithms were terminated if they failed to return an optimal solution in 1 hour of CPU time, and the incumbent solution at the time of termination was used. There were 7 instances among all 28,800 tests that this limit was reached. To provide a best-case scenario for each test problem, the actual cost under perfect information (AC0 ) was calculated, supposing that perfect information about the resource capacities was available. Note that, AC0 is the planned cost of the optimal solution to the deterministic CCGAP under the actual capacities (k 0 = k). The actual costs (AC1 , AC2 and AC3 ) of the solutions obtained using each alternative approach were then scaled using SC1 =



AC2 − AC0 AC3 − AC0 AC1 − AC0 , SC2 = , SC3 = , AC0 AC0 AC0



(4.13)



for each test problem. In this scale, the value zero corresponds to the performance with perfect information, hence lower values denote higher performance. We summarize the numerical results obtained from the experiments in Figures 4.2, 4.3 and 4.4, for problems with normally, bimodally and exponentially distributed capacities, respectively. In these charts, we report the scaled values of the three performance measures for the solutions obtained using each of the 16 approaches, averaged over the 600 problems with the corresponding capacity distribution. The horizontal axes in these charts list the 16 approaches presented in Chapter 3. The average values of scaled actual costs are measured on the vertical axes, on the left-handsides. The three overlapping bars in each column correspond to the average values of the three performance measures for each approach.
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Figure 4.2: Computational Results, Normal Distribution
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Figure 4.3: Computational Results, Bimodal Distribution
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Figure 4.4: Computational Results, Exponential Distribution
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For all of the three distributions, the results show that the six stochastic programming approaches dominate the rest of the approaches in terms of all three performance measures. These approaches – three branch-and-bound and three approximate – are consistently ranked among the best six when average performance is considered. The only exception is the comparative performance evaluation’s performance, which comes close to that of the stochastic programming alternatives. This can be tied to the fact that this alternative differs from other Methodology 1 alternatives, in terms of testing each sample’s solution under each of the other samples. Hence, the solution produced does indeed consider variation in performance in that sense. Among the capacity approximation approaches, the risk-averse trimmed mean alternative was consistently the best under all three performance measures, regardless of the underlying resource capacity probability distribution. The intuition behind this alternative strong performance is the relative cost of assignments and recourse decisions. Being risk-averse in approximating capacities will produce assignments with higher costs, however the cost of actions needed to guarantee feasibility under actual capacities will be low. The trade-off between assignment costs and costs of amount and number of infeasibilities and cost of cancellations in the experimental setup seems to favor this risk-averse approximation. Among the stochastic programming-based approaches, each of the three formulations performed the best in terms of the performance measure that calculates costs using their respective recourse definition . That is, the exact and approximate techniques for SCCGAPSRA had the lowest actual cost in terms of AC1 , SCCGAP-SRN in terms of AC2 and SCCGAP-SRC in terms of AC3 . There are a few notable differences between the results under different capacity distributions. The actual costs under bimodally distributed capacities are relatively high when compared to those under normal and exponential. The intuition behind this observation ties to the nature of the bimodal distribution used in the experiments. Under bimodal distribution, the solutions produced by alternative approaches are likely to plan around high resource capacities, as the second mode (higher capacities) of the distribution has a larger weight than the first mode. However, across multiple tests, there is indeed a possibility (30 percent for each resource, due to the way the distribution is constructed) that the resources
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have, on the average, lower capacities than those that are planned around. As a result, the number and amount of infeasibilities, and the cancellations needed to assure feasibility under actual capacities will be more than those under normal and exponential distributions. This observation signifies the importance of the probability distribution that governs the resource capacities. It can also be noted that, in the bimodal distribution results, the solutions have lower actual costs of number of infeasibilities than the other performance measures. This observation can be tied to the costing scheme used in our experiments. In the experimental setup, the cost of each resource with excess capacity usage (ψr ) is set ten times the cost of each unit of excess capacity usage (βr ). Given the hypothetical bimodal distribution used, the intuition is as follows: if, for a resource, the second (high-capacity) mode was used in planning, but the first (low-capacity) mode is realized, the assignments become infeasible with respect to that resource. Even if the number of these resources are low (as the results show), the distance between the two modes of the distribution in our tests is higher than ten units of resource, on the average, and the total amount of infeasibilities can be high. In Figure 4.5, we report the median CPU time needed to obtain a solution using each approach, under each capacity distribution. We report medians instead of averages, which can be misleading as the distribution of CPU times across test problems were highly skewed (due to a few problems – usually less that 15 tests per approach per distribution – with very high CPU times). In Figure 4.5, the horizontal axis lists the 16 approaches presented in Chapter 3, and the median CPU times are measured on the vertical axis, in seconds. In this chart, we can observe that all of the capacity approximation alternatives have approximately the same computational complexity. However, as the solution construction alternatives require multiple instances of the deterministic CCGAP solver, they have higher computational complexity than the capacity approximation approaches. Although the most likely agent and least costly agent alternatives require similar amounts of computational effort, the comparative performance evaluation alternative takes distinctively larger amounts of CPU time to return a solution. This extra effort is due to the multiple instances of the feasibility solver that is called by the alternative, when evaluating the comparative cost of a sample’s optimal solution under each of the other samples.
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Figure 4.5: Computational Results, CPU Time
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The exact (branch-and-bound) techniques for the stochastic programming approaches have a computational complexity between the capacity approximation and the solution construction approaches, and the third formulation (SCCGAP-SRC) had the highest CPU times among the three. An important observation is that the approximate approaches for all three stochastic programming formulations produced solutions in very low CPU times. Another observation that can be made from Figure 4.5 is the difference in computational complexity under different capacity distributions. Almost all approaches took longer to produce solutions when the capacities were normally distributed. When the probability distribution was exponential, the computational times were reduced significantly. We can summarize the results of the experiments in Figure 4.6. The horizontal axis in this chart again lists the 16 approaches presented in Chapter 3. As in Figures 4.2, 4.3 and 4.4, the average values of scaled actual costs are measured on the primary vertical axes, on the left-hand-sides, whereas now the median CPU times are measured on the secondary axes on the right-hand-sides, in seconds. The three overlapping bars in each column correspond to the average values of the three performance measures, and the faded bars in the background denote the median CPU time for each approach, across 1,800 problems. The dominance of the stochastic programming approaches in performance is evident in this summary chart. Although there is no clear winner among these approaches in terms of all three performance measures, each of the three stochastic programming formulations produce solutions with the lowest actual costs under their respective recourse definition. Among the rest of the alternatives, the comparative performance evaluation alternative has the best performance on the average, followed by the risk-averse trimmed mean and the most likely agent alternatives. When both performance and efficiency are considered, the stochastic programming-based approximate solution strategies dominate. These approximate approaches can produce solutions that are remarkably close to those obtained using the corresponding branch-and-bound approaches. This fact can be observed in Table 4.2, where the average deviations of the heuristic solution performance from the respective branch-and-bound solution performance under each of the three capacity distributions are presented, measured in terms of AC 1 , AC2 and AC3 . Furthermore, the stochastic-programming based approximate strategies were the
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Figure 4.6: Computational Results, Summary
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most efficient among all 16 approaches, producing solutions in less than 1 CPU second for all of the 1,800 problems.



Table 4.2: Average Deviation of Approximate Solution Strategy Performance from Exact Branch-and-Bound Performance



Normal Bimodal Exponential



SCCGAP-SRA AC1 AC2 AC3 0.7% 1.0% 0.7% 1.3% 0.8% 1.1% 0.5% 1.8% 0.8%



SCCGAP-SRN AC1 AC2 AC3 1.7% 2.1% 1.9% 2.1% 1.6% 1.7% 2.0% 5.6% 3.7%



SCCGAP-SRC AC1 AC2 AC3 1.3% 2.0% 1.6% 1.2% 1.2% 1.1% 1.9% 7.3% 3.1%



The reason for the high performance of approximate approaches can be tied to the formulation structures. The formulation of the Lagrangian relaxation on the capacity constraints structurally resembles the stochastic programming formulation. In both the relaxation and the stochastic programming formulations, over-capacity usage is penalized according to the relevant recourse definition. In the Lagrangian relaxation, the penalties are indirectly incorporated via the dual variables, whereas in the stochastic programming approaches, the penalties are defined in the primal problem directly. The decision of which of the three heuristic approaches to use relies on the specific application addressed and, in particular, the definition of recourse. In our tests, each of the three heuristics dominate the others in terms of their respective recourse definition and performance measure. The branch-and-bound techniques for the stochastic programming formulations can also be used in applications where added performance is desirable at the expense of reduced computational efficiency. The results show that, if actual cost and computational efficiency are the only criteria, approaches within Methodology 2 dominate those in Methodology 1. The only exception that would deem the approaches in Methodology 1 desirable is when there exist complicating side constraints in the application under consideration, making stochastic programming formulations either inefficient or not possible to implement. We will briefly discuss side constraints in Chapter 5.



57



In this case, based on the results from our experiments, two approaches in Methodology 1 would be preferred: the comparative performance evaluation approach, which comes close to stochastic-programming based approaches in performance with a high computational cost; and the risk-averse trimmed mean alternative, which has the next best average performance with a much lower computational complexity. The choice between these two alternatives is again dependent on the application under consideration and the performance-efficiency tradeoff.



In the next chapter, the context of the study is carried to an application in air traffic management, which can be addressed using the approaches presented in Chapter 3.
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Chapter 5 AIR TRAFFIC MANAGEMENT APPLICATION In this chapter, we focus on an air traffic management application that can be addressed with the methodologies presented in Chapter 3. We give a brief background on this application, followed by a review of literature on the subject. Lastly, we review a technique to formulate this application as a resource-constrained assignment problem, and illustrate on a small example problem how our solution methodologies can be applied to this formulation. 5.1



Air Traffic Flow Management and Schedule Recovery



During the last decade, the global demand for air traffic has grown steadily, due to economic growth, increasing international trade, airline service improvements, and declining fares [60]. This fact has lead to a heavier use of Air Traffic Networks, mainly in Europe and the United States. An Air Traffic Network (ATN) is composed of airports, airways, sectors (portions of airspace controlled by one air traffic controller team) and other possible air traffic system elements (such as airport gates and arrival/departure fixes), all of which can be capacitated in a variety of ways. The number of planes that can land or depart every hour is determined by the airport characteristics (location, number of runways, topology, etc.), safety requirements and weather conditions. The same can be said for the number of planes that can share the same airway. These numbers are usually referred to as airport and airway capacities. The use of ATNs have been increasing every year, but their capacities have not grown accordingly. This fact has led to high congestion in Air Traffic, especially in the United States. Congestion leads to departure and arrival delays, which causes inconveniences to passengers, high costs for airline companies and reduced airspace safety. According to U.S. Department of Transportation (DOT), 450,289 flights (around 20%
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of all flights) were delayed in 2001 in the United States, with an average delay of 50 minutes [58]. In the same year, over 25% of the flights within Europe were delayed more than 15 minutes. The delays are based on the deviation from the scheduled arrival times. When one considers that the scheduled arrival times also include ’pad’ times, the amounts added to the earliest possible arrival times by the airlines to improve on-time performance, these figures become more significant. The Air Transport Association (ATA) estimates that delays cost the U.S. industry, shippers and passengers more than 6 billion USD per year - about 3 billion USD in direct airline operating costs and at least 3 billion USD in the value of passengers’ time [59]. In Europe, the total cost of delays to airlines and of the value of passengers’ time was about 8 billion Euro in 2000. The U.S. DOT also reported a 58 percent increase in delays between 1995 and 1999, and cancellations grew even faster, increasing 68 percent during that same time period [56]. In the 2001 Zagat Airline Survey of frequent fliers, 58 percent cited the most irritating aspects of domestic travel as long waits, delays and cancelled flights [57]. Building new airports or new runways would certainly increase the network capacity, but it is a policy not always easy to implement and it produces effects only in the long term. However, increased efficiency in the existing ATNs can be gained by optimizing the traffic flow on those networks. In the literature, this problem is commonly referred to as the air traffic flow management problem (ATFMP). Kahne states that air traffic flow management “... is that part of the Air Traffic Management (ATM) system which manipulates the flow of aircraft throughout the system in order to improve utilization of scarce system resources while providing enough flexibility for appropriate aircraft separation to be maintained” [31]. As Filar suggests in [18], air traffic flow management is crucial to an air traffic system “... if it is to be efficient and safe. However, good scheduling of air traffic is not enough. Schedules are frequently perturbed by unplanned events including unscheduled aircraft maintenance and adverse weather conditions.” The schedule recovery problem in air traffic management aims to identify strategies to recover air traffic from such perturbations. A detailed definition of the Schedule Recovery Problem (SRP) can be given as follows. Consider an Air Traffic Network that is available for air traffic operations during a given planning time period. As stated earlier, there exists a set of system elements in the ATN,
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including individual airways, sectors, departure airports, arrival airports, gates and other possible elements of the air traffic system. Each system element can be capacitated over time, based on different factors. There exists a set of flight legs that wish to use the system elements during the planning time period. Each flight leg is declared in the Official Airline Guide (OAG), which contains information on the original departure time and airport, and original arrival time and airport of the flight leg. Assume that a set of original flight plans are declared by the airlines, which includes information on the system elements each flight leg wishes to fly through and when. The set of original flight plans need not be a feasible solution to the ATFMP on this ATN under normal system element capacities. Now assume that an unscheduled event, such as adverse weather conditions, affects the ATN such that the capacities of some system elements are reduced in specific periods of time. The SRP on this Air Traffic Network addresses modifying the original flight plans using different replanning options to minimize the effects of this perturbation. There are many ways in which the minimal schedule perturbation can be represented as the objective of the SRP. In most formulations of the SRP, the objective function is based on the delay information [6]. The delays can be viewed from the airlines’, passengers’ or a system logistics point-of-view [18]. The objective can account for the total arrival delay, or can incorporate information on where the delays are incurred. Filar suggests additional possible objectives, such as fuel consumption and noise nuisance [18]. The SRP can take various forms and can rely on different assumptions. We can characterize the SRP formulations based on whether it is static or dynamic, centralized or distributed, and deterministic or stochastic. The static SRP focuses on a single replanning point such that it applies only to uncommitted flights. That is, it considers only the flights that are departing on or after the single replanning point (plus some time lag that accounts for decision making and taking action). The most common tools for the static SRP include pre-departure flight replanning, planning delays and cancellations. On the other hand, the dynamic SRP considers multiple replanning points and also applies to flights that are in progress. In addition to the static
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replanning tools, a dynamic SRP would make use of in-flight replanning, diversions and queueing. The centralized version of the SRP assumes only a single airline (or a single representation for all airlines). Hence, the equity issues among different airlines are not considered. The distributed SRP, however, applies to multiple airlines and considers local and global equity issues. There are ways to reduce a distributed SRP to multiple instances of the centralized SRP under certain assumptions. A very good example of such an approach can be found in [9]. The deterministic SRP assumes perfect information on reduced system element capacities. However, the schedule perturbations such as adverse weather conditions are usually stochastic in nature. The stochastic SRP addresses this by assuming stochasticity in the capacities. The air traffic management application of this research focuses on the static, stochastic and centralized version of the Schedule Recovery Problem. However, the approaches that are presented also rely on deterministic SRP concepts, and can be generalized or extended to address the dynamic or distributed versions of the problem.



5.2



ATFMP and SRP Literature



A large amount of research exists in the literature to address the ATFMP and SRP. Most of the Air Traffic Flow Management research began in the 1980s and mainly focused on optimization models that rely on ground-holding of airplanes. Filar [18] surveys the air traffic management research in the area of recovery from schedule disruptions. The problems related to the recovery of airports, flight schedules, aircrafts and crew are discussed and several suggestions are made. Odoni [41] gives an intensive introduction to the ATFMP and a discussion of the interplay between its technical and policy aspects. He proposes several mixed integer programming formulations. His work is seen by many as the first formal research that underlines the importance of the problem. The research on ATFMP can be classified in two major categories, according to whether
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re-routing of flight legs (that is, assigning the flight legs a path other than what was declared in the original flight plans) is allowed or not. When re-routing is not allowed, the ATFMP problem is commonly referred to as the Ground Holding Problem (GHP). Furthermore, some of the ATFMP studies consider capacity restrictions only at the airports, whereas others consider both airport and airspace capacities. Lastly, the ATFMP can be studied under deterministic or stochastic conditions. One of the earliest studies that consider the deterministic GHP is due to Andreatta and Romanin-Jacur in 1987 [5]. They investigate a simplified version of the ATFMP on an ATN where only hub-and-spoke operations are allowed, and congestion only exists at the central (hub) airport. Therefore, airspace capacities are not considered. They present a mathematical formulation of the resulting problem with binary variables that decide whether an aircraft is delayed on the ground or not. They also derive a solution algorithm for this problem that is based on dynamic programming. Terrab and Odoni [49] also study the GHP with restrictions on only airport capacities. They consider a fundamental ATN in which flights from many origins are scheduled to arrive at a single, congested airport. They describe a set of approaches for addressing the ATFMP on this network, including a minimum cost flow algorithm and a “Fast” algorithm when the cost functions satisfy some given conditions. The study by Terrab and Odoni is also the first in its application area that considers a stochastic version of the problem. They provide an exact dynamic programming approach and several heuristics to address the same problem where the capacity of the single airport is stochastic with a known probability distribution. They provide computational results for all algorithms for a problem set that uses real data on the arrivals at Logan Airport in 1987. Vranas, Bertsimas and Odoni [52] formulate a 0-1 integer programming model of the deterministic GHP using a network of airports, with airport and airspace capacities. They make use of two sets of binary variables that determine whether a flight departs and arrives at a given time period. They discuss a heuristic procedure that relies on the bounds provided by the linear relaxation of the resulting problem. They provide results with reasonable computational times with ATNs with at least 6 airports and as many as 3,000 flights. Lindsay, Boyd and Burlingame [35] generalize this approach in a “Time Assignment” model.
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Andreatta, Brunetta and Guastalla [6] survey the literature on deterministic GHP-based optimization algorithms on air traffic networks with airport and airspace capacities. They also provide a heuristic-based algorithm to the deterministic ground-holding problem with OAG 1993 data with over 20,000 flights. One of the earliest studies that consider re-routing of flights is due to Bianco and Bielli [13]. They discuss a wide variety of problems that exist in Air Traffic Management, including the ATFMP. They formulate the deterministic ATFMP with capacitated airports and airspace as a dynamic, multi-commodity network flow problem, where the objective function is a combination of the total number of departures and a weighted sum of flight operating costs. They discuss the conversion of the dynamic formulation to a static time-space network formulation. Finally, they present results for a very simple set of test cases. Helme [29] considers the same time-space network representation with the objective of finding the minimum cost flow on this network. Tosic et al. [50],[51] propose a general model for the deterministic ATFMP with airport and airspace capacities that uses binary programming, considering alternative routes for flights. They provide a solution methodology based on the linear relaxation of the binary model, and discuss numerical examples with 4 air sectors, 8 time periods and 162 flight legs. Berge et al. [10] study the ATFMP with capacitated airports and airspace, where re-routing of flights are allowed. They formulate a binary problem where the decision variables assign flight legs to one of their alternative flight plans. They propose a Lagrangianrelaxation based framework that utilizes non-smooth optimization, and present results for a variety of test cases. Bertsimas and Stock Patterson [11],[12] also consider the deterministic ATFMP under airport and airspace capacities with re-routing options. They provide a dynamic multicommodity integer network flow problem formulation, and use Lagrangian relaxation methods to generate aggregated flow solutions to the resulting problem. They utilize a packing integer programming method to convert these solutions to near-optimal solutions to the original problem. Numerical results on real problems in the southwestern U.S. is given. Alonso, Escudero and Ortu˜ no [3] present a model framework for the stochastic ATFMP with uncertainty in airport and en route capacities. The simple and full recourse stochastic
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models they present rely on binary variables that indicate the time periods each flight arrives at each sector, and are based on the models proposed by Bertsimas and Stock [11]. They assume a perfectly known uncertainty structure given as a scenario tree. To approximately solve the dynamic full recourse policy problem, they propose a so called Fix-and-Relax methodology. They present results for 7 test cases with up to 160 flights, 4 airports, 5 sectors and 48 time periods.



The air traffic management application of this research addresses the SRP with airport and airspace capacities and re-routing options, and seeks to fill the gap in the studies that consider stochastic conditions. Our application of the methodologies presented in this dissertation to the SRP relies mainly on the large-scale combinatorial optimization formulation proposed by Berge et al. [10]. When a subset of the assumptions made in this study are relaxed, the deterministic formulation reduces to a large-scale CCGAP. In the following sections, we review this deterministic formulation. We discuss the necessary modifications in our methodologies for accommodating the complicating assumptions. We then illustrate with a test problem how these modified methodologies can be applied to the resulting formulation under stochastic conditions.



5.3



Deterministic Schedule Recovery Problem (DSRP) Formulation



Berge et al. [10] formulate the deterministic SRP as a large-scale combinatorial optimization problem to represent the variety of current and future adaptive airline behaviors in which airlines react to forecasts of reduced airport and airspace capacities by replanning their flight schedules. For easier referencing, we abbreviate this deterministic SRP formulation as DSRP.



5.3.1



Assumptions



In the DSRP formulation, schedule recovery is applicable to all uncommitted flights during a day of operation. A separate authority (the System Command Center) is assumed to allocate
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the NAS system element capacities to each airline in the system, hence the formulation can apply to each airline individually. For all airlines, the set of replanning strategies considered are cancellations, delays and/or flight re-routes. It is assumed that each flight leg’s contribution in the objective function is independent of other flight legs. The system capacity elements under consideration are airport arrival and departure rates, and enroute sector occupancy limits. An airplane is assumed to be using only one of these system elements at a given point of time, and the time required to fly through a sector is assumed to be independent of the airplanes occupying that sector. The airline resources that are included are the aircraft and the gates, and there is no accounting for the flight crew resource. Each flight leg is assumed to be cancelled or flown by the same aircraft assigned to that leg in the original schedule. Thus, the original airplane itineraries (sequences of flight legs) are preserved with the possible exception of some cancelled flights. Flights are cancelled in cycles, i.e. a sequence of legs beginning and ending at the same airport.



5.3.2



Notation



Let E denote the set of the system elements in the ATN. Also let S be a set of uniformly discrete time slices, which comprise the given planning horizon. Suppose that the planning horizon starts at time t = 0 and ends at t = T hours. Then S can be defined as S = {s : s∆ ≤ t < (s + 1)∆, 0 ≤ t < T },



(5.1)



where ∆ is the length of a time slice in hours. For each flight leg, alternative recovery options such as ground delay, re-routing and flight cancellation are generated using the structural information of the ATN. Similar to the original flight plan, each recovery option also contains information regarding which system elements the leg flies through and when. The original flight plan is also a recovery option. Hence, the DSRP formulation relies on the characterization of the flight legs as tasks and recovery options as agents (specific to each flight leg). The resource set R is comprised of all possible pairings of the system elements in E and
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the time slices in S. That is, R = {(e, s)| e ∈ E, s ∈ S}.



(5.2)



The set of tasks I contains all flight legs that are considered, and the set of agents J i is defined for each flight leg i ∈ I and contains the alternative recovery options for flight leg i. As stated in the model assumptions, each flight leg is assumed to be cancelled or flown by the same aircraft assigned to that leg in the original schedule. Hence, each leg is a part of a specific airplane itinerary, or equivalently, a sequence of flight legs. Let n ∈ {1, . . . , N } denote the set of itineraries and m ∈ {1, . . . , Mn } denote the set of sequences, where Mn is the number of flight legs in itinerary n. The flight legs in a given itinerary n are denoted using i ∈ {(n, 1), . . . , (n, Mn )}, where (n, m) is the flight leg in the mth sequence. Also let the cycles – a sequence of flight legs that start and end at the same airport – be defined using q ∈ {1, . . . , Qn } for itinerary n . Finally, let mnq mark the first flight leg and m0nq mark the last flight leg in cycle q for itinerary n. The assignment variables are then defined as



Xij = X(n,m)j



for i ∈ I and j ∈ Ji .



  1 if leg i is assigned to recovery option j, =  0 otherwise,



(5.3)



The capacity usage coefficient matrix consists of elements aijr for i ∈ I, j ∈ Ji , r ∈ R, and is constructed using



aijr = aij(e,s)



  1 if recovery option j for leg i uses system element e in time slice s, =  0 otherwise. (5.4)



The vector k = {kr | r ∈ R} represents the actual capacity of each resource in R. In other words, due to how R is constructed, kr = k(e,s) represents the actual number of flights that the system element e can accommodate during time slice s. In the SRP setting, these
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values correspond to the actual (reduced) arrival and departure rates and gate capacities for airports, and sector occupancy limits for airspace. The objective function uses a value degradation method, which represents the utility of each leg from an airline’s point-of-view as a function of its arrival delay. The utility function is equal to 1 when the flight leg incurs no delay, and degrades to near-zero at 4 hours of delay. It equals zero if the flight leg gets cancelled. The function can be seen in Figure 5.1, and is given by   e−0.173t2 u(t) =  0



if 0 ≤ t ≤ 4,



(5.5)



otherwise,



where t is the total arrival delay in hours.
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Figure 5.1: The Arrival Delay Utility Function



The cost matrix consists of elements cij for i ∈ I and j ∈ Ji , and uses the above utility function. It also weights each flight leg based on its great circle distance and its passenger capacity. It represents the value of each flight leg as its negative cost, and is constructed as
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follows,   −GCi P Ci u(max{0, sˇij ∆ − sˇij o ∆}) if j = 6 jic , i cij = i ∈ I, j ∈ Ji ,  0 if j = jic ,



(5.6)



where GCi is the great circle distance of flight leg i, P Ci the passenger capacity of flight c leg i, jio ∈ Ji denotes the original flight plan for leg i and jic = j(n,m) ∈ Ji denotes its



cancellation. Also, sˇij denotes the scheduled arrival time slice and sˆij denotes the scheduled departure time slice for recovery option j.



5.3.3



The Model



The DSRP under the aforementioned assumptions is formulated using the following integer programming formulation, which structurally resembles a resource-constrained assignment problem:



(DSRP) Minimize



XX



(5.7)



cij Xij



i∈I j∈Ji



subject to



XX



aijr Xij ≤ kr



r∈R



(5.8)



i∈I j∈Ji



X



Xij = 1,



i ∈ I,



(5.9)



j∈Ji



Xij = 0 or 1, i ∈ I, j ∈ Ji , X X X(n,m)j ≤ X(n,m−1)j ,



(5.10)



j∈Jˇ



j∈Jˆ



s ∈ {1, . . . , S − δ}, n ∈ {1, . . . , N }, m ∈ {2, . . . , Mn }, c Jˆ = {j ∈ J(n,m) |j 6= j(n,m) , sˆ(n,m)j) ≥ s + δ}, c Jˇ = {j ∈ J(n,m−1) |j 6= j(n,m−1) , sˇ(n,m−1)j) < s}, c X(n,mnq )j(n,m



nq )



(5.11)



c ≤ X(n,m)j(n,m) ,



n ∈ {1, . . . , N }, q ∈ {1, . . . , Qn }, m ∈ {mnq + 1, . . . , m0nq }.(5.12)



69



Note that in the absence of Equations (5.11) and (5.12), the DSRP formulation is equivalent to CCGAP. Equation (5.11) denotes the set of sequence-preserving constraints, which enforces the departure time of a flight leg’s selected recovery option be greater than the arrival time of the flight leg preceding it in its itinerary, plus a turn-time (δ) that accounts for the time it takes to prepare an aircraft for the next flight in sequence. Equation (5.12) ensures that if the first flight leg in a cycle is cancelled, all flight legs in that cycle are also cancelled.



5.3.4



Solution Technique



In order to solve the DSRP, Berge et al. [10] dualize the capacity constraints given by Equation (5.8). The resulting problem is as follows: (DSRP-LR) z



DSRP-LR



(ν) = minX



XX i∈I j∈J



subject to



Ã



cij +



X



νr aijr



r∈R



!



Xij −



(5.9), (5.10), (5.11) and (5.12),



X



ν r kr



(5.13)



r∈R



where νr , r ∈ R are the dual variables associated with capacity constraints. For given νr > 0, r ∈ R, solving DSRP-LR is equivalent to solving the shortest path problem on N separate networks, one for each itinerary, as shown in Figure 5.2. In each shortest path network, the arrival and departure of each flight leg is paired with the set of time slices (S) to generate S × (Mn + 1) nodes. Each column of nodes corresponds to a flight leg in the itinerary, with one node for every time slice. In Figure 5.2 there is a single cycle, starting and ending at Airport A. The horizontal (dashed) arcs correspond to the cancellation of all flight legs in a cycle. Each vertical arc represents ground delay. Each diagonal arc represents an alternative route for the flight leg corresponding to the column at which the arc originates. Note that there can be two diagonal arcs that connect the same pair of nodes, if there exist two recovery options for a flight leg that departs at the same time slice, and arrives at the same time slice. In Figure 5.2, there are three alternative routes for each flight leg
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Figure 5.2: Shortest Path Network for Itinerary Subproblem
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and all recovery options take different times to arrive at the destination airport. Hence, the three diagonal arcs that originate from a node on the departure airport’s column terminates at different nodes at the arrival airport’s column. Note that, the diagonal arcs in flight leg i’s column correspond to the agents in J \ j ic , hence to the decision variables Xij . For given ν, the cost of a diagonal arc that corresponds P to Xij is pij (ν), where pij (ν) = cij + r∈R νr aijr for i ∈ I and j ∈ J . The cancellation arcs and the (vertical) ground-hold arcs have a cost of zero.



The objective is to find the shortest path from the top-left node (departure of first leg in itinerary at time slice 1) to the bottom-right node (arrival of last leg in itinerary at time slice S). The resulting network is acyclic, and a solution to the shortest-path problem on this network can be found in linear-time using the Reaching Algorithm [17]. Berge et al. [10] utilize the solutions to these itinerary subproblems in a non-smooth optimization framework to find a heuristic solution to the DSRP.



5.4



Incorporating Uncertainty in Schedule Recovery



In the stochastic SRP setting, the capacity vector k is not known in advance due to weather or some other disruption in the air traffic network. However, as discussed in Chapter 3, we assume that our decisions will be based upon a set of samples {kf = {k1f , k2f , . . . , kRf }, f ∈ F = {1, . . . , F }} that are taken from the unknown distribution of resource capacities. Due to the presence of itinerary constraints (Equations (5.11) and (5.12)) in the DSRP, the methodologies presented in this dissertation cannot be directly applied to its stochastic version. We can, however, present extensions to these methodologies to accommodate the itinerary constraints.



5.4.1



Extensions to the Capacity Approximation Approach



The application of the capacity approximation approach to the SRP is readily available by using the solution technique proposed by Berge et al. [10] as the deterministic solver in which a single set of approximated capacities are incorporated. The deterministic solution, X ∗ , produced by this technique gives the final set of recovery options.
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5.4.2



Extensions to the Solution Construction Approach



As for capacity approximation, application of the solution construction approach to the SRP also relies on using DSRP as the deterministic solver. As any final solution set produced by the comparative performance evaluation alternative is obtained directly from this deterministic solver, no extensions to this technique are necessary. The solutions obtained from the most likely agent and the least costly agent alternatives, however, are constructed independently from the deterministic solver. Hence, these solutions might be infeasible with respect to the itinerary constraints. We overcome this problem by modifying the solution construction scheme as follows. As in the original approach, we count the number of times (Nij ) an agent (recovery option) was assigned to each task (flight leg) for the F optimal solutions using Equation (3.2). However, instead of using Equations (3.3), (3.4) and (3.6) to construct the final solution, we solve the itinerary subproblems as discussed in Section 5.3.4, using arc costs pij = Nij ,



i ∈ I,



j ∈ J,



(5.14)



for the most likely agent alternative, and   cij pij =  M +c



if Nij ≥ 1, ij



i ∈ I, j ∈ J ,



(5.15)



otherwise,



for the least costly agent alternative; where M is a relatively large number, such as max i∈I,j∈J {cij }.



5.4.3



Extensions to the Stochastic Programming Formulations



Note that, in the SRP setting, the stochastic programming formulation with simple recourse on amounts of infeasibilities (SCCGAP-SRA) can be extended to accommodate the itinerary constraints as follows: (SSRP-SRA) Minimize



(3.12)
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subject to



(2.3), (2.4), (3.13), (3.14), (5.11) and (5.12).



Despite of this added complexity, the Lagrangian relaxation of SSRP-SRA can still be decomposed into two subproblems for given values of dual variables, λ. The first subproblem retains the itinerary constraints, and becomes: (SSRP-SRA-LR1) Minimize



(3.17)



subject to



(2.3), (2.4), (5.11) and (5.12),



which is equivalent to the DSRP-LR formulation in Section 5.3.4, with pij = cij +



XX



λrf aijr , i ∈ I, j ∈ J ,



(5.16)



r∈R f ∈F



and can be solved on the shortest path networks for each itinerary. The second subproblem remains equivalent to the SCCGAP-SRA-LR2 of the original formulation, and hence has trivial solutions. The same extension to the decomposition structure holds for the stochastic programming formulation with simple recourse on number of infeasibilities (SCCGAP-SRN): (SSRP-SRN) Minimize subject to



(3.25) (2.3), (2.4), (3.26), (3.27), (5.11) and (5.12),



with similar modifications in solving its Lagrangian relaxation. The extension to the stochastic programming formulation with cancellation recourse (SCCGAP-SRC) is slightly different, because in the SRP setting the tasks are cancelled in cycles. We accommodate this assumption, along with the itinerary constraints, as follows: (SSRP-SRC) Minimize subject to



(3.33) c Y(n,mnq )j(n,m



nq )



f



f ∈ F,



c ≤ Y(n,m)j(n,m) f ,



n ∈ {1, . . . , N },



q ∈ {1, . . . , Qn },
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m ∈ {mnq + 1, . . . , m0nq },



(5.17)



(2.3), (2.4), (3.34), (3.35), (3.36), (5.11) and (5.12). Equation (5.17) ensures that if a second-stage cancellation decision for flight leg i is made under sample f , all other flight legs in its itinerary are also cancelled under the same sample. The Lagrangian relaxation of this extended formulation becomes (SSRP-SRC-LR) Minimize subject to



(3.38) (2.3), (2.4), (3.35), (3.36), (5.11), (5.12) and (5.17),



for which a heuristic solution for given dual variables, ω, can be found by solving the shortest path problems for each itinerary with the following arc costs: pij = cij +



XX



r∈R f ∈F



ωrf aijr +



X



min{



f ∈F



di − cij X − ωrf aijr , 0}, i ∈ I, j ∈ J . F



(5.18)



r∈R



Let the corresponding solution set be X SRC-LR . Second-stage cancellations can then be determined using   1 if XijSRC-LR (ω) = 1 and    ´ ³d P P SRC-LR (n,m0 ) −c(n,m0 )j Y(n,m)jf (ω) = 0 )jr ≤ 0, ω a − 0 rf (n,m r∈R m ={1,...,Mn } F     0 otherwise,



(5.19)



for n ∈ {1, . . . , N }, m ∈ {1, . . . , Mn }, j ∈ J(n,m) , f ∈ F.



Using the extensions outlined, we are able to update our subgradient optimization algorithms to utilize these new solutions, and provide exact and approximate solutions to SSRP-SRA, SSRP-SRN and SSRP-SRC. In the next section, we represent an example schedule recovery problem using the DSRP formulation, and illustrate the application of the techniques presented in this dissertation.
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5.5



Example Schedule Recovery Problem



Consider a simple schedule recovery problem, for which the air traffic network under consideration is shown in Figure 5.3.
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Figure 5.3: SRP Example, Air Traffic Network



In this air traffic network, there exist 5 airports (labeled A, B, C, D and H (hub)) and 17 airspace sectors (labeled from 1 to 17). Each airport has limited arrival, departure and gate capacities. Hence, there is a total of 32 system elements (|E| = 17 + 5 × 3 = 32). We list and number these system elements in Table 5.1. The planning horizon is 16 hours (T = 16), which is discretized into 20-minute time slices (∆ = 13 ). This makes up a total of 48 time slices (|S| = 48). The set of resources is defined by all possible pairings of system elements and time slices, which, in this example, has 32 × 48 = 1536 elements. We consider four itineraries (N = 4), AHCHA, AHDHA, BHCHB and BHDHB to represent flights flying west, then turning around and flying east. Each itinerary has four flight legs (M = 4). For example, the flight legs in itinerary 1 are AH (i = (1, 1)), HC
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Table 5.1: SRP Example, System Elements e 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17



System Element Airspace Sector 1 Airspace Sector 2 Airspace Sector 3 Airspace Sector 4 Airspace Sector 5 Airspace Sector 6 Airspace Sector 7 Airspace Sector 8 Airspace Sector 9 Airspace Sector 10 Airspace Sector 11 Airspace Sector 12 Airspace Sector 13 Airspace Sector 14 Airspace Sector 15 Airspace Sector 16 Airspace Sector 17



e 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32



System Element Airport A Arrivals Airport A Gate Airport A Departures Airport B Arrivals Airport B Gate Airport B Departures Airport C Arrivals Airport C Gate Airport C Departures Airport D Arrivals Airport D Gate Airport D Departures Airport H (Hub) Arrivals Airport H (Hub) Gate Airport H (Hub) Departures



(i = (1, 2)), CH (i = (1, 3)) and HA (i = (1, 4)). Hence, we have 16 flight legs (I = 16) as listed in Table 5.2. Table 5.2 also lists the departure and arrival times of each flight leg under its original flight plan, and its passenger capacity. All flight legs have the same great circle distance. We assume all flight legs have equal flying times. Each flight leg takes a single time slice to complete departure, two time slices to fly through an airspace sector, and a single time slice to complete arrival. Upon arrival, each flight leg uses a gate at the arrival airport for a single time slice. The original flight plan for each flight leg is assumed to be on the shortest path between the airport pair the flight serves, starting at the scheduled departure time slice. The arcs connecting each airport pair in Figure 5.3 denote possible re-routes for a flight leg that flies between those two airports. The alternative pre-departure replanning strategies we consider are flight cancellation, re-routing and ground hold. For each re-route, we consider 12 ground hold options, imposing departure delays from 0 to 11 time slices. The cancellation is also a recovery option. Hence,
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Table 5.2: SRP Example, Flight Legs Itinerary (n) 1



2



3



4



Sequence (m) 1 2 3 4



Flight Leg (i) 1 2 3 4



From Airport A H C H



To Airport H C H A



Original Departure Time Slice 1 8 15 22



Original Arrival Time Slice 7 14 21 28



1 2 3 4



5 6 7 8



A H D H



H D H A



1 8 15 22



7 14 21 28



1 2 3 4



9 10 11 12



B H C H



H C H B



1 8 15 22



7 14 21 28



1 2 3 4



13 14 15 16



B H D H



H D H B



1 8 15 22



7 14 21 28



Passenger Capacity 100



50



80



70



for each flight leg, 37 alternative recovery options are generated (J = 3 × 12 + 1 = 37), including the original flight plan. Recovery options for flight leg 1 (AH) is given as an example in Table 5.3. In this table, each row denotes a recovery option, for which the system element used at each time slice is listed. The value of each recovery option is shown on the far right of Table 5.3, and is calculated using Equation (5.6). Notice the value is the negative cost. All system elements have an original capacity of 15 aircraft per hour (5 aircraft per time slice). In this example, a single storm is forecasted to reduce capacities. We have five alternative forecasts (samples) upon which we base our decisions. The samples differ in the forecasted location of the storm, as seen in Figure 5.4, but concur on its time and duration of activity as well as its intensity. Each sample forecasts activity between 0020 and 0300 hours (between time slices 2 and 9) on the west side of the air traffic network, reducing capacities on affected system elements to 9 aircraft per hour (3 per time slice) from 0020 to 0100 hours (at time slices 2 and 3) and from 0200 to 0300 hours (at time slices 7, 8 and 9),
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Table 5.3: SRP Example, Recovery Options for Flight Leg 1 (AH) j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37



1 19



19



19



2 1 19



1 19



1 19



Cancel



3 5 1 19



4 1 19



2 1 19



4 5 5 1 19



4 4 1 19



2 2 1 19



5 9 5 5 1 19



8 4 4 1 19



6 2 2 1 19



6 30 9 5 5 1 19



8 8 4 4 1 19



6 6 2 2 1 19



7 31 30 9 5 5 1 19



9 8 8 4 4 1 19



9 6 6 2 2 1 19



8 31 30 9 5 5 1 19



30 9 8 8 4 4 1 19



30 9 6 6 2 2 1 19



9 31 30 9 5 5 1 19



31 30 9 8 8 4 4 1 19



31 30 9 6 6 2 2 1 19



Time Slice (s) 10 11 12 13



31 30 9 5 5 1 19



31 30 9 8 8 4 4 1 19



31 30 9 6 6 2 2 1 19



31 30 9 5 5 1 19



31 30 9 8 8 4 4 1 19



31 30 9 6 6 2 2 1 19



14



15



16



17



18



19



20



31 30 9 5 5 1 19



31 30 9 5 5 1



31 30 9 5 5



31 30 9 5



31 30 9



31 30



31



31 30 9 8 8 4 4 1 19



31 30 9 8 8 4 4 1



31 30 9 8 8 4 4



31 30 9 8 8 4



31 30 9 8 8



31 30 9 8



31 30 9



31 30



31



31 30 9 6 6 2 2 1 19



31 30 9 6 6 2 2 1



31 30 9 6 6 2 2



31 30 9 6 6 2



31 30 9 6 6



31 30 9 6



31 30 9



31 30



31



21



...



Cost (c1j ) -100 -98 -92 -84 -73 -61 -49 -38 -28 -20 -14 -9 -92 -84 -73 -61 -49 -38 -28 -20 -14 -9 0 0 -92 -84 -73 -61 -49 -38 -28 -20 -14 -9 0 0 0
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and to 3 aircraft per hour (1 per time slice) from 0100 to 0200 hours (time slices 4, 5 and 6). These forecasts, when translated to sampled sets of resource capacities, can be summarized in Table 5.4. Table 5.4 lists, for each sample, the capacities (krf ) of relevant system elements. The alternative capacity approximation approaches use these sampled sets to approximate a single set of resource capacities, which is then incorporated in the DSRP formulation. For this example, the capacities approximated using each alternative can be seen in Appendix C. The solution construction alternatives use solutions from five DSRP formulations, one for each sample, and construct a solution using techniques described in Sections 3.1 and 5.4. The stochastic programming alternatives use the SSRP-SRA, SSRP-SRA and SSRPSRA formulations described in Section 5.4 to find solutions that are expected to perform well under their respective recourse definitions.



5.5.1



Results



After making necessary changes in our generic implementation, the example schedule recovery problem was solved using each of the 16 alternative approaches. The solution that each alternative produces is a set of recovery options, and to measure the performance of these solutions, macros were implemented in Microsoft Excel 7.0, which crudely simulate these revised schedules under a given set of actual system element capacities according to basic queuing relations. The solution obtained from each alternative was tested using these macros under five sets of capacities, each assuming that one of the forecasts given in Table 5.4 were actually realized (k = {k1 , k2 , k3 , k4 , k5 }). The total actual value (AV (k)) of the revised schedules from each alternative under each capacity set k was then calculated using AV (k) =



X i∈I



AVi (k),



(5.20)
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Figure 5.4: SRP Example, Storm Forecasts
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Table 5.4: SRP Example, Sampled Capacities Sample 1 (k(e,s)1 ) e 4 5 6 7 8 9 10 30 31 32



1 5 5 5 5 5 5 5 5 5 5



2 3 3 5 5 3 5 5 5 5 5



3 3 3 5 5 3 5 5 5 5 5



4 1 1 5 5 1 5 5 5 5 5



s 5 1 1 5 5 1 5 5 5 5 5



6 1 1 5 5 1 5 5 5 5 5



7 3 3 5 5 3 5 5 5 5 5



5 5 1 5 5 1 1 5 1 1 1



6 5 1 5 5 1 1 5 1 1 1



7 5 3 5 5 3 3 5 3 3 3



5 5 1 1 5 5 1 5 1 1 1



6 5 1 1 5 5 1 5 1 1 1



7 5 3 3 5 5 3 5 3 3 3



5 5 5 1 5 5 1 1 1 1 1



6 5 5 1 5 5 1 1 1 1 1



7 5 5 3 5 5 3 3 3 3 3



5 5 5 1 1 5 5 1 5 5 5



6 5 5 1 1 5 5 1 5 5 5



7 5 5 3 3 5 5 3 5 5 5



Sample 2 (k(e,s)2 ) e 4 5 6 7 8 9 10 30 31 32



1 5 5 5 5 5 5 5 5 5 5



2 5 3 5 5 3 3 5 3 3 3



3 5 3 5 5 3 3 5 3 3 3



4 5 1 5 5 1 1 5 1 1 1



4 5 6 7 8 9 10 30 31 32



1 5 5 5 5 5 5 5 5 5 5



2 5 3 3 5 5 3 5 3 3 3



3 5 3 3 5 5 3 5 3 3 3



4 5 1 1 5 5 1 5 1 1 1



4 5 6 7 8 9 10 30 31 32



1 5 5 5 5 5 5 5 5 5 5



2 5 5 3 5 5 3 3 3 3 3



3 5 5 3 5 5 3 3 3 3 3



4 5 5 1 5 5 1 1 1 1 1



4 5 6 7 8 9 10 30 31 32



1 5 5 5 5 5 5 5 5 5 5



2 5 5 3 3 5 5 3 5 5 5



3 5 5 3 3 5 5 3 5 5 5



4 5 5 1 1 5 5 1 5 5 5



11 5 5 5 5 5 5 5 5 5 5



... ... ... ... ... ... ... ... ... ... ...



48 5 5 5 5 5 5 5 5 5 5



8 5 3 5 5 3 3 5 3 3 3



9 5 3 5 5 3 3 5 3 3 3



10 5 5 5 5 5 5 5 5 5 5



11 5 5 5 5 5 5 5 5 5 5



... ... ... ... ... ... ... ... ... ... ...



48 5 5 5 5 5 5 5 5 5 5



8 5 3 3 5 5 3 5 3 3 3



9 5 3 3 5 5 3 5 3 3 3



10 5 5 5 5 5 5 5 5 5 5



11 5 5 5 5 5 5 5 5 5 5



... ... ... ... ... ... ... ... ... ... ...



48 5 5 5 5 5 5 5 5 5 5



8 5 5 3 5 5 3 3 3 3 3



9 5 5 3 5 5 3 3 3 3 3



10 5 5 5 5 5 5 5 5 5 5



11 5 5 5 5 5 5 5 5 5 5



... ... ... ... ... ... ... ... ... ... ...



48 5 5 5 5 5 5 5 5 5 5



8 5 5 3 3 5 5 3 5 5 5



9 5 5 3 3 5 5 3 5 5 5



10 5 5 5 5 5 5 5 5 5 5



11 5 5 5 5 5 5 5 5 5 5



... ... ... ... ... ... ... ... ... ... ...



48 5 5 5 5 5 5 5 5 5 5



s



Sample 5 (k(e,s)5 ) e



10 5 5 5 5 5 5 5 5 5 5



s



Sample 4 (k(e,s)4 ) e



9 3 3 5 5 3 5 5 5 5 5



s



Sample 3 (k(e,s)3 ) e



8 3 3 5 5 3 5 5 5 5 5



s
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and   GCi P Ci u(max{0, sˇa (k)∆ − sˇij o ∆}) if leg i is not cancelled, i i AVi (k) = i ∈ I, (5.21)  0 if leg i is cancelled



where sˇai (k) is the actual arrival time slice for flight leg i as obtained from the analysis under capacity set k.



We summarize the average actual value of the revised schedules and the median CPU time for each alternative in Figure 5.5. Note that the value of each flight leg is its negative cost, hence higher values on Figure 5.5 denote better performance. For this example problem, the trends observed from the numerical CCGAP tests are still visible. Specifically, the stochastic programming-based approaches dominate the other alternatives in terms of performance. The only exception in this set of results is the relatively low performance of the SSRP-SRC formulation, which can be tied to the assumption of cancelling itineraries in cycles. The high CPU times of the stochastic programming solutions can be tied to the large number of resources: the subgradient search algorithms used while solving the stochastic programming models iterate through dual variables that grow large with the number of resources. Among the deterministic formulation-based approaches, the risk-averse trimmed mean and the comparative performance evaluation alternatives performed better than the others. An interesting result is that all stochastic programming-based heuristics were able to find the optimal solutions for their respective formulation, at CPU times significantly lower than the exact approaches. It should be noted, however, that these conclusions are based on a single example problem. Finally, we present a more detailed analysis comparing the revised schedules obtained using average capacities with those obtained from SSRP-SRA in Figure 5.6. In Figure 5.6, we denote the number of flights occupying a system element located in each sector during the first ten time slices, on a graphical representation of the air traffic network. Each panel lists these resource usages for two schedules: the left column in each panel shows the revised schedules obtained using average capacities, and the right column has schedules obtained
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Figure 5.5: SRP Example, Results
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using SSRP-SRA. Each panel corresponds to a set of actual capacities, and the sectors that are affected by the single storm are shaded at each time slice where the storm is active. Lighter shades denote actual system element capacities of 3 aircrafts per time slice, whereas darker shades denote a reduced capacity of 1 aircraft per time slice. Upon close inspection of Figure 5.6, it is easy to observe the success of SSRP-SRA in producing a set of revised schedules that perform well across possible realizations of capacities. The set of schedules produced by this approach were never over-capacity. Their total planning values were higher than those produced with other approaches, which would suggest a worse solution during planning but producing high performance upon realization of actual capacities.



In this chapter, the solution methodologies developed for resource-constrained assignment problems in Chapter 3 were modified and applied to the schedule recovery problem in air traffic flow management. The modifications include adding side constraints to the original formulations and accommodating these constraints in the solution techniques. Between the two solution methodologies, stochastic programming-based approaches produced solutions with higher values than with the first methodology. While the exact solutions to the stochastic programming formulations were computationally extensive, the approximate solution strategies produced similar performance with much reduced computational effort. The comparative performance evaluation and the risk-averse trimmed mean alternatives produced the best solutions from Methodology 1. Taking computation time into account, the approximate solution technique for the stochastic programming formulations was the clear winner.
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Chapter 6 SUMMARY



In this dissertation, we investigated two alternative methodologies to address capacity uncertainty in resource-constrained assignment problems. After a brief review of the resource-constrained generalizations of the classical assignment problem, we summarized possible sources of uncertainty that can affect these problems. We identified two methodologies – a deterministic formulation-based methodology and a stochastic programming-based methodology – to address uncertainty in the resource capacities. In the first of these methodologies, we presented two generic frameworks: capacity approximation and solution construction. The first of these frameworks is focused on approximating a single set of resource capacities to be used in a deterministic solution approach for the problem under consideration. The second framework was built around finding deterministic solutions under a number of sampled set of resource capacities, and utilizing these intermediate solutions while constructing a single solution set that would expectantly perform well under uncertainty. For the capacity approximation framework, we identified seven approximation schemes, whereas for the solution construction framework, we proposed three alternative approaches. In the second methodology, we focused on using stochastic programming techniques to find a solution to the resource-constrained assignment problems with unknown resource capacities. We presented three alternative stochastic programming formulations that differ mainly in their recourse definitions. We also discussed approximate and branch-and-bound techniques to solve the resulting formulations. In order to analyze the performance of the total of sixteen alternatives, we focused on the CCGAP as a specific generalization of the assignment problem. We presented a branchand-bound algorithm to solve deterministic instances of the CCGAP to optimality. We discussed three alternative ways to measure each approach’s solution performance under
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actual capacities. For one of these performance measures, we presented a feasibility solver to determine the optimal subset of assignments to be cancelled after the actual capacities are realized. We utilized these algorithms when carrying out experiments on a large set of CCGAP instances, for which the resource capacities were uncertain. The results from these experiments show that, regardless of the probability distribution that the resource capacities follow, stochastic programming-based branch-and-bound approaches were superior to others in performance. Moreover, approximate techniques for the stochastic programming formulations could produce solutions that are remarkably close to those obtained using the corresponding branch-and-bound approaches, in significantly low computational time. These approximate solutions were better than solutions obtained using average capacities (as is commonly done) in terms of both solution performance and computation time. Lastly, we focused on the schedule recovery problem in air traffic management under weather uncertainty, and reviewed how this problem can be formulated as a CCGAP with uncertain capacities. Modifications to the solution methodologies were made to accommodate additional constraints specific to the schedule recovery problem. We demonstrated on a simple example problem how our methodologies can be applied to this application. The results were consistent with the experiments, where the approximate stochastic programming approaches dominated the use of average capacities in both solution value and computation time. There exist several future research directions on the topics presented in this dissertation. A possible direction is to explore uncertainty in parameters other than resource capacities in resource-constrained assignment problems. In this case, the deterministic solution-based approaches presented in this dissertation can still be utilized to an extent, however the stochastic programming-based approaches would be significantly different. A new development of stochastic programming formulations would need to redefine recourses and take advantage of a different problem structure. Another possible research direction is to explore strategies other than Lagrangian relaxation to solve the stochastic programming formulations presented. Such alternative strategies could include linear relaxation, decomposition or heuristic approaches. The efficiency
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and effectiveness of any alternative strategy should be compared to those presented in this dissertation. It is also possible to extend the experimentation on the methodologies presented in this chapter, particularly by including tests on resource-constrained assignment problems other than CCGAP. In this case, a deterministic solver for the new family of test problems should be implemented and incorporated in the capacity approximation and solution construction frameworks. Finally, it is possible to extend the experimentation of the proposed methodologies on the air traffic management application of this dissertation, considering a variety of reallife schedule recovery problems. Such an analysis should be made in a sophisticated testing environment, in which model inputs are obtained from an extensive analysis of real-life data, and an advanced simulation tool is used that consider real-life geometry and other properties of the air traffic network. Test cases that represent various conditions of operations must also be considered.
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Appendix A LIST OF ACRONYMS



AFP:



Actual Feasibility Problem



APSC:



ATA:



Assignment Problem with Side Constraints



Air Traffic Association



ATFMP:



Air Traffic Flow Management Problem



ATM:



Air Traffic Management



ATN:



Air Traffic Network



CCGAP:



Collectively Capacitated Multi-Resource Generalized Assignment Problem



DOT:



Department of Transportation



GAP:



Generalized Assignment Problem



GHP:



Ground Holding Problem



GMP:



Generalized Matching Problem



MRGAP:



OAG:



Multi-Resource (or Multi-constraint) Generalized Assignment Problem



Official Airline Guide



SCCGAP:



Stochastic CCGAP with Random Resource Capacities



SCCGAP-SRA:



SCCGAP with Simple Recourse on Infeasibility Amounts
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SCCGAP-SRN:



SCCGAP with Simple Recourse on Number of Infeasibilities



SCCGAP-SRC:



SCCGAP with Simple Recourse on Cancellations



SRP:



Schedule Recovery Problem
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Appendix B FLOWCHART OF APPROACH TAXONOMY



Solution Methodologies



for resource-constrained assignment problems with capacity uncertainty



Methodology 1



Using Deterministic Solutions



Capacity Approximation Approach



Methodology 2



Stochastic Programming



Simple Recourse on Amount of Infeasibilities (SRA)



Alternative 1: Single Sample Alternative 2: Average Capacities



Simple Recourse on Number of Infeasibilities (SRN)



Alternative 3: Median Capacities Alternative 4: Most Likely Capacities Alternative 5: Risk-Neutral Trimmed Mean Alternative 6: Risk-Averse Trimmed Mean Alternative 7: Risk-Prone Trimmed Mean



Solution Construction Approach Alternative 1: Most Likely Agent Alternative 2: Least Costly Agent Alternative 3: Comparative Performance Evaluation



Simple Recourse on Cancellations (SRC)
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Appendix C APPROXIMATED RESOURCE CAPACITIES FOR SRP EXAMPLE
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