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Abstract. Automatic detection of aggressive situations has a high societal and scientific relevance. It has been argued that using data from multimodal sensors as for example video and sound as opposed to unimodal is bound to increase the accuracy of detections. We approach the problem of multimodal aggression detection from the viewpoint of a human observer and try to reproduce his predictions automatically. Typically, a single ground truth for all available modalities is used when training recognizers. We explore the benefits of adding an extra level of annotations, namely audio-only and video-only. We analyze these annotations and compare them to the multimodal case in order to have more insight into how humans reason using multimodal data. We train classifiers and compare the results when using unimodal and multimodal labels as ground truth. Both in the case of audio and video recognizer the performance increases when using the unimodal labels.
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Introduction



It comes very easy for people witnessing a scene to judge whether it is aggressive or not, and given the context, whether such behavior is normal or not. In their judgment they rely on any clue that they might get from sound, video, semantics and context. The exact process by which humans combine these information to interpret the level of aggression in a scene is not known. When one modality is missing, the decision becomes harder. With our research we are trying to mimic human decision process by means of computer algorithms that are able to discriminate between different patterns. The problems with automatically processing multimodal data start already from the annotation level. Should we annotate multimodal data in a multimodal way? Do we need extra unimodal annotation? Typically unimodal processing techniques are used for training models based on multimodal labeling. Yet in many cases an event is apparent only in one of the modalities. In this paper we take an approach resembling the human model of perception of aggressive scenes as depicted in Figure 1. Historically, human perception has been viewed as a modular function, with the different sensor modalities



operating independently of each other and then apply semantic fusion. To emulate human processing we researched unimodal scoring systems. Therefore we use both unimodal and multimodal annotations. That is to say, we requested human annotators to score the data using only video recordings, only sound recordings or using both. These unimodal annotations give us more insight in the process of interpreting multimodal data. We analyze the correspondences and differences between annotations for each case and we observe the complexity of the process and the unsuitability of using simple rules for fusion.



Vision Fusion



Aggression perception



Sound



Fig. 1. Human model of aggression perception



We compare the performance of a detector trained on audio-only labels with one trained using multimodal labels. Using the unimodal annotation leads to approximately 10% absolute improvement. The same holds in the case of video. Having more accurate unimodal recognizers is bound to give a higher overall situation awareness and better results for multimodal fusion. In this work we restrict ourselves to low sensor features but the results can be improved by using higher level fusion, context or temporal effects. This paper is organized as follows. In the next section we give an overview of related work. Next we describe our database of aggressive scenarios with details on the process of annotation and its results. We also provide an analysis of the annotation results. We continue with the details of the unimodal classifiers and the fusion strategies and results. The last section contains our conclusion.



2



Related work



In [1] the influence of the individual modalities on the perception of emotions has been studied. One of their findings was that the agreement between annotators was the lowest for the multimodal case and the highest for audio only in the category based approach. For the dimensional approach, in the case of activation, it proved that strong emotions were present in all modalities, but for the lower active cases audio performed better than video. Multimodal recognition of user states or of focus of attention of users interacting with a smart multimodal communication telephone booth was researched in [7]. In the case of user state recognition their results show that a second modality was reinforcing the clear cases but was not adding much gain in the doubtful cases. On the other hand, in the case of focus of attention, multimodality seemed to always help.



In [9] a smart surveillance system is presented, aimed at detecting instances of aggressive human behavior in public domains. At the lower level, independent analysis of the audio and video streams yields intermediate descriptors of a scene. At the higher level, a dynamic Bayesian network is used as a fusion mechanism that produces an aggregate aggression score for the current scene. The optimal procedure of multimodal data annotation and the core mechanisms for multimodal fusion are still not solved. Furthermore, the findings seem to be dependent on the application [7]. Next, we analyze the issues related to multimodal annotation and recognition in the context of overt aggression.
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Corpus of multimodal aggression Database description



We use the multimodal database described in [8]. The corpus contains recordings of semi-professional actors which were hired to perform aggressive scenarios in a train station setting. The actors were given scenario descriptions in terms of storyboards. In this way they are given a lot of freedom to play and interpret the scenarios and the outcomes are realistic. The frame rate for video is about 13 frames per second at a resolution of 640x256 pixels. Sound is recorded with a sample rate of 44100Hz with a 24 bit sample size. We use 21 scenarios that span 43 minutes of recordings and are composed of different abnormal behaviors like harassment, hooligans, theft, begging, football supporters, medical emergency, traveling without ticket, irritation, passing through a crowd of people, rude behavior towards a mother with baby, invading personal space, entering the train with a ladder, mobile phone harassment, lost wallet, fight for using the public phone, mocking a disoriented foreign traveler and irritated people waiting at the counter or toilet. 3.2



Annotation



The annotation has been done in the following settings: (i) audio-only (the rater is listening to samples of the database without seeing the video), (ii)video-only (the rater is watching samples of the database without sound) and (iii) multimodal (the rater used both video and audio samples). For each annotation scheme the data has been split in segments of homogeneous aggression level by two of the annotators using Anvil [4]. For each segment we asked the raters to imagine that they are operators watching and / or listening to the data. They had to rate each segment on a 3 point scale as follows: label 1 - normal situation, label 2 - medium level of aggression / abnormality (the operator’s attention is drawn by the data) and label 3 - high level of aggression / abnormality (the operator feels the need to react). Besides the three point scale the annotators could choose the label 0 if the channel conveyed no information. For each annotation setting the data was split in segments of homogeneous aggression level by two experienced annotators. In general, there was a finer



segmentation for the audio - a mean duration of 8.5 seconds, and a coarser one for video and multimodal with mean segment durations of 15 and 16 seconds respectively. The different segment durations are inherent in the data and in the way each modality is dominant or not for a time interval. In the case of audio the resulting segment durations are shorter also because when people are taking turns to speak, the aggression level changes with the speaker. Seven annotators rated the data for each setting (modality). The inter-rater agreement is computed in terms of Krippendorff’s alpha for ordinal data. The highest value is achieved for audio, namely 0.77, while video and multimodal are almost the same, 0.62 and 0.63 respectively. One reason can be the finer segmentation that was achieved for audio, but also that raters perceived verbal aggression in very similar ways. The values do not reflect perfect agreement but are reasonable given the task. Figure 2 displays distribution of the labels in terms of duration for each annotation setting. It can be noticed that the data is unbalanced with mostly neutral samples. However, the duration of the segments with label 3 is growing in the case of multimodal annotation. This can be caused by the additional context information that people get when using an extra modality and from the more accurate semantic interpretation that they can give to a scene, even if it does not look or sound extremely aggressive.



Fig. 2. The duration of each class based on the different annotations
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Automatic aggression detection



In this section we describe in turn the audio, video and multimodal classifiers. Because we aim at an approach close to what we can expect in a real-life application and a real-time system, we refrain from using fine preset segmentations as turns in the case of audio or borders of actions in the case of video. Instead, we decide to base our analysis on segments of equal length (2 seconds). We expect that this choice leads to lower accuracies but the approach is the same as when we need to buffer data in a real-time detector. In Figure 3 we summarize our results from the annotation and classification. The figure contains three types of values. The inner values represent the correlation coefficients between the annotations based on the three set-ups. The highest correlation is between the audio annotation and the multimodal one and the lowest is between the audio and the video annotations. This means that in many



cases the audio and video annotations do not match, so we can expect that they provide complementary information which can be used for fusion. The connecting arrows between the inner and the outer figure represent the accuracies of the classifiers(in %). Each time the feature type matches the annotation type. The highest accuracy is obtained in the case of audio but we did not experiment yet with more advanced fusion methods that might improve the multimodal classifier. Finally, the values on the outer figure represent the correlations between the labels predicted by the classifiers. These values are lower than the values from the inner figure but in correspondance and reflect the results of the classifiers. We have compared 3 classifiers on the audio features, video features and a concatenation of both. The classifiers are support vector machine (SVM) with a second order polynomial kernel, a logistic regression classifier, and AdaBoostM1. The differences between classifiers’performances are not significant, therefore we display only the best one for each case. The results using a 10 fold cross-validation scheme are presented in Table 2. For each case we report the true positive (TP) and false positive (FP) rates and the weighted averaged area under the ROC curve and display the confusion matrices in Table 3. Because the number of samples from each class is unbalanced, accuracy by itself is not a precise measure. clMM 70%
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Fig. 3. Correlation coefficients between the original and predicted labels for the 3 modalities and the accuracies of the classifiers in %
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Audio processing



Vocal manifestations of aggression are dominated by negative emotions such as anger and fear, or stress. In the case of our audio recognizers we use a set of prosodic features inspired from the minimum required feature set proposed by [3] and [6]. The feature set consists of 30 features: speech duration, statistics (mean standard deviation, slope, range), over pitch (F0) and intensity, mean formants F1-F4 and their bandwidth, jitter, shimmer, high frequency energy, HNR, Hammarberg index, center of gravity and skew of the spectrum. In Table 1 we show the information gain for the best 20 features. Difficulties of processing realistic data arise from high and different levels of noise. As a first preprocessing step we use a single-channel noise reduction algorithm based on spectral subtraction. We used the noise reduction scheme used in [2] in combination with the noise PSD tracker proposed in [2]. This



Table 1. Information gain for each feature Rank Feature 0.423 mean I 0.409 high energy 0.387 max I 0.379 slope I 0.294 bw3



Rank 0.287 0.284 0.25 0.218 0.216



Feature bw1 HF500 range I skew S std I



Rank Feature Rank Feature 0.216 bw2 0.161 mean F0 0.198 slopeltaspc 0.152 HNR 0.197 mean F3 0.144 shimmer 0.184 cog S 0.132 HF1000 0.161 max F0 0.127 duration



procedure solves the noise problem but musical noise artifacts appear, which generate additional F0. Since solving musical noise is a complex problem and out of our scope we decided to use the original samples. Another problem inherent in naturalistic data is the existence of overlapping speech. Because of overlapping speech and the fixed sized unit segment, the F0 related features have a lower information gain than expected. 4.2



Video processing



For the video processing unit we use the approach in [5]. The video segments are described in terms of space-time interest points (STIP) which are computed for a fixed set of multiple spatio-temporal scales. For the patch corresponding to each interest point, two types of descriptors are computed: histograms of oriented gradient (HOG) and histograms of optical flow (HOF). These descriptors are used based on a bag-of-words approach. A codebook is computed using the kmeans algorithm and each feature vector is assigned to a visual word based on the smallest Euclidean distance. For each time segment that we analyze we compute histograms which compose the final feature set for the classifier. We have tested this approach with vocabularies of different sizes, with HOG, HOF and HNF (a concatenation of HOG and HOF) and with unit length of 1,2 and 3 seconds. The best results were obtained for HNF using a vocabulary of 30 words and for time segments of 2 seconds and the AdaBoostM1 classifier (see Table 2). 4.3



Multimodal processing



The feature vectors from audio and video are concatenated into a new multimodal feature vector that becomes the input of our classifier (using the multimodal labels), an approach known as feature-level fusion. The performance is in between the performances of audio only and video only. 4.4



Results



As expected, the accuracy of the unimodal recognizers increased when using the unimodal labels as ground truth. The improvement is as high as 11% absolute in the case of audio and 9% absolute in the case of video, as can be noticed from Table 2. We realize that a more advanced fusion will result in better performance but this is a basic approach.



Table 2. Results for audio recognizers with audio-only and multimodal ground truth Features Labels Classifier TP FP A 0.77 0.19 A SVM MM 0.66 0.25 V 0.68 0.26 V AdaBoostM1 MM 0.59 0.30 MM MM AdaBoostM1 0.70 0.22



ROC 0,81 0,74 0.77 0.72 0.84



Table 3. Confusion matrices for: audio classifier(left), video classifier(middle), multimodal classifier(right) Classified as 1 2 3 Correct 629 76 4 1 133 261 22 2 6 53 94 3
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Classified as 1 2 3 Correct 490 132 9 1 190 321 8 2 20 53 51 3



Classified as 1 2 3 Correct 401 116 1 1 127 439 22 2 14 97 54 3



Unimodal differences and consequences for multimodal classification



The unimodal annotations allow us to have more insight into how multimodality works. In many cases the labels from audio, video and multimodal annotation match, but there are also many cased when they do not. The examples presented in Table 4 can give a hint of how complex the fusion process is, hence we can not expect to mimic it by simple rules or classifiers. Table 4. Example of scenes with different multimodal scores. The abbreviations stand for: A=audio, V=video, MM=multimodal, H=history, C=context, S=semantics, W=words A 2 3 1 2 1 3 1
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V 2 2 2 3 3 3 3



MM 3 3 1 2 3 2 2



Scene touching verbal fight funny non aggressive movement aggressive movement but it does not sound serious physical fight, silent person pushing through crowd, people complaining person accused of stealing wallet, sounds calm, movement



Problem type S,W H S S H,S,C H,S,C H,S,C



Conclusions and future work



In this paper we have approached the problem of multimodal aggression detection based on the human model of perception. Our results show that using an



extra level of annotations improves the recognition of the classifiers with on average 10%. The accuracies are still far from 100%, but we are only using very simple features, with no semantic interpretation, no history and no context. For example, for audio we analyse how something is said but we do not take into account the meaning of words. In the future we will use speech recognition in order to find key words and have more insight into the meaning. In the case of video we currently employ movement features. Nevertheless, a lot of aggression can be seen from facial expression, body gestures, aggressive postures, which are not yet incorporated in our system. Another benefit of analyzing data both unimodal and multimodal is that we have insight into the complexity of the problem. Applying a simple rule or a classifier to solve the fusion problem is not sufficient. In our future work we plan to use a reasoning based approach and probabilistic fusion including reasoning over time with dynamic Bayesian networks.
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