









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













SCIENCE CHINA Information Sciences



. RESEARCH PAPERS .



August 2010 Vol. 53 No. 8: 1555–1565 doi: 10.1007/s11432-010-4026-5



Augmented reality registration algorithm based on nature feature recognition CHEN Jing1 ∗ , WANG YongTian1,2 , GUO JunWei1 , LIU Wei1 , LIN JingDun1 , XUE Kang1 , LIU Yue1 & DING GangYi3 2School



1School of Optoelectronics, Beijing Institute of Technology, Beijing 100081, China; of Computer Science and Technology, Beijing Institute of Technology, Beijing 100081, China; 3School of Software, Beijing Institute of Technology, Beijing 100081, China



Received November 4, 2009; accepted February 5, 2010



Abstract This paper presents an improved key frame based augmented reality registration algorithm for real-time motion tracking in outdoor environment. In such applications, wide-baseline feature matching is a critical problem. In this paper, we apply randomized tree method to match key points extracted from the input image to those key frames as a classiﬁcation problem. Extended Kalman ﬁlter is also utilized for jitter correction. A video see-through mobile augmented reality system is built for the on-site digital reconstruction of Yuanmingyuan Garden. Experimental results demonstrate that this algorithm is real-time, robust and eﬀective for outdoor tracking. Keywords



outdoor augmented reality, camera tracking, randomized tree



Citation Chen J, Wang Y T, Guo J W, et al. Augmented reality registration algorithm based on nature feature recognition. Sci China Inf Sci, 2010, 53: 1555–1565, doi: 10.1007/s11432-010-4026-5



1



Introduction



Augmented reality (AR) is a newly developed computer application and interaction technology. Unlike virtual reality (VR), where the user is completely immersed in a virtual environment, an augmented reality system is augmenting the real world scene. The computer-generated 3D graphics or 2D text is merged with the real view to help users to learn and perceive more information which cannot be seen in the real world [1]. Augmented reality has been widely applied in many domains, such as medical visualization, military training, manufacturing, maintenance and repair [2–5]. They all involve superposing computergenerated virtual model on real scenes, which must be done in real-time. 3D real-time tracking is therefore a critical technique of most AR applications. The augmented virtual objects must remain aligned with the observed 3D positions and orientations of the real object accurately, even when users move their viewpoint quickly. Marker-based tracking for AR environments prepared by calibrating the environment, adding landmarks, controlling lighting and limiting the operating range to facilitate tracking has been highly successful. The most popular one is the ARToolkit library of Kato and Billinghurst1) . ∗ Corresponding



author (email: [email protected]) 1) ARToolkit sofeware can be downloaded from the following website: http:// www.hitl.washington.edu/artoolkit/
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However, building an eﬀective outdoor augmented reality system is much more diﬃcult than building indoor systems. First, fewer resources are available outdoors. Computation, sensors, weight and power are limited to what a user can reasonably carry. Second, we have little control over the environment outdoors. In an indoor environment, we can carefully control the lighting conditions, select the objects in view, and add man-made marker to make the tracking process easier. Modifying outdoor environment to that degree is unrealistic. Tracking of natural features can overcome these limitations and scale AR to operate in unprepared environments. Many markerless tracking techniques have emerged recently to facilitate AR in unprepared environments. Model-based approaches are the commonly used method for dealing with unprepared environment [6, 7], which can achieve real-time tracking by re-projecting features of the given 3D model onto the 2D image. Position and orientation can be found by least-squares minimization of an objective function. Unfortunately, the optimization process may lead to error local minimum, when target object features become too close to each other. Another approach for outdoor environment pose tracking is to use concatenating transformations. However, the drawback inherent in this pose tracking is that the estimated parameters tend to suﬀer from error accumulation in long image sequences [8]. In this paper, we introduce a robust markerless tracking approach which can perform markerless tracking for outdoor environment using randomized trees method. The system does not suﬀer from the drift problem, as pose estimation is carried out without the use of past frames. Moreover, it does not place assumption nor constraint on camera motion. With a single oﬀ-the-shelf camera, no additional sensor is needed for the 6 DOF pose tracking. A video see-through mobile augmented reality system is also built for the on-site digital reconstruction of Yuanmingyuan Garden.



2



The framework of the algorithm



In AR system, camera pose tracking is quite a challenging task. The motion of the camera is very dynamic and unpredictable. The 3D camera pose must be estimated real-time for each video frame. The computational complexity of the pose estimation algorithm should be reasonable, and the robustness as well as accuracy has to be ensured. As indicated, most of current markerless tracking approaches require a 3D model of the environment for matching 2D features to those lying on the model. However, in our project such a strategy would result in performance problems because the outdoor model is very complex. Actually, our approach does not need to create the 3D model of the environment. The matching of feature points and the pose estimation are carried out completely in 2D, which increases the matching speed and simpliﬁes the oﬄine preparation. Figure 1 shows the framework of our tracking algorithm, which includes oﬄine and online stages. During oﬄine stages, some reference frames can be captured and calibrated. Key points lying on the target object will be detected and trained to make these key points adapt to image noise, diﬀerent lighting condition and viewpoints. During real-time tracking stages, normalized Euclidean distance is applied to choose the reference image whose viewpoint is as close as possible to the current captured image, and randomized trees are used to recognize key points extracted from the inputting images. Once the 2D key point correspondences are established between the current camera image and one of the reference images, homography matrix H can be calculated. Based on the apriori known pose of the calibrated reference image, camera pose P can be calculated reliably. Once the 3 × 4 transform matrix P is estimated, it can then be used for rendering virtual objects onto the real environment for augmentation purposes.



3 3.1



Feature detection and training with randomized trees during oﬀ-line stage Creating and calibrating reference images



At each time step, the system needs to select a key frame as the reference image to estimate the camera pose. Therefore key frames are very important to our approach. On preparing stage, a set of key frames that represent the scene from diﬀerent viewpoints need to be created and calibrated. In order to build
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The ﬂowchart of our tracking method.



Figure 2



Creating key frames.



these key frames, we use a camera to capture the real scene image sequences from diﬀerent directions (Figure 2). After that we make use of commercial Boujou software2) or place ARToolKit markers in the real environment to estimate the corresponding camera projection matrix P from the video sequences. 3.2



Choosing key frame by using normalized Euclidean distance



During the online stage, when a camera moves around the scene, the system has to choose which key frame’s viewpoint is as close as possible to the current captured image. This step is a critical task on which the quality of our algorithm depends. As we all know, for pose estimation problem, the orientation and the translation have diﬀerent scales of measurement. One is degrees and the other is meters or millimeters, which will result in one or two orders of magnitude diﬀerences for the orientation and translation estimation. Taking into account both orientation and translation of the camera, we design a normalized Euclidean distance as the criterion to eliminate the diﬀerent scales of the orientation and translation measurements. Since the camera pose for the current image is unknown, we choose the key frame closest to the camera position and orientation estimated for the previous frame. The normalized Euclidean distance Ed can be written as 3 4 i 2 i 2 i=1 (pt−1 − pki ) i=1 (qt−1 − qki )  + (1 − σ) , (1) Edi = σ  3 4 3 3 i i 2 2 2 2 (p ) (p ) (q ) (q ) ki ki t−1 t−1 i=1 i=1 i=1 i=1 2) A trail edition of Boujou software can be downloaded from the website: http://www. 2d3.com
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where (qki , pki ) is the pose of the key frames, (qt−1 , pt−1 ), the camera pose of the previous frame, and the weight σ associated with position and rotation is selected by empirical values. 3.3



Nature feature recognition



In most markerless AR systems, natural features are used for establishing correspondences between consecutive frames in a video sequence. SIFT detector [9], which is invariant to image scaling, rotation, and partially invariant to changes in illumination and viewpoint, has been identiﬁed as one of the best feature detectors and has already been used for establishing point correspondences in many tracking ﬁelds. However, such descriptors are relatively slow and cannot be used to handle large numbers of feature points in real-time. More recently, Lepetit [10, 11] introduced a very robust feature matching method in real-time system. They treated the matching problem as a classiﬁcation problem using randomized trees. Each feature with its descriptors generated during the training phase is considered as a class corresponding to the set of all its possible appearances. Feature matching is achieved by attributing each newly detected feature in the captured image to one of these classes, namely decide whether Y (X) ∈ {−1, 1, 2, . . . , N } = C or not. Actually, this is a common problem existing in supervised machine learning techniques. In these years many successful machine learning techniques have been proposed, such as principal component analysis, K-nearest neighbors, decision tree and support vector machine. However, principal component analysis and K-nearest neighbors are time consuming. System tends to be computationally expensive, which is not suitable for augmented reality applications. Feature recognition with randomized tree not only can detect key points in the presence of image noise, changes in scale, rotations, aspect ratio and illumination changes, but also can match features in real time by using a very simple classiﬁer at each node to classify features. Therefore, in this paper we utilize randomized tree method to recognize nature features. During training, given the reference image of a target object, we ﬁrst extract interest points and generate numerous synthetic views of their possible appearance under geometrical distortion. All these synthetic views are used to train the classiﬁers, which will be used at run-time to recognize the keypoints under viewpoint and scale variations by deciding to which their appearance belongs. 3.3.1



Building training images



If a target object can be assumed to be locally planar, a set of training images can be synthesized by warping the reference image to a set of viewpoints deﬁned by an aﬃne transformation: m − m0 = A(m − m0 ) + t.



(2)



The random samples of transformation parameters (eq. (2)) are A = Rθ R−1 φ SRφ ,



(3)



where Rθ and Rφ are two rotation matrices respectively parameterized by the angles θ and φ, and S = diag[λ1 λ2 ] is a scaling matrix. Since the training images are synthesized, the true correspondences are accurately known. Consequently, the detecting ability of each feature in the synthesized images can be studied. The most stable features of the object, i.e., the ones that can be detected repeatedly despite noise and perspective distortion, are selected to help make the matching robust to noise and cluttered background. Figure 3 shows the new views of the whole object generated by using eq. (2). 3.3.2



Key points extraction



To handle as wide as possible a range of viewing conditions, feature point extraction should be insensitive to scale, viewpoint, and illumination changes. Lindeberg [12] proposed that the normalization of the Laplacian detector was a true invariant scale feature detector. Mikolajczyk [13] also found that the extrema of the Laplacian produce more stable image features than a range of other possible image functions, such as Hessian and Harris corner function. Thus, we select LoG feature extraction algorithm as features detector to ensure extracted features invariant to scale and aﬃne changes. Meanwhile, in
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New views synthesized by using aﬃne transformation.



Randomized tree (left) and the posterior distribution (right) in leaf-node.



order to ensure that the extracted features have a high probability P (k) to be found, even when image noise, geometrical distortion and illumination changes occur, we count the probability P (k) of all the features extracted in the reference images. Let Γ be the geometric transformation used to synthesize a new view and let k  be an interest point extracted from this view using LoG feature extraction algorithm. By applying Γ−1 to k  , we can recover a corresponding key point k  in the reference image. If | Γ−1 (k  ) − k |


Key points classification



At the center of the randomized tree method is a forest of N decision trees. A single simpliﬁed tree of depth D = 3 is illustrated in Figure 4. Each tree maps an input image patch to one of 2D posterior distributions (the leaves of the tree) which describe the probability of the patch belonging to one of the previously trained feature classes. The mapping is the result of a series of simple binary tests which make the tree’s nodes: each test simply compares the patch’s Gaussian-smoothed intensity values I(·) at two pixels m1 and m2 taken in the neighborhood of the keypoint: if I(p, M1 ) − I(p, m2 )  τ, go to child one; else go to child two; τ is a threshold deciding in which range two intensities should be considered as similar. Once the patch’s posterior probability for every tree has been estimated, the class whose sum of posteriors is greatest forms the classiﬁcation result. Hundreds or thousands of patches belonging to each known class simply drop down from each tree and the associated posterior is incremented. Although each individual tree may itself be a rather poor classiﬁer, the combination of N tree’s posteriors yields good recognition results.
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Feature correspondences by using randomized trees



Once the training trees are built, the pixels to be tested in each node and the class posterior distributions are calculated, it is easy to classify new points diﬀerent from the ones in the training test. During the classiﬁcation stage, the patches centered at the key point extracted from the input image drop down from every tree that constitutes the forest. After the binary tests in each node on the training trees, the new patch will reach a leaf node. The posterior distributions stored in leaf nodes are used to assign a class probability value to the new patch that reach as that node, P (Y (X) = c | T = TL , n = η), where TL is a given tree of the forest, n is the node reached by the example patch, and c is the assigned class label.



4 4.1



Camera tracking during on-line stage Homography between current video image and the key frame



By using randomized trees method described above, we can establish 2D correspondences between current image points mc and the key frame mk . All these point-to-point correspondences form a set of initial matches. RANSAC algorithm is then employed to discard outliers and retain a set of accurate interesting point correspondences. By using RANSAC algorithm, some of the current image points mc are accurately matched to the points mk lying on the key-frame, which are constrained by the 3 × 3 homography matrix H: mc = λHkc mk , (4) where λ is an unknown homogeneous scale factor. Given at least four such correspondences, homography matrix H may be computed via the singular value decomposition. In order to improve the tolerance to data errors and the accuracy of estimated homography matrix, we apply Levenberg-Marquardt algorithm to minimize the error between the 2D key points detected on the keyframe and points which are projected by the homography matrix. Eq. (5) shows the cost function ˜k −m ˜ c ). min( Hkc m 4.2



(5)



Projection matrix



Given a set of 3D points whose homogeneous coordinates are represented by (xw , yw , zw , 1) and a corresponding set of 2D points (xt , yt , 1), the relationship between the 3D points and 2D points can be measured by ⎡ ⎤ ⎡ ⎤ xw xt ⎢ ⎥ ⎢ ⎢ ⎥ ⎥ ⎢ yt ⎥ = K[r1 r2 r3 | T ] ⎢ yw ⎥ . (6) ⎢ ⎥ ⎣ ⎦ ⎣ zw ⎦ 1 1 If we assume that all the 3D points lie on the zw = 0 plane of the world coordinate system, eq. (6) can be rewritten as ⎡ ⎤ ⎡ ⎡ ⎤ ⎤ xw xt xw ⎢ ⎥ ⎢ ⎢ ⎢ ⎥ ⎥ ⎥ ⎢ yt ⎥ = K[r1 r2 r3 | T ] ⎢ yw ⎥ = K[r1 r2 | T ] ⎢ yw ⎥ . (7) ⎢ 0 ⎥ ⎣ ⎣ ⎦ ⎦ ⎣ ⎦ 1 1 1 Let Hwt = K[r1t , r2t | Twt ],



(8)



where K is the intrinsic parameters of the camera and Hwc is the homograph matrix from the world coordinates to the current frames. Actually, we already accurately know the mapping Hwk from world
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coordinates to the key frames of the sequence and we can also measure Hkc for any input frames from the matched key points. Therefore using the known value of Hwk , we obtain the homograph matrix Hwc : Hwc = Hkc Hwk = K[r1c r2c | Twc ].



(9)



Here [r1 r2 | T ] contains the translation T and the ﬁrst two columns of the rotation matrix R. Given homography matrix Hwc , if the intrinsic parameters of the camera are known, we can easily extract r1 and r2 from the ﬁrst two columns of K −1 Hwc . We know that R must be a rotation matrix, and its columns should be orthonormal. So r3 can be given by the cross product r3 = r1 × r2 . Having obtained rotation matrix R and translation T , we can calculate the projection matrix Pwc by equation: Pwc = K[r1c , r2c , r1 × r2 | T ].



4.3



Extended Kalman filter for jitter correction



Actually the sole use of key frames to calculate camera pose will result in jitter, because the successive camera pose would be recovered independently for each frame. In order to avoid jitter problem, we apply extended Kalman ﬁlter to smooth the estimated orientation and translation results. For the camera dynamic motion model we denote constant angular velocity and constant translational velocity and represent motion by a state vector xt = [q, w, p, v]. Unit quaternion q = (qw , q1 , q2 , q3 ) is used to represent the orientation of the camera. ω is the corresponding angular velocities, p the translations of the object along the x, y and z axes, and v is their corresponding velocities. δT denotes the duration over the sampling period. The state transition equation for the model is: x ˆ− t+1 = Axt + ηt , where A is the transformation matrix, ηt the noise matrix and ⎤⎤ cos(0.5ωδT ) ⎢(qt ) ⊗ ⎣ ω ⎦⎥ ⎥ ⎢ sin(0.5ωδT ) ⎢ ω ⎥ ⎥ ⎢ ⎥. =⎢ ω t + nω ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ pt + vt δT ⎦ ⎣ vt + nv ⎡



xt+1



⎡



(10)



The measurement equation can be expressed by − z˜m = Hm Xt+1 + w,



(11)



where w is the measurement noise, zm the column vector representing the real measurements from the image sequence for the camera pose (q, p) calculated by the above algorithm and Hm is the corresponding measurement function, which is linear and can be expressed as [I, 0, I, 0]. The measurement update of the state vector and the covariance matrix P can be described by x− xt+1 = x− t+1 + k(zm − hm (ˆ t+1 )), − Pˆt+1 = (E − KHm )Pˆt+1,t .



(12) (13)



Normally, a failure of vision measurements is easily generated in case of the feature’s disappearing or in case of the mistracked image features. In order to make the motion estimation more robust and applicable, reliable failure detection is needed. If no vision measurements are outputed, the state uncertainty will obviously increase. Therefore we can compute the frobenius norm of the state uncertainty and compare it to a threshold. Furthermore the translation measurement in the state vector is also checked. If the change of the translation is signiﬁcant and exceeds the threshold, re-initialization will be invoked.
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The display unit (left) and students test our algorithm in Yuanmingyuan Garden (right).



Two key frames calibrated (a), input images captured (b), the real and virtual scene merged together (c). Table 1
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The normalized Euclidean distance between input images and key frames Key frame 1



Key frame 2



Input image 1



1.0962



3.1385



Key frame 3 5.1085



Input image 2



5.6875



1.4760



0.4880



Experimental evaluation



In our mobile AR system, a video see-through HMD modiﬁed from virtual Z800 glasses is used as the display unit in order to ease the requirement for registration accuracy, and to avoid the complexity of having to calibrate the unit for each user. Philips USB camera, a camera with a frame rate of 30 fps for color images of pixels, is chosen as image capturing device. Figure 5 shows the display unit used in our mobile augmented reality system and the students wearing our system in Yuanmingyuan Garden. 5.1



Feasibility



During the oﬄine phase, ﬁfteen randomized trees with depth up to ten are trained. Multiple images are captured as reference frames. Displayed in Figure 6 (a) are two reference images captured. From these reference images, features are detected using Laplacian of Gaussian method. For each feature point detected, a set of computer synthesized training images is generated using eq. (2) presented in section 3. On real-time tracking stage, ﬁrst reference image whose viewpoint is closest to current images is chosen according to eq. (1). Table 1 depicts the key frame selection results by using the normalized Euclidean distance. The weight σ = 0.7 associated with rotation and 0.3 with translation is selected by empirical values. Based on the randomized tree feature matching algorithm as well as key frame based tracking method, the 3D camera pose can be calculated using the approach presented in sections 3 and 4. Using the calculated camera pose information, we projected a virtual 3D model of original Dashuifa building into the real world scene for augmentation purposes. With the movement of users, the augmented model remains at the right position, even when the environment and viewpoint change.
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The reprojection error.



Augmented scenes under partial occlusion and large scale change.



Accuracy



In order to test the accuracy of our registration algorithm, we estimated the reprojection error, which is the squared distance between the projection of feature points in the current image and the measured 2D coordinates in the keyframe. Figure 7 depicts the reprojection errors. The max reprojection error is about 1.12 pixels and the average error is 0.64 pixels. The distance measurement accuracy is lower than 2 mm and the angle measurement accuracy lower than 0.5 degree. 5.3



Partial occlusion and the change of scale



Figure 8 demonstrates that even when high occlusions and the large scale have occurred, correct registration and augmentation can still be achieved, which proves that pose estimation has been calculated accurately. 5.4



Jitter elimination by EKF



Only using key frames to calculate camera pose will result in jitter inevitably. In order to avoid jitter problem, we apply extended Kalman ﬁlter to smooth the estimated orientation and translation results. We run the same video twice. One utilizes the extended Kalman ﬁlter to smooth the estimated parameters and the other does not. Figure 9 shows the estimated translation and rotation parameters with and without EKF respectively. The dashed line demonstrates the translation and rotation data obtained after using extended Kalman ﬁlter, while the solid one does not. These plots indicate that the Kalman ﬁlter will gain its convergence within 6 frames and most of the jitter is eliminated by the ﬁlter.
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Figure 9
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The estimated translation parameters with and without EKF (a), the estimated rotation parameters with and



without EKF (b).



Figure 10



The performance compared with ARToolkit in diﬀerent light conditions.



Figure 11



5.5



The performance compared with ARToolkit in occlusion.



The performances compared with ARToolkit



We also tested our system in indoor environment. With good light conditions and simple background images, our registration algorithm can achieve 25 frame rates per second. The performances of our method and the ARToolkit technique are compared in three aspects: occlusion, illumination and accuracy. Figures 10 and 11 show the augmented scenes by using our algorithm and ARToolkit respectively, when illumination change and occlusion occurs. Clearly, the proposed method shows better performance in terms of robustness by stably tracking the viewpoint of camera before and after changing the light condition and occlusion, while ARToolkit fails in tracking after these changes. However, our registration algorithm is less accurate than ARToolkit which can achieve sub-pixel accuracy.
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Discussion and conclusions



This paper describes an improved keyframe based augmented reality registration algorithm applied for real-time motion tracking in outdoor and indoor environment. Randomized tree method is utilized to recognize keypoints extracted from the input image to those keyframes as a classiﬁcation problem. Extended Kalman ﬁlter is also applied for jitter correction. A video see-through mobile augmented reality system is built for the on-site digital reconstruction of Yuanmingyuan Garden. Experimental results demonstrate that this algorithm is real-time, robust and eﬀective in outdoor and indoor environments. However, our algorithm still has some limitations, which we plan to improve in the future. First, the stability of our system will drop quickly, when the actual illumination condition is quite diﬀerent from the light conditions on the training stage. The reason is that an object which can be reliably detected mainly depends on the training images that are synthesized. Once trained, the performance can no longer be improved. Second, when the camera moves to some distant locations, the appearance of the selected features may be drastically diﬀerent. This will lead to a sharp drop in the number of the inners. In the future work, our ﬁrst aim is to update the randomized trees at run-time, adapting them to the actual lighting conditions. At last, during training stage we will simulate all new image views by a fully aﬃne normalization method [14], which can cover the six parameters of an aﬃne transform. Through these ways, our algorithm will be more stable to detectable range and will be much more robust to illumination changes.



Acknowledgements This work was supported by the National High-Tech Research & Development Program of China (Grants No. 2007AA01Z325), the National Natural Science Foundation of China (Grant Nos. 60673198, 60827003, 60903070), and the Innovation Team Development Program of the Chinese Ministry of Education (Grant No. IRT0606).



References 1 Azuma R, Baillot Y, Behringer R, et al. Recent advances in augmented reality. Comput Graph Appl, 2001, 21: 34–47 2 State A, Chen D T, Chris T, et al. Case study: observing a volume-rendered fetus within a pregnant patient. In: Proceeding of IEEE Visualization. Los Alamitos: IEEE Computer Society Press, 1994. 364–368 3 Zaeh M, Vogl W. Interactive laser-projection for programming industrial robots. Manufact Tech, 2008, 57: 37–40 4 Stricker D, Daehne P, Seibert F, et al. Design and development issues for an archeoguide: an augmented reality based cultural heritage on-site guide. In: International Conference on Augmented, Virtual Environments and ThreeDimensional Imaging, Mykonos, Greece, 2001 5 Papagiannakis G, Schertenleib S. Mixing virtual and real scenes in the site of ancient Pompeii. J Comput Animat Virtual Worlds, 2005, 16: 11–24 6 Julier S, Baillot Y, Lanzagorta M. BARS: batterﬁeld augmented reality system. In: NATO Symposium on Information Processing Techniques for Military Systems. Istanbul: IEEE Computer Society Press, 2000. 9–11 7 Gerhard R, Drummond T. Going out: robust model-based tracking for outdoor augmented reality. In: The Proceeding of Symposium on Augmented Reality. Santa Barbara: IEEE Computer Society Press, 2006. 109–118 8 Simon G, Fitzgibbon A, Zisserman A. Markerless tracking using planar structures in the scene. In: Proc International Symposium on Augmented Reality, Munich, 2000 9 Lowe D G. Distinctive image features from scale-invariant keypoints. Int J Comput Vision, 2004, 60: 91–110 10 Lepetit V, Pilet J, Fua P. Point matching as a classiﬁcation problem for fast and robust object pose estimation. In: Conference on Computer Vision and Pattern Recognition. Washington: IEEE Computer Society Press, 2004. 244–250 11 Lepetit V, Fua P. Towards recognizing feature points using classiﬁcation trees. Technical Report, IC/2004/74, EPFL, 2004 12 Lindeberg T. Scale-space theory: a basic tool for analyzing structures at diﬀerent scales. J Appl Statist, 1994, 21: 224–270 13 Mikolajczyk K, Schmid C. An aﬃne invariant interest point detector. In: European Conference on Computer Vision (ECCV), Copenhagen, Denmark, 2002. 128–142 14 Morel J M, Yu G. ASIFT: a new framework for fully aﬃne invariant image comparison. SIAM J Imag Sci, 2009, 2: 438–469



























[image: A DNA-Based Genetic Algorithm Implementation for ... - Springer Link]
A DNA-Based Genetic Algorithm Implementation for ... - Springer Link












[image: A reordered first fit algorithm based novel storage ... - Springer Link]
A reordered first fit algorithm based novel storage ... - Springer Link












[image: Layered: Augmented Reality - Mindshare]
Layered: Augmented Reality - Mindshare












[image: A New Multi-view Learning Algorithm Based on ICA ... - Springer Link]
A New Multi-view Learning Algorithm Based on ICA ... - Springer Link












[image: LNAI 4285 - Query Similarity Computing Based on ... - Springer Link]
LNAI 4285 - Query Similarity Computing Based on ... - Springer Link












[image: Interactive Cluster-Based Personalized Retrieval on ... - Springer Link]
Interactive Cluster-Based Personalized Retrieval on ... - Springer Link












[image: Are survival processing memory advantages based on ... - Springer Link]
Are survival processing memory advantages based on ... - Springer Link












[image: LNCS 4261 - Image Annotations Based on Semi ... - Springer Link]
LNCS 4261 - Image Annotations Based on Semi ... - Springer Link












[image: Interactive Cluster-Based Personalized Retrieval on ... - Springer Link]
Interactive Cluster-Based Personalized Retrieval on ... - Springer Link












[image: Are survival processing memory advantages based on ... - Springer Link]
Are survival processing memory advantages based on ... - Springer Link












[image: Fragments of HA based on Î£1-induction - Springer Link]
Fragments of HA based on Î£1-induction - Springer Link












[image: LNCS 4261 - Image Annotations Based on Semi ... - Springer Link]
LNCS 4261 - Image Annotations Based on Semi ... - Springer Link












[image: Dictionary Learning Based on Laplacian Score in ... - Springer Link]
Dictionary Learning Based on Laplacian Score in ... - Springer Link












[image: Hooked on Hype - Springer Link]
Hooked on Hype - Springer Link












[image: Augmented Lagrangian Method, Dual Methods and ... - Springer Link]
Augmented Lagrangian Method, Dual Methods and ... - Springer Link












[image: augmented reality pdf]
augmented reality pdf












[image: Influence of Augmented Reality on Purchase Intention - DiVA portal]
Influence of Augmented Reality on Purchase Intention - DiVA portal












[image: Spatial language and the psychological reality of ... - Springer Link]
Spatial language and the psychological reality of ... - Springer Link












[image: Augmented Reality Simulations on Handheld Computers]
Augmented Reality Simulations on Handheld Computers















Augmented reality registration algorithm based on ... - Springer Link






CHEN Jing1âˆ—, WANG YongTian1,2, GUO JunWei1, LIU Wei1, LIN JingDun1, ... 2School of Computer Science and Technology, Beijing Institute of Technology, Beijing 100081, China; .... One is degrees and the other is meters or ... these years many successful machine learning techniques have been proposed, such as ... 






 Download PDF 



















 644KB Sizes
 3 Downloads
 343 Views








 Report























Recommend Documents







[image: alt]





A DNA-Based Genetic Algorithm Implementation for ... - Springer Link 

out evolutionary computation using DNA, but only a few implementations have been presented. ... present a solution for the maximal clique problem. In section 5 ...














[image: alt]





A reordered first fit algorithm based novel storage ... - Springer Link 

context, we call edges resulting from the 1st phase, thus drawn below the numbers, ..... Networks, SAMSUNG Electronics Co., 1999. [6] Crozier S, Guinand P. ... Turbo Decoding [C]// 9th International Conference on. Electronics, Circuits and ...














[image: alt]





Layered: Augmented Reality - Mindshare 

In partnership with Neuro-Insight, we used Steady State Topography .... â€œAugmented Reality: An Application of heads-up display technology to manual ...














[image: alt]





A New Multi-view Learning Algorithm Based on ICA ... - Springer Link 

the image retrieval, and through comparison, the conclusion is made that the. ICA basis ..... iteration algorithm has a closed form of solution f. âˆ— .... Proc. of the Conference on Computational Learning Theory, 1998, pp. ... Video Retrieval.














[image: alt]





LNAI 4285 - Query Similarity Computing Based on ... - Springer Link 

similar units between S1 and S2, are called similar units, notated as s(aiï¼Œbj), abridged ..... 4. http://metadata.sims.berkeley.edu/index.html, accessed: 2003.Dec.1 ...














[image: alt]





Interactive Cluster-Based Personalized Retrieval on ... - Springer Link 

consists of a good test-bed domain where personalization techniques may prove ... inserted by the user or implicitly by monitoring a user's behavior. ..... As the underlying distributed memory platform we use a beowulf-class linux-cluster .... Hearst














[image: alt]





Are survival processing memory advantages based on ... - Springer Link 

Feb 8, 2011 - specificity of ancestral priorities in survival-processing advantages in memory. Keywords Memory . ... have shown that survival processing enhances memory performance as measured by recall, ..... Nairne, J. S., Pandeirada, J. N. S., & T














[image: alt]





LNCS 4261 - Image Annotations Based on Semi ... - Springer Link 

MOE-Microsoft Key Laboratory of Multimedia Computing and Communication ..... of possible research include the use of captions in the World Wide Web. ... the Seventeenth International Conference on Machine Learning, 2000, 1103ï½ž1110.














[image: alt]





Interactive Cluster-Based Personalized Retrieval on ... - Springer Link 

techniques based on user modeling to initiate the search on a large ... personalized services, a clustering based approach towards a user directed ..... Communities on the Internet Using Unsupervised Machine Learning Techniques. ... Distributed Compu














[image: alt]





Are survival processing memory advantages based on ... - Springer Link 

Published online: 8 February 2011. Â© Psychonomic Society, Inc. 2011 ... study investigated the specificity of this idea by comparing an ancestor-consistent ...














[image: alt]





Fragments of HA based on Î£1-induction - Springer Link 

iIÎ£1 of IÎ£1 (in the language of PRA), using Kleene's recursive realizability ... L(PRA), where in the presence of coding functions we may assume that no two .... q-realizes Ï†) by induction on the formation of Ï†. s always denotes one of r and q.














[image: alt]





LNCS 4261 - Image Annotations Based on Semi ... - Springer Link 

Keywords: image annotation, semi-supervised clustering, soft constraints, semantic distance. 1 Introduction ..... Toronto, Canada: ACM Press, 2003. 119ï½ž126P ...














[image: alt]





Dictionary Learning Based on Laplacian Score in ... - Springer Link 

plied in signal processing, data mining and neuroscience. Constructing a proper dictionary for sparse coding is a common challenging problem. In this paper, we treat dictionary learning as an unsupervised learning pro- cess, and propose a Laplacian s














[image: alt]





Hooked on Hype - Springer Link 

Thinking about the moral and legal responsibility of people for becoming addicted and for conduct associated with their addictions has been hindered by inadequate images of the subjective experience of addiction and by inadequate understanding of how














[image: alt]





Augmented Lagrangian Method, Dual Methods and ... - Springer Link 

Abstract. In the recent decades the ROF model (total variation (TV) minimization) has made great successes in image restoration due to its good edge-preserving property. However, the non-differentiability of the minimization problem brings computatio














[image: alt]





augmented reality pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. augmented ...














[image: alt]





Influence of Augmented Reality on Purchase Intention - DiVA portal 

May 22, 2017 - Tom Caudell and David Mizell from the aeronautical company Boeing .... interactive functions on e-commerce sites (Fiore, Kim & Lee, 2005a; ...














[image: alt]





Spatial language and the psychological reality of ... - Springer Link 

Feb 13, 2013 - Abstract Although the representations underlying spatial language are often assumed to be schematic in nature, empirical evidence for a schematic format of representation is lacking. In this research, we investigate the psycholog- ical














[image: alt]





Augmented Reality Simulations on Handheld Computers 

Scientists can now experiment in a virtual world of complex, dy- namic systems in a .... Over the past decades, a growing number of educational theorists and researchers ..... used would be located near an office that performs these functions.


























×
Report Augmented reality registration algorithm based on ... - Springer Link





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















