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Block Backstepping, NDI and Related Cascade Designs for Efficient Development of Nonlinear Flight Control Laws Johan Thunberg∗ and John W.C. Robinson† Swedish Defence Research Agency, Stockhom, SE-164 90, Sweden A common feature of many aircraft configurations is that the actuation mainly effects the moments, and thereby the angular accelerations, whereas the desired normal acceleration is achieved by adjusting the location of the velocity vector in body coordinates. Thus, the main desired effects of the actuators appear after one integration, and if the actuators have dynamics the effect of the primary control variable occurs after more than one integration. This inherent cascade structure of many aircraft control problems is exploited in e.g. nonlinear dynamic inversion via time scale separation (NDI-TSS) to yield a powerful nonlinear design method. In the present work we present a family of multivariable (three axis) nonlinear cascade design techniques for flight control law design which includes block backstepping and NDI-TSS as special cases and we show that this family can offer a large design flexibility and excellent performance as well as short design cycles. We show stability for the family of techniques and illustrate the theory using simulations based on the ADMIRE model which is a realistic nonlinear model of an agile fighter with delta-canard configuration.



I.



Introduction



n the past, the most common motivation for employing nonlinear methods in flight control law design Irapid has been the need for better performance in extreme conditions, such as high angle of attack operation or transition through the transonic region, where classical linear gain scheduled designs might encounter difficulties. The latter design methods can still often provide very good performance but this is usually at the cost of a longer design cycle since linear designs often require a significant amount of manual work before satisfactory performance is obtained over a large enough portion of the envelope. In recent years, however, there has been a clear trend towards shorter design cycles, and it is often more important to quickly synthesize a controller that covers a large portion of the envelope with good performance than a controller which maximizes performance in all parts of the envelope. The ability to quickly obtain a good design for a large part of the envelope with a small amount of manual work allows for more easy adaption to changes in the airframe design and the optimization of the flight control system can be pushed down in the work flow to later stages when the aerodynamic design is more finalized. The most widely used nonlinear design method for full multivariable (three axis) control is nonlinear dynamic inversion via time scale separation (NDI-TSS).1–3 In NDI-TSS the cascade structure of aircraft which are essentially moment controlled is exploited and the method relies on the often inherent time scale separation between the angular rates and body velocity vector components. Advantages of the method are that it is very simple to apply, with short design cycles as a result, and it that it yields controllers with semi-global stability properties. Drawbacks are the requirement of time scale separation between the velocity and angular velocity states (which implies fast actuator dynamics in real controller implementations) and that the synthesized dynamics must be cascaded first order systems. Nonlinear dynamic inversion has been extensively studied in the literature with respect to e.g. stability,2 robustness,4–7 achievable synthesized dynamics,8 selection of gains,9 short design cycles and reusability10 and many other aspects. ∗ Scientist, † Deputy
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Nomenclature V α β v = [u, v, w]T ω = [p, q, r]T f b = [fx , fy , fz ]T mb J m Sref [Cx , Cy , Cz ]T ρ qa = 12 ρV 2 nz , ny k·k I P[w] (u), P[w]⊥ (u) Subscripts c d Superscripts T



Airspeed [m/s] Angle of attack [rad] Sideslip angle [rad] Velocity vector [m/s] in body fixed (aircraft) frame B Angular velocity vector [rad/s] in body frame B Vector of (total) forces [N ] in body frame B Vector of (total) moments [N m] around center of mass in body frame B Moment of inertia matrix [kgm2 ] around center of mass in body frame B Total mass [kg] of aircraft Reference wing area [m2 ] Vector of aerodynamic force coefficients (for the x,y, z axes in B) Air density [kg/m3 ] Dynamic pressure [P a] normal load factor and side load factor, respectively Vector 2-norm and associated (induced) matrix 2-norm Identity matrix (of size 3 × 3) Projection of the vector u onto the subspace spanned by the vector w and projection of u onto the plane orthogonal to w, respectively Commanded (reference) values Desired values (for intermediate quantities), virtual controls Transposition of a vector



Another technique for multivariable nonlinear control which has relatively recently been introduced11 into the flight control systems community is block backstepping.12, 13 Block backstepping is a recursive Lyapunov based design technique which has a higher complexity than NDI-TSS but can offer better stability properties and more efficient use of actuator resources since it doesn’t rely on any time scale separation assumption. Backstepping has been used in its scalar (SISO) version in a number of different flight control applications14–17 but only a few studies have covered the full multivariable case.18–21 In the present work we introduce a family of nonlinear cascade control techniques which are suitable for a large class of aircraft control problems. This family includes block backstepping and NDI-TSS, as well as hybrid techniques involving switching controllers. We show stability for all the members in the family and we show the trade-offs involved between the different methods. In particular we show how different choices of method and parameters effect convergence speed and actuator deflections, we give recommendations for implementation, and we offer new insights into the selection of gains and weightings in block backstepping and related designs. All the techniques in the family can provide short design cycles and require a minimal amount of manual tuning to give good performance. The rest of the paper is organized as follows. In the next section we recall the necessary facts about flight mechanics and the control theoretic setting. Then we proceed to introduce our control problem in a tracking formulation in section three. After this we give in section four a generic description of the techniques in the family of cascade methods to be studied, and then a more detailed study of each of the techniques. In section five we illustrate the results with simulations before we offer some concluding remarks in the last section. In what follows all vectors will be considered as column vectors and for a symmetric matrix Q and vector η of commensurable dimensions the quadratic form ηT Qη is denoted kηk2Q .
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II.



Aircraft Dynamics



We now introduce the dynamical model for the aircraft and the various assumptions needed for the later control theoretic developments. II.A.



Rigid Body Mechanics



We shall employ the standard rigid body model22, 23 for the aircraft dynamics as described by the NewtonEuler equations about the center of mass in a body fixed Cartesian standard vehicle frame B, viz. v˙



=



ω˙



=



1 f + v × ω, m b J −1 (mb − ω × Jω),



(1) (2)



where the moment of inertia matrix J in the present context can be assumed invertible. In order to highlight the control theoretic aspects of the problem we shall rewrite (1), (2) in a variant of the nonlinear controlled affine form.24 This shall be done in two steps where we first transform the velocity dynamics to aerodynamic coordinates and then introduce some simplifying assumptions about the forces f b and moments mb . II.B.



Aerodynamic Coordinates



For most aircraft the changes in normal (i.e. cross track) acceleration can be much larger than the time derivative of the airspeed and it is therefore natural to try to describe the dynamics in a way that reflects this. Therefore, we make the standard change of coordinates in the force equation (1) to a type of spherical coordinates defined by α β



= arctan(w/u), = arcsin(v/V ), p = u2 + v 2 + w 2 ,



(3a) (3b)



u



= V cos(α) cos(β),



(4a)



v w



= V sin(β), = V sin(α) cos(β),



(4b) (4c)



V with inverse



(3c)



where we for simplicity assume that α ∈ (−π, π), β ∈ (−π/2, π/2) and V > 0 at all times. By time differentiation of (3a), (3b) and using (1) together with (4a)–(4c) we obtain the force equation relations in the form   " # " # " # p α˙ fα − cos(α) tan(β) 1 − sin(α) tan(β)   = + (5)  q , β˙ fβ sin(α) 0 − cos(α) r where



fα



=



fβ



=



fz cos(α) − fx sin(α) , mV cos(β)  1 fy cos(β) − fx cos(α) sin(β) − fz sin(α) sin(β) . mV



(6a) (6b)



The relation for V˙ has been left out here since we shall henceforth assume that V˙ /V is small compared to the relative changes in α, β and V can therefore be considered as a scheduling variable, i.e. a parameter. The body force components fx , fy , fz are made up of aerodynamic forces, thrust and gravity, and the aerodynamic forces can be expressed22 in terms of standard aerodynamic coefficients CT , CC , CN , dynamic pressure qa and reference area Sref . In the mathematical discussions below we shall assume that the functions fx , fy , fz are defined over the same domain as our state space description even though in reality they are only defined over a subset of it, corresponding to realistic flying conditions. We shall also assume that they are smooth and bounded functions of their arguments. How the translation of the theory to real world application is achieved is discussed in the sequel. 3 of 24 American Institute of Aeronautics and Astronautics



II.C.



Forces, Moments and Auxiliary Variables



To apply the cascade theory of control below, including block backstepping, the aircraft rigid body control problem must be cast in what is known as a strict feedback form.12, 13 In order to do so, we assume that the aircraft is essentially moment controlled, i.e. that the control effectors (control surfaces, thrust vectoring) mainly produce moments and that their contribution to the force functions fα and fβ in (6) can be neglected. We shall also neglect the dependence on p, q, r and regard fα and fβ as functions of the two aerodynamic angles α and β only. All dependency on other variables, such as airspeed V, gravity, dynamical pressure, and engine induced flow effects etc. is modeled parametrically in terms of (measurable) parameters (but the dependency is suppressed in the notation). Our state feedback control solution moreover assumes that all the five state variables α, β, p, q, r are directly accessible for measurement. II.D.



Velocity Vector Roll



The five equations obtained from (2) and (5) completely describe the motion of the aircraft in body coordinates if V is constant and f b and mb are specified. From (1) we have  d V2 d kvk2 1 1 = = v T v˙ = v T f b + v × ω = vT f b dt 2 dt 2 m m



so that when V is constant the force vector f b , which represents the normal acceleration in B, is perpendicular to the vector v. Thus, in this case the normal acceleration expressed in body coordinates lies in the plane [v]⊥ perpendicular to v and is determined by the quantities which determine f b , namely (by assumptions) α, β (and parameters). However, for most aircraft configurations of interest here the sideslip angle β must be kept small (by aerodynamic considerations) so that only one degree of freedom in body coordinates effectively remains for control of the normal acceleration, provided by the angle of attack α. Therefore, in an Earth fixed coordinate system E the size of the normal acceleration can be controlled by controlling α but to get the orientation right the aircraft must be rotated around the velocity vector v (bank-to-turn operation). For this reason we introduce the conical rotation rate Ω as Ω=



vT ω V



(7)



which is just the magnitude (with sign) of the component of ω along the velocity vector v, and accordingly the conical rotation angle ξ defined (cyclically) through ξ˙ = Ω



(8)



where ξ ∈ [−π, π). The relation (8) can, using the aerodynamic angles α, β and the definition (7), be expressed as ξ˙ = p cos(α) cos(β) + q sin(β) + r sin(α) cos(β) (9) and this is the relation for the rolling motion that we are going to use. To solve for the position and orientation of the aircraft relative to E, a set of six kinematic relations have to be added to the equations (1) and (2). On a short time scale the most important of these are the orientation equations and from the above we know that these have two degrees of freedom where one is controlled by controlling α and the other by controlling ξ. II.E.



Control Affine Form



The dynamical relations developed in the previous sections can now be collected and put in the standard control affine form used in nonlinear control. We shall have reason to consider generic controlled systems on the strict feedback form x˙ = y˙ =



f (x) + g(x)y, h(y) + ku,



(10) (11)



where x ∈ Rn , y ∈ Rm are the state variables, u ∈ Rm is the control variable, and f , h are two smooth vector fields on Rn and Rm , respectively, g is a smooth matrix valued function on Rn with values in Rn×m 4 of 24 American Institute of Aeronautics and Astronautics



and k ∈ Rm×m is a constant full rank matrix.a In our flight control application we have m = n = 3 and the two (partial) state vectors x and y are given by     α p     x =  β , y =  q , (12) ξ r (where the definition for x is valid for a subset of R3 ; how the extension to all of R3 is accomplished is discussed below) and from (2), (5), (9) and the assumptions in Sec. II.C we have     fα − cos(α) tan(β) 1 − sin(α) tan(β)     f (x) =  fβ  , g(x) =  (13) sin(α) 0 − cos(α) , 0 cos(α) cos(β) sin(β) sin(α) cos(β)



and



h(y) = −J −1 (y × J y),



k = J −1 .



(14)



We take the vector of body moments to be our primary control variable, i.e. we set u = mb , and assume that the translation to actual control effector settings is solved as a separate problem. (In aircraft control this is frequently the case, and the translations from moment commands to e.g. control surface settings is made as part of the control allocation procedure.) We shall refer to the matrix g(x) in (10) as the virtual control gain matrix (the name will be explained later). The system (10)–(14) is in the strict feedback form required for our cascade designs. II.F.



Virtual Control Gain Matrix



For future developments it will be useful to make some observations about the virtual control gain matrix g(x) in the form (13) that it appears in the flight control application. In this application, the first two rows of g(x) are always orthogonal and span a subspace of R3 which is orthogonal to the one-dimensional subspace spanned by the third row. Since the subspace spanned by the third row of g(x) is then, in view of (4a)–(4c), identical to the subspace [v] spanned by the velocity vector v, it follows that the first two rows of g(x) span [v]⊥ . With these observations it is easy to write g(x) factored as a singular value decomposition g(x) = U ΣV T ,



(15)



where U = I,







 Σ=







1 cos(β)



0



0



0 0



1 0



 0 , 1







− cos(α) sin(β)  V = cos(β) − sin(α) sin(β)



sin(α) 0 − cos(α)



 cos(α) cos(β)  sin(β) , sin(α) cos(β)



and V can be seen to be an orthogonal matrix by inspection. In particular, this shows that g(x) in (13) is always invertible (with our assumptions on β) and gives a simple formula for the inverse as g(x)−1 = V Σ−1 .



(16)



It also shows that the problem of controlling α, β has a natural decoupling from the problem of controlling ξ since the two problems take place in [v]⊥ and [v], respectively. II.G.



Extended Definition of Physical Variables and Functions



In our future mathematical developments we shall require that the functions f and g in (13) are defined for all of Rn and thus we have to be able to somehow extend the definition of these functions. Any extension moreover has to be made in such a way that the invertibility of the virtual control gain matrix g is preserved. One way to accomplish this is to select a closed convex set D ⊂ (−π, π) × (−π/2, π/2) × (−π, π) which is large enough to contain a neighborhood of 0 and define the extended virtual gain matrix g e as g e = g a Most



of what follows is readily extended to the case where h, k are functions of x, y, as long as k is invertible everywhere.
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on D and define g e outside D by radial limits in the following way. For each x ∈ R3 \ D define r(x) > 0 (restricted Minkovski functional) by r(x) = inf{ρ ∈ (0, ∞) : and define g e on R3 \ D by g e (x) = g



1 x ∈ D} ρ



1  x . r(x)



Thus, g e is constant in radial directions outside D. The definition of an extension f e of f can be done analogously. From (15) we know that the minimal singular value of g(x) equals 1/ cos(β), and since this function has a minimum strictly larger than 0 along ∂D, the extension g e will be invertible all over R3 . The function g e will be continuous over R3 but not smooth over the boundary ∂D. However, by smoothing g e with a compactly supported smoothing kernel one can obtain any desired degree of smoothness of g e near ∂D at the expense of having to reduce the domain where g e = g arbitrarily little [25, Chap. 1]. We may thus assume that g e = g on D, is smooth (to any desired degree) and is radially constant in any open set containing D. Similar remarks apply to f e . In view of the above we see that we may without loss of generalityb (from a mathematical modeling standpoint) assume that f , g are in fact smooth and defined over all of R3 , and that the components of the vector x in (12) are allowed to take values in all of R3 .



III.



Control Problem



We now turn to the problem of controlling the generic dynamics in (10), (11) and the special case in (12)–(14). III.A.



Tracking Problem



In the flight control application the vectors x, y in (10), (11) are given by (12) (so that g(x) is given by (13)) and it follows from the third row of (10) that an equilibrium point for (10), (11) must necessarily correspond to zero conical rotation rate, i.e. Ω = 0. A set point control formulation based on (10)–(14) is thus clearly inadequate for flight controller design and we must therefore extend the dynamical description to a tracking formulation. In connection to the generic system (10), (11) it is thus convenient to introduce a generic vector xc with values in Rn where the components are smooth time varying reference signals, and define the error variable ˜ as x ˜ = x − xc . x (17) The generic dynamics (10), (11) can now be extended to include time varying reference signals and be written in the form x ˜˙ = y˙ =



˜ (˜ f˜ (˜ x, t) + g x, t)y, h(y) + ku,



(18) (19)



˜ are given by where the time varying vector field f˜ and virtual control gain matrix function g f˜ (˜ x, t) = f (˜ x + xc ) − x˙ c ,



g˜ (˜ x, t) = g(˜ x + xc ).



In the special case of our flight control application the vector xc of reference signals is given by   αc   xc =  βc  . ξc



(20)



(21)



b The controller solutions developed below will however be dependent on how the extension of f and g is actually made but since we can employ a localization technique from Lyapunov stability theory the properties of the extensions near and outside the boundary of D can be made irrelevant in practical applications.
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˜ in (17) has been reformulated in the With (18), (19) the state tracking problem for the error vector x guise of a time varying set point control problem. When (18), (19) corresponds to the aircraft dynamics (12)–(14) the resulting system system (18), (19) has has a rich set of equilibrium points useful for flight controller design. For instance, when αc , βc and ξ˙c = Ωc are all constant an equilibrium point for (18), (19) corresponds to a velocity vector roll with constant conical rotation rate. In this case, if [α0 , β0 , Ω0 , p0 , q0 , r0 ]T ˜ (˜ x, t) has full rank) that the triple α0 , β0 , Ω0 is an equilibrium point then we see from (10), (12), (13) (since g uniquely determines the triple p0 , q0 , r0 (as the unique solution to a full rank linear equation). In the future developments it will also be convenient to include additional states z that represent integrators on the input u to account for generic actuator dynamics (to be generalized later) as u˙ = ν, where ν ∈ Rm is the new control variable. With the integrator states added to the system (18), (19) we end up with x ˜˙ = y˙ = u˙ =



˜ (˜ f˜ (˜ x, t) + g x, t)y, h(y) + ku,



(22) (23)



ν,



(24)



which is the generic form for the dynamics of our flight control problem. ˜ : Rn × Rm × Rm × R → Rm which, when used in place of ν in (24), Our goal is to develop control laws ν stabilizes the resulting overall system (22)–(24). The flight control application requires that the stability ˜ variable but it is reasonable to require must be of (global) asymptotic nature around the origin for the x only boundedness for the other two variables y and u. III.B.



Nonsmooth Systems



˜ we shall consider below to be used in (24) will in some cases be The state state feedback controllers ν discontinuous in the state and the question about the nature of solutions to the closed loop version of (22)– (24) therefore arises (for a tutorial on this subject see Ref.26 ). We shall adopt the formalism of Filippov.27 Consider a dynamical system described (formally) by the relations η˙ = Φ(η, t),



η(0) = η 0 ,



(25)



where t ∈ R and the state η takes values in RN , and the function Φ : RN × R → RN is piecewise continuous. Here, piecewise continuity [27, p. 49] of Φ means thatc each finite domain D ⊂ RN +1 can be disjointly partitioned D = ∪M k=1 Dk into a finite number of subdomains D1 , . . . , DM with mutually disjoint interiors and boundary set B = ∪M k=1 ∂Dk having Lebesgue measure zero such that Φ is continuous in the interior of each domain Dk and has a finite limit Φk (η b , t) (in general dependent on k) for any boundary point (η b , t) ∈ B when (η b , t) is approached via an arbitrary sequence {(η j , tj )}∞ j=0 with values in Dk such that limj→∞ (η j , tj ) = (η b , t). A boundary set such as B will henceforth be referred to as a switching set. An absolutely continuous function η(t), defined on some interval I = [t0 , t1 ) where t1 > t0 and with values in RN , is said to be a (Filippov) solution [27, p. 50] to (25) in I if the differential inclusion  ˙ η(t) ∈ F Φ(η(t), t) (26)  holds almost everywhere on I, where F Φ(η(t), t) is the smallest convex closure containing all limit points N of Φ(η, t) obtained from sequences {(η j , tj )}∞ j=0 with values in R \ B such that limj→∞ (η j , tj ) = (η, t). Existence of a solution to (25) starting at t0 ∈ R with initial value η 0 ∈ RN is guaranteed under fairly  general conditions on F Φ( · , · ) at (η 0 , t0 ) (e.g. boundedness, upper semicontinuity [27, Thm. 1, p. 77] or more general conditions [27, Thm. 8, p. 85]), but the solution is in general not unique (nor continuously dependent on initial conditions). Moreover, the differential equation (25) admits switching solutions entirely confined to B and with an infinite number of switching instances27 but also solutions that pass through B (which is what we shall use mostly below). Stability of the solutions to (25) are defined in terms of stability of the corresponding differential inclusion (26) in the following way [27, p. 152]. Suppose 0 is an equilibrium point to (26) (for all t ∈ R). The c Piecewise



continuous differentiability is defined analogously.
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equilibrium (i.e. the solution η(t) ≡ 0) is said to be stable (uniformly stable) if for each initial time t0 ∈ R and ε > 0 there exists a δ > 0, dependent on ε and t0 (respectively, independent of t0 ) such that each solution η(t) of (26) starting within a ball of radius δ centered at 0 exists for all t and remains in a ball of radius ε centered at 0 for all t. The equilibrium is said to be (uniformly) asymptotically stable if it is (uniformly) stable and all solutions starting in some ball of radius δ > 0 converge to 0 (uniformly in t0 and η 0 ). If the convergence takes place for all solutions regardless of initial time t0 and initial state η 0 (and, respectively, it is uniform in t0 and η 0 in a ball of radius δ for each δ > 0) the equilibrium point is said to be globally (uniformly) asymptotically stable. Since the solutions to (25) are (locally) absolutely continuous we know [27, p. 155] that for any (locally) Lipschitz continuous function G : RN × R → R the time derivative of G composed with a solution η(t) to (25) exists everywhere except possibly on some set N of Lebesgue measure zero and d d ∂G(η(t), t) ˙ G(η(t), t) = G(η(t) + hη(t), t + h) h=0 = ∇η G(η(t), t)T Φ(η(t), t) + , dt dh ∂t



(27)



where the equality on the left holds for all points (η(t), t) ∈ RN +1 \ N and the equality on the right holds under the additional assumption that Φ is continuous and the gradient ∇η G( · , t) exists at (η(t), t). In closing we point out that the formalism of Filippov provides us with a convenient way of defining solutions to a large class of hybrid (smooth/nonsmooth) systems, but the uniqueness (and continuous dependence on initial conditions, which is intimately related to uniqueness) has to be guaranteed by other means. In what follows we shall tacitly assume that the proper choices of behavior of the solutions in a neighborhood of the switching set B have been made so that solutions are uniquely defined. III.C.



Error variables



˜ designed for (22)–(24) it will be convenient to transform the problem When studying stability for controllers ν ˜, u ˜ for the variables y, u from a “desired” behavior described by to error coordinates based on deviations y ˜d, u ˜ d of the state variables. The functions y ˜ d, u ˜ d will be called virtual control laws. two functions y ˜ d : Rn × R → Rm and u ˜ d : Rn × Rm × R → Rm be two functions which More specifically, let y are continuously differentiable in the last argument and piecewise continuously differentiable in the other ˜, u ˜ by arguments, and define the error variables y ˜ = y ˜ = u



˜ d (˜ y−y x, t), ˜ d (˜ ˜ , t). u−u x, y



(28) (29)



The dynamics for the error system can then be obtained (formally) from the dynamics of (22)–(24) as x ˜˙ = y ˜˙ = u ˜˙ =



˜ (˜ ˜ d (˜ f˜ (˜ x, t) + g x, t)(˜ y+y x, t)) ˜ ˜ d (˜ ˜ , t)) − y ˜ , t), h(˜ y , t) + k(˜ u+u x, y ˜˙ d (˜ x, y ˜, u ˜ , t), ν −u ˜˙ d (˜ x, y



(30) (31) (32)



where we have introduced ˜ y , t) = h(˜ ˜ d (˜ h(˜ y+y x, t)) and the functions y ˜˙ d and u ˜˙ d representing time derivatives are defined below. ˜ : Rn × Rm × Rm × R → Rm is used instead of ν in (24) we If a piecewise continuous control law ν know from the previous section that the resulting closed loop system (22)–(24) has a (Filippov) solution (˜ x(t), y(t), u(t)) which is absolutely continuous on any interval I of existence. Therefore, if we define the ˜, u ˜ in (28), (29) in terms of x ˜ (t), y(t) from this solution and let S be the union of the error functions y ˜d, u ˜ d and ν ˜ we see, by applying (27) to the components of switching sets in Rn × Rm × Rm × R defined by y ˜ d (˜ ˜ d (˜ ˜ (t), t), that a corresponding solution (˜ ˜ (t), u ˜ (t)) to (30)–(32) can be defined, y x(t), t) and u x(t), y x(t), y ˜ (t), u ˜ (t)) stays in Rn×m×m \ S. In this case, the time derivatives at least for time intervals I where (˜ x(t), y y ˜˙ d and u ˜˙ d on the right hand side of (31) and (32) can be expressed recursively using (30), (31) as  ∂y ˜ d (˜ ˜ (˜ d ∂y x(t), t) ˜ x(t), t) ˜ (t), t) = y ˜ (˜ y ˜˙ d (˜ x(t), y x(t), t) = f (˜ x(t), t)+˜ g (˜ x(t), t)(˜ y (t)+˜ y d (˜ x(t), t)) + d , (33) ˜ dt d ∂x ∂t 8 of 24 American Institute of Aeronautics and Astronautics



and  ˜ d (˜ ˜ (t), t) ˜ d ∂u x(t), y ˜ d (˜ ˜ (t), t) = ˜ d (˜ ˜ (t), u ˜ (t), t) = u x(t), y f (˜ x(t), t) + g˜ (˜ x(t), t)(˜ y+y x(t), t)) u ˜˙ d (˜ x(t), y ˜ dt ∂x  ∂u ˜ d (˜ ˜ (t), t) ˜ ˜ d (˜ ˜ (t), t) ∂u x(t), y x(t), y ˜ d (˜ ˜ (t), t)) − y ˜ (t), t) + + h(˜ y (t)) + k(˜ u(t) + u x(t), y ˜˙ d (˜ x(t), y , (34) ˜ ∂y ∂t



and it is clear that the (closed loop) solutions to the two systems of differential equations (22)–(24) and (30)–(34) are equivalent (and each of the systems has a unique solution by standard ODE theory). When extending the closed loop solution (˜ x(t), y(t), u(t)) to the system (22)–(24) to cover also states in S we have to make a choice in the vector field definition on S in order to make the solution well defined. ˜ (t), u ˜ (t)) to the error system The same problem occurs when trying to extend closed loop solutions (˜ x(t), y (30)–(32) to S, but in this case the additional complication of having to define the time derivative terms on the right of (31) and (32) arises. Thus, unless the choices in the two cases are made in a consistent way, the solutions in the two cases will not be equivalent. However, recalling what was said in connection with ˜ , we know that it is sufficient for our needs (30)–(32) about required stabilizing properties for a control law ν to show that, with the choices we make, (global) asymptotic stability for a closed loop version of (30)–(32) implies boundedness of y, u in (23), (24) (since (22) and (30) are identical). III.D.



Stability for the Tracking Problem



˜d, u ˜ d obey the growth conditions If we assume that the two virtual control laws y k˜ yd (˜ x, t)k ≤ K1 (1 + k˜ xk),



˜ d (˜ ˜ , t)k ≤ K2 (1 + k˜ ku x, y xk + k˜ yk),



(35)



˜ (t), u ˜ (t)) → (0, 0, 0) in where K1 , K2 > 0 do not depend on t, it is easy to see from (28), (29) that (˜ x(t), y (30)–(32) implies that the original variables y(t) and u(t) in the system (22)–(24) remain bounded. Thus, under the growth condition (35) we see that stabilizing the origin for the error system (30)–(32) is sufficient for solving our tracking problem for (22)–(24). To approach the problem of stabilizing the origin ˜, y ˜, u ˜ we need to establish conditions under which the origin can be made an (0, 0, 0) in the error variables x equilibrium for all t. (This requires in particular that the solution to (30)–(32) is well defined at (0, 0, 0).) ˜ : Rn × Rm × Rm × R → Rm is a state feedback control law which replaces ν in (30)–(32), Assume that ν ˜d, u ˜ d satisfy and that the control law ν˜ and the virtual control laws y   ˜ (0, t)˜ f˜ (0, t) + g y d (0, t) = 0,  ˜ ˙ ∀t ∈ R : (36) ˜ d (0, 0, t) − y h(0, t) + ku ˜ d (0, 0, t) = 0,   ˜ (0, 0, 0, t) − u ν ˜˙ d (0, 0, 0, t) = 0



It is easy to see that the condition (36) guarantees that the origin (0, 0, 0) is an equilibrium for the error system (30)–(32) for all t. III.E.



Lyapunov theory



To show stability of the controllers developed below we shall rely on Lyapunov’s second method. We are going to use a stability result formulated in terms of a time-invariant continuously differentiable Lyapunov function V for the general nonsmooth time-varying dynamical system (25). It is assumed that 0 is an equilibrium point for all t for this system. Theorem III.1. Let V : RN → [0, ∞) be a continuously differentiable, radially unbounded function (i.e. V (η) → ∞ as kηk → ∞) with V (0) = 0. Assume that ∇V (η)T Φ(η, t) ≤ −W (η),



(37)



at all points of continuity of Φ, where W : RN → [0, ∞) is some continuous function with W (0) = 0. Then the origin 0 is uniformly stable and if moreover W is (strictly) positive definite then the origin is uniformly asymptotically stable.
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For smooth Φ this result is standard28 and it is well-known to hold also for nonsmooth Φ of the type we are considering here [27, p. 155]. When (37) holds, so that V is indeed a Lyapunov function, then we know from (27) that for any solution η(t) to (25) we have d V (η(t)) = ∇V (η(t))T Φ(η(t), t) ≤ −W (η(t)) dt



(38)



(almost everywhere) along the solution trajectory. Note that under the conditions of Thm. III.1 the behavior on the switching set cannot be unstable and the stability properties of the solutions are determined by properties outside the switching set. III.E.1.



Bounded Stability Region



If (37) (and thus (38)) holds only within some level set Lr = {η ∈ RN : V (η) ≤ r < ∞} of the Lyapunov function V then the result Thm. III.1 can still be used in a “localized” version by employing the following standard device. When (37) holds in Lr then Lr is a positively invariant set; any solution starting in Lr set remains in Lr for all future times and thus properties of the involved functions outside this set become irrelevant for the future evolution of solutions.



IV.



A Family of Nonlinear Cascade Controllers



x, t) and k are invertible everywhere. Consider the generic error system in (30)–(32) and assume that g˜ (˜ Let Φx,f , Φx,x Rn → Rn , Φx,z , Φx,x˙ c : Rn × Rn → Rn and Φy,y , Φu,u : Rm → Rm be piecewise continuous ˜ : Rn × Rm × Rm × R → Rm functions. Using these functions, a generic family of state feedback controllers ν ˜ d : Rn × R → Rm and u ˜d : can be defined in a cascade scheme using two generic virtual control laws y n m m R × R × R → R as  ˜ d (˜ x, t) + Φx,x (˜ x) , (39) y x, t) = g˜ (˜ x, t)−1 Φx,f (˜  −1 ˜ d (˜ ˜ , t) = k ˜ , t) , u x, y Φy,h (˜ y ) + Φy,y (˜ y ) + Φy,x (˜ x, t) + Φy,y˙ d (˜ x, y (40)  ˜ (˜ ˜, u ˜ , t) = Φu,u (˜ ˜, u ˜ , t) , ν x, y u) + Φu,y (˜ y ) + Φu,u˙ d (˜ x, y (41)



where we for simplicity shall choose the functions Φx,x , Φy,y Φu,u , which represent the desired synthesized dynamics (right hand side) for the error system, as ˜, Φx,x (˜ x) = −Ax x



˜, Φy,y (˜ y ) = −Ay y



˜, Φu,u (˜ u) = −Au u



where Ax ∈ Rn×n , Ay ∈ Rm×m , Au ∈ Rm×m are three diagonal positive definite matrices. To show stability of the closed loop versions of (30)–(32) obtained for various choices of the functions Φx,f ,Φx,x˙ c ,Φy,h ,Φy,x , Φy,y˙ d ,Φu,y and Φu,u˙ d in (39)–(41) we shall use a quadratic Lyapunov function V of the form 1 1 1 ˜, u ˜ ) = k˜ ˜ k2Qu , V (˜ x, y xk2Qx + k˜ yk2Qy + ku (42) 2 2 2 where Qx ∈ Rn×n , Qy ∈ Rm×m , Qu ∈ Rm×m are three diagonal positive definite matrices. If a control law ˜ in the family (39)–(41) is used instead of ν in (32) we have along the closed loop solutions (˜ ˜ (t), u ˜ (t)) ν x(t), y to (30)–(32) (at least formally) that d ˜ (t), u ˜ (t)) V (˜ x(t), y dt



˜ (t)T Qx x ˜ (t)T Qy y ˜ (t)T Qu u = x ˜˙ (t) + y ˜˙ (t) + u ˜˙ (t)  ˜ (t)T Qx f˜ (˜ ˜ d (˜ = x x(t), t) + g˜ (˜ x(t), t)(˜ y (t) + y x(t), t))  ˜ y (t), t) + k(˜ ˜ d (˜ ˜ (t), t)) − y ˜ (t), t) +˜ y (t)T Qy h(˜ u(t) + u x(t), y ˜˙ d (˜ x(t), y  ˜ (˜ ˜ (t), u ˜ (t), t) − u ˜ (t), u ˜ (t), t) . ˜ (t)T Qu ν +u x(t), y ˜˙ d (˜ x(t), y (43)



Roughly speaking, if we can show that the time derivative on the right here is negative at all times we can show stability for the closed loop system by application of Thm. III.1. In the flight control application (12)–(14) invertibility of k and g˜ is guaranteed by the assumptions (and ˜ −1 will have bounded norm everywhere. Thus, as long as (time the extension technique in Sec. II.G), and g 10 of 24 American Institute of Aeronautics and Astronautics



invariant) linear growth bounds are satisfied by Φx,f , Φx,x , Φy,h , Φy,y , Φy,x and Φy,y˙ d in (39), (40), growth ˜ d and u ˜ d in (39)–(41) so that the original variables y and u in bounds of the form (35) are satisfied by y the generic system (22)–(24) remain bounded. (A linear time invariant growth bound for Φy,y˙ d requires that kx˙ c k is bounded.) This will provide a mathematical solution to our control problem which is physically reasonable. However, in practice all variables must be bounded and it can be more motivated to use the localized version of Thm. III.1 instead, as described in Sec. III.E.1. Then one restricts xc , x˙ c such that all physical variables (e.g. α, β, p, q, r) stays within their bounds for the largest nontrivial level set Lr of interest for the Lyapunov function V in (42). IV.A.



Special Cases I: Smooth controllers



We begin by consider smooth controllers of the form (39)–(41). IV.A.1.



Block Backstepping



The block backstepping (BBS) control law can be thought of as the template for the family of control laws defined generically in (39)–(41). ˜d, u ˜ d and ν ˜ are smooth control laws in the family (39)–(41) so that the identity (43) holds Assume that y in a rigorous sense and the time derivatives on the right can be written as (33), (34). Assume further that ˜ d and u ˜ d are defined (recursively) as the unique solutions to the two equations the virtual control laws y ˜, f˜ (˜ x, t) + g˜ (˜ x, t)˜ y (˜ x, t) = −Ax x (44) d



˜ y , t) + k ˜u ˜, ˜ d (˜ ˜ , t) − y ˜ , t) = −Ay y ˜ − Q−1 ˜ (˜ x, t)T Qx x h(˜ x, y ˜˙ d (˜ x, y y g



(45)



˜ , t) is defined along solutions to the closed loop system as in (33), and where the time derivative y ˜˙ d (˜ x, y n×n m×m Ax ∈ R and Ay ∈ R are two diagonal positive definite (gain) matrices. Then, for the closed loop solution we have d ˜ (t), u ˜ (t)) = −˜ ˜ (t) V (˜ x(t), y x(t)T Qx Ax x dt ˜ (t) + y ˜ (t)T Qy ku ˜ (t) −˜ y (t)T Qy Ay y  T ˜ (t) Qu ν ˜ (˜ ˜ (t), u ˜ (t), t) − u ˜ (t), u ˜ (t), t) . +u x(t), y ˜˙ d (˜ x(t), y ˜ so that Thus, if we choose the function ν



T ˜ (˜ ˜, u ˜ , t) − u ˜, u ˜ , t) = −Au u ˜ − Q−1 ˜, ν x, y ˜˙ d (˜ x, y u k Qy y



(46)



˜, u ˜ , t) is defined along the closed loop solutions as in (34) and Au ∈ Rm×m where the time derivative u ˜˙ d (˜ x, y is a diagonal positive definite (gain) matrix, then the equilibrium condition (36) is clearly fulfilled and we obtain for the closed loop solutions d ˜ (t), u ˜ (t)) = −˜ ˜ (t) − y ˜ (t)T Qy Ay y ˜ (t) − u ˜ (t)T Qu Au u ˜ (t) < 0, V (˜ x(t), y x(t)T Qx Ax x (47) dt ˜ (t), u ˜ (t)) 6= (0, 0, 0). From the stability theory mentioned in the previous section (Thm. III.1) for all (˜ x(t), y ˜ (t), u ˜ (t)) to (30)–(32) converges to the origin (0, 0, 0). we know that the resulting closed loop solution (˜ x(t), y The three matrices Ax , Ay and Au can be interpreted as desired synthesized dynamics in the three steps of the derivation of the control law, and the relative importance of the three terms in the expression (47) for the decay of the Lyapunov function can be controlled using the weighting matrices Qx , Qy , Qu . The importance of selecting the latter properly is illustrated in the simulations. Summing up, the BBS control law follows if we in (39)–(41) take ˜, Φx,f (˜ x, t) = −f˜ (˜ x, t), Φx,x (˜ x) = −Ax x ˜ y , t), Φy,h (˜ y ) = −h(˜



˜ (˜ ˜, Φy,x (˜ x, t) = −Q−1 x, t)T Qx x y g  ∂y ˜ d (˜ ˜ d (˜ ∂y x, t) ˜ x, t) ˜ , t) = y ˜ , t) = ˜ d (˜ Φy,y˙ d (˜ x, y ˜˙ d (˜ x, y f (˜ x, t) + g˜ (˜ x, t)(˜ y+y x, t)) + , ˜ ∂x ∂t −1 T ˜ , Φu,u (˜ ˜, Φu,y (˜ y ) = −Qu k Qu y u) = −Au u ˜, u ˜ , t) = u ˜, u ˜ , t) = Φu,u˙ d (˜ x, y ˜˙ d (˜ x, y  ∂u ˜ d (˜ ˜ , t) ˜ ˜ d (˜ ˜ , t) ˜ d (˜ ˜ , t) ∂u x, y x, y ∂u x, y ˜ (˜ ˜ d (˜ ˜ , t) + f (˜ x, t) + g x, t)(˜ y+y x, t)) + Φy,y˙ d (˜ x, y , ˜ ˜ ∂x ∂y ∂t ˜, Φy,y (˜ y ) = −Ay y
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(48)



˜ d (˜ ˜ d (˜ ˜ , t) are given by (44), (45). where y x, t) and u x, y IV.A.2.



High Gain Block Backstepping



Examination of the derivation of the basic BBS control law reveals that cancellation terms are inserted in a few places in the derivation and this suggests that a simplified version of the control law is possible where these terms are not canceled but instead dominated. The High Gain Block Backstepping (HGBBS) control law is obtained by defining the virtual control laws ˜d, u ˜ d and the control law ν ˜ by y f˜ (˜ x, t) + g˜(˜ x, t)˜ y d (˜ x, t) ˜ y , t) + k ˜u ˜ d (˜ ˜ , t) − y ˜ , t) h(˜ x, y ˜˙ d (˜ x, y ˙ ˜ (˜ ˜, u ˜ , t) − u ˜, u ˜ , t) ν x, y ˜ d (˜ x, y



˜, = −Ax x ˜, = −Ay y ˜, = −Au u



(49) (50) (51)



where the time derivatives are defined for the closed loop solutions to (30)–(32) as in (33), (34). Then, along the solutions to the closed loop system we have d ˜ (t), u ˜ (t)) = −˜ ˜ (t) − y ˜ (t)T Qy Ay y ˜ (t) − u ˜ (t)T Qu Au u ˜ (t) V (˜ x(t), y x(t)T Qx Ax x dt ˜ (t)T Qx g˜ (˜ ˜ (t)T Qy ku ˜ (t), (52) +x x(t), t)˜ y (t) + y where the last two terms are terms which were canceled in the BBS case. In the flight mechanical application ˜ (˜ we consider here g x, t) is bounded and since k is constant and positive definite it is easy to give a sufficient ˜ (t), u ˜ (t)) 6= (0, 0, 0). Indeed, the condition for the rate of decay in (52) to be strictly negative for (˜ x(t), y right hand side of the rate of decay expression (52) is simply the values of the quadratic form  T    ˜ −Qx Ax Qx g˜ (˜ x, t) 0 ˜ x x      (53) ˜   0 −Qy Ay Qy k ˜   y  y ˜ ˜ u u 0 0 −Qu Au



along the solution trajectories of the closed loop system and the quadratic form in (53) can easily be made negative definite by making the off-diagonal elements sufficiently small compared to the diagonal elements, by proper choice of the gain matrices Ax , Ay , Au (cf. e.g. [29, p. 111]). Stability can therefore be ensured in a similar way as for the BBS control law by using standard Lyapunov theory (Thm. III.1). The HGBBS control law is slightly simpler than the BBS control law, at the expense of a (potentially) higher gain requirement and possibly smaller (practical) stability region (determined by actuator constraints). An interesting observation about the terms in HGBBS control law, which is most easily seen in the case where the weighing matrices are multiples of the identity as Qx = (1/γ)I, Qy = I, Qu = γI, is that it can be viewed as a limiting case of the effective BBS controller resulting when γ → ∞ for this choice of weighting matrices. IV.A.3.



Nonlinear Dynamic Inversion via Time Scale Separation



The Nonlinear Dynamic Inversion via Time Scale Separation (NDI-TSS) control law can be viewed as “poor mans” version of backstepping since it can be seen that the NDI-TSS control law can be obtained from the BBS control law by dropping two terms in each step. It constitutes another high gain approach. The NDI-TSS control law is usually presented in the following way.2 In the first step a virtual control ˜ d is defined exactly as in the first step (44) in the BBS control law. In the second step and thirds steps, law y ˜ d and control ν˜ are defined without the time derivative terms, viz. however, the virtual control u ˜ (˜ f˜ (˜ x, t) + g x, t)˜ y d (˜ x, t) = ˜ ˜ ˜ d (˜ ˜ , t) = h(˜ y , t) + ku x, y ˜ (˜ ˜, u ˜ , t) = ν x, y



˜, −Ax x ˜, −Ay y ˜. −Au u



The missing time derivative terms are important for stability and performance; the latter is illustrated in the simulations. 12 of 24 American Institute of Aeronautics and Astronautics



The NDI-TSS control law can also be considered as a limiting case of the HGBBS control law obtained ˜ , t) is small compared to the other terms in (50) and at the same when the time derivative term y ˜˙ d (˜ x, y ˜, u ˜ , t) is small compared to the other terms in (51) (which can be interpreted as a time scale time u ˜˙ d (˜ x, y separation condition). Indeed, stability has been shown to hold2 for NDI-TSS when there is sufficient time ˜, y ˜, u ˜ subsystems) in the closed loop system obtained from (30)–(32). scale separation between the loops (the x IV.B.



Special Cases II: Nonsmooth controllers



We now turn to nonsmooth controllers obtained as variants of the basic idea underlying the block backstepping control law. IV.B.1.



Projection Block Backstepping



One observation which can be made from the development of the BBS control law is that the equality (44) ˜ T when forming the Lyapunov function need only hold in [˜ x] (since both sides are multiplied from the left by x (43)). Analogously, (45) need only hold in [˜ y ] and (46) need only hold in [˜ u]. This opens up for modifying the BBS control law by inserting projection operations in various places in order to (pointwise along the ˜ d, u ˜ d and control law ν terms. trajectory) reduce the magnitude of the virtual control law y ˜ d by To see how this can be done we replace the defining equation (44) for y  ˜ (˜ ˜, g x, t)˜ y d (˜ x, t) = Px − f˜ (˜ x, t) − Ax x (54)



where Px : Rn → Rn is a piecewise continuous (possibly smoothly time varying) map, and note that as long as P [˜x] Px = P [˜x] , ˜ d (˜ x, t) defined by (54) then the closed loop solution to (30)–(32) obtained by using the virtual control law y will give the same rate of decay pointwise (in all points of continuity of Px ) to the Lyapunov function in (43) ˜ d (˜ as a closed loop solution obtained by using the smooth virtual control y x, t) defined by (44). The map Px can e.g. be constructed as a smooth transition between P [˜x] (valid for k˜ xk large) to I (valid for k˜ xk small). ˜ in (46) using projection operations and ˜ d in (45) and ν Similar constructions can be applied to redefine u ˜ d and ν ˜ by defining u  ˜ y , t) − Q−1 g˜(˜ ˜ d (˜ ˜ , t) = Py − h(˜ ˜ +y ˜ , t) − Ay y ˜, ku x, y x, t)T Qx x ˜˙ d (˜ x, y y  −1 T ˜, ˜, u ˜ , t) = Pu − Qu k Qy y ˜ +u ˜, u ˜ , t) − Au u ν˜ (˜ x, y ˜˙ d (˜ x, y where the time derivatives are defined for the closed loop solutions to (30)–(32) as in (33), (34) and the piecewise continuous (possibly smoothly time varying) maps Py , Pu : Rm → Rm must satisfy P [˜y ] Py = P [˜y ] ,



P [u] ˜ Pu = P [u] ˜ .



˜ d (˜ ˜ d (˜ ˜ , t). The Projection Block Alternatively, ordinary backstepping steps can be used to define y x, t) or u x, y Backstepping (PBBS) control law is the name used collectively for all similar constructs. If the maps Px , Py and Pu are replaced by identities we recover the BBS algorithm. Stability for the PBBS algorithm follows from Thm. III.1 since the rate of decay (43) of the Lyapunov function V in (42) is given by same expression (47) (pointwise) as for the BBS algorithm. IV.B.2.



Sign Block Backstepping



A further generalization of the ideas used to derive the BBS algorithm is to only cancel terms that act to increase the value of the Lyapunov function V in (43), or even to exploit these terms to form new terms that can act to improve the rate of decay of the Lyapunov function even further. We shall describe a control law based on these ideas here, referred to as Sign Block Backstepping (SBBS). ˜ d is In SBBS the defining equation for the virtual control law y ˜ (˜ ˜ ) ⊙ (f˜ (˜ ˜, g x, t)˜ y d (˜ x, t) = −H((Qx x x, t))) ⊙ f˜ (˜ x, t) − Ax x



(55)



where H is the Heaviside function (H(x) = 1 if x > 0 and H(x) = 0 otherwise) applied componentwise and ⊙ is the Shur (componentwise) product between vectors. The simple idea here is that, each component in 13 of 24 American Institute of Aeronautics and Astronautics



the first term on the right is active only if it is beneficial for the rate of decay of the Lyapunov function (42) (in any given point on a solution trajectory to the closed loop system). To see more clearly how this works ˜ d (˜ we note that when y x, t) is given by (55) we have ˜ T Qx (f˜ (˜ ˜ (˜ x x, t) + g x, t)˜ y d (˜ x, t))



˜ T Qx f˜ (˜ ˜ T Qx H((Qx x ˜ ) ⊙ (f˜ (˜ ˜ = x x, t) − x x, t))) ⊙ f˜ (˜ x, t) − xT Qx Ax x =



3 X



˜, (χk fk − H(χk fk )χk fk ) − xT Qx Ax x



k=1



˜ )k , fk = (f˜ (˜ where χk = (Qx x x, t))k , and for the terms in the sum on the right we have ( 0 if χk fk ≥ 0, χk fk − H(χk fk )χk fk = χk fk if χk fk < 0. Thus, we have



˜ T Qx (f˜ (˜ ˜ x x, t) + g˜ (˜ x, t)˜ y d (˜ x, t)) ≤ −˜ xT Qx Ax x



˜ d were the BBS virtual control law (44), and (43) therefore indicates whereas we would have mere equality if y that SBBS offers a possibility to increase the rate of decay for the Lyapunov function V in (43). ˜ d and control law ν ˜d, In the second and third steps we can analogously define the virtual control law u respectively, by ˜ y , t)) ⊙ h(˜ ˜ y , t) + y ˜ d (˜ ˜ , t) = −H((Qy y ˜ ) ⊙ (h(˜ ˜ , t) ˜˙ d (˜ x, y ku x, x ˜ ) ⊙ (Q−1 ˜ (˜ ˜ )) ⊙ (Q−1 ˜ (˜ ˜ ) − Ay y ˜ −H((Qy y x, t)T Qx x x, t)T Qx x y g y g and



T T ˜ (˜ ˜, u ˜ , t) = −H((Qu u ˜ ) ⊙ (Q−1 ˜ )) ⊙ (Q−1 ˜) + u ˜, u ˜ , t) − Au u ˜ ν x, y ˜˙ d (˜ x, y u k Qy y u k Qy y



where the time derivatives are defined for the closed loop solutions to (30)–(32) as in (33), (34). Again, many variants of this control law can be devised, including hybrids between the SBBS and the BBS (or the PBBS) control laws.d The rate of decay of the Lyapunov function (42) along the closed loop solution trajectories satisfies d ˜ (t), u ˜ (t)) ≤ −˜ ˜ (t) − y ˜ (t)T Qy Ay y ˜ (t) − u ˜ (t)T Qu Au u ˜ (t), V (˜ x(t), y x(t)T Qx Ax x dt therefore stability follows from Thm. III.1. IV.B.3.



Sliding Mode



Sliding mode (SM) control has recently been applied in a number of flight control applications30, 31 including missile control.32 We shall here only consider a sliding mode (SM) control law where the switching control is applied in the ˜ d and u ˜ d , and thereby last step, following two block backstepping steps to define BBS virtual control laws y ˜ = 0. From (30), (31) and (44), (45) we see that in the case of the BBS control a switching surface given by u ˜ = 0 are given by law the closed loop dynamics on the manifold u x ˜˙ y ˜˙



= =



˜ + g˜ (˜ −Ax x x, t)˜ y, −1 ˜ − Qy g˜(˜ ˜. x, t)T Qx x −Ay y



(56) (57)



It is easy to see that the system (56), (57) is globally asymptotically stable since the rate of decay of the ˜ ) = (1/2)(k˜ Lyapunov function V (˜ x, y xk2Qx + k˜ y k2Qy ) for this system is d ˜ (t) < 0, ˜ (t)) = −˜ ˜ (t) − y ˜ (t)T Qy Ay y V (˜ x(t), y x(t)T Qx Ax x dt ˜ (t)) 6= (0, 0). for (˜ x(t), y d Also variants where the definition (55) is replaced by g ˜ x, t))f ˜ (˜ ˜ (˜ ˜ can be conceived, x, t)˜ yd (˜ x, t) = −H(˜ xT Qx f(˜ x, t) − Ax x i.e. a “termwise” sign exploitation rather than “componentwise” as in SBBS, and similarly for the other steps.



14 of 24 American Institute of Aeronautics and Astronautics



˜ d (˜ ˜ d (˜ ˜ , t) as in (44), (45), and in Thus, our sliding mode control law is defined by taking y x, t) and u x, y ˜ by the last step defining ν T ˜ (˜ ˜, u ˜ , t) = u ˜, u ˜ , t) − Au S(˜ ˜, ν x, y ˜˙ d (˜ x, y u) − Q−1 u k Qy y



(58)



where S is the sign function applied componentwise and where we have the usual interpretation of the time derivative on the right. Stability of the SM control law follows from standard sliding mode control theory [13, Sec. 14.1] (the sliding manifold is reached in finite time and on this manifold Thm. III.1 can be applied). IV.C.



Generalizations



IV.C.1.



Integrator Action



Integrator action is readily added to several of the control laws described above. If we define new states ˜ ∈ Rn by the dynamical relation z ˜+x ˜, ˜z˙ = −Az z (59) where Az ∈ Rn×n is a diagonal positive semidefinite matrix, and modify the Lyapunov function (42) to read ˜, y ˜, u ˜) = V (˜ z, x



1 1 1 1 ˜ k2Qu , k˜ z k2Qz + k˜ xk2Qx + k˜ y k2Qy + ku 2 2 2 2



(60)



where Qz ∈ Rn×n is a diagonal positive definite matrix, the rate of decay of V in (60) along the solution trajectories to the augmented closed loop system formed from (30)–(32) and (59) is given by d ˜ (t), u ˜ (t)) V (˜ x(t), y dt



˜ (t)T Qz ˜z˙ (t) + x ˜ (t)T Qx x ˜ (t)T Qy y ˜ (t)T Qu u = z ˜˙ (t) + y ˜˙ (t) + u ˜˙ (t)  ˜ (t)T Qz − Az z ˜ (t) + x ˜ (t) = z  T ˜ (˜ ˜ (˜ +˜ x(t) Q f˜ (˜ x(t), t) + g x(t), t)(˜ y (t) + y x(t), t)) x



d



 ˜ y (t), t) + k(˜ ˜ d (˜ ˜ (t), t)) − y ˜ (t), t) +˜ y (t)T Qy h(˜ u(t) + u x(t), y ˜˙ d (˜ x(t), y  ˜ (t)T Qu ν ˜ (˜ ˜ (t), u ˜ (t), t) − u ˜ (t), u ˜ (t), t) . +u x(t), y ˜˙ d (˜ x(t), y (61)



Therefore, if we modify the first step (44) in the BBS control law and instead define the virtual control law ˜ d by y ˜ (˜ ˜ − Qz z ˜ f˜ (˜ x, t) + g x, t)˜ y d (˜ x, t) = −Ax x (62) and then proceed as in the BBS control law, the rate of decay of the Lyapunov function (61) will become d ˜ (t), u ˜ (t)) = −˜ ˜ (t) − x ˜ (t)T Qx Ax x ˜ (t) − y ˜ (t)T Qy Ay y ˜ (t) − u ˜ (t)T Qu Au u ˜ (t), V (˜ x(t), y z (t)T Qz Az z dt



(63)



and stability follows from Thm. III.1 whenever Az is positive definite. ˜ -states unless However, the dynamics (59) for the z-states do not represent true integrator states for the x n Az = 0, in which case the rate of decay (63) becomes only negative semidefinite on R × Rn × Rm × Rm . ˜, y ˜, u ˜ Still, at least in the case of nonswitching control laws (such as BBS and HGBBS) convergence of the x states to (0, 0, 0) can be guaranteed also for a positive semidefinite Az by a standard Krasovskii-Lasalle result for time varying systems, cf. e.g. [28, Corollary 5.6] (for the nonsmooth case see e.g. Ref.33 ). For later reference we write down the closed loop dynamics resulting when applying integrator action defined by (59) and (62), which is ˜˙ = z x ˜˙ = y ˜˙ = u ˜˙ =



˜+x ˜, −Az z ˜ − Qz z ˜+g ˜ (˜ −Ax x x, t)˜ y, −1 ˜ + ku ˜ − Qy g ˜ (˜ ˜, x, t)T Qx x −Ay y ˜− −Au u



˜T ˜. Q−1 u k Qy y



(64) (65) (66) (67)



The introduction of integrator action as in (59), (62) allows us to synthesize (approximate) second order ˜ -system since we see from (30), (31) that on the manifold y ˜ = 0 we then have dynamics for the x ¨ = −Ax x ˜+x ˜) x ˜˙ − Qz ˜z˙ = −Ax x ˜˙ − Qz (−Az z 15 of 24 American Institute of Aeronautics and Astronautics



i.e.



¨ + Ax x ˜ = Qz Az z ˜, x ˜˙ + Qz x



˜. which, in the limit Az → 0, can be used to realize desired second order linear dynamics for the error x IV.C.2.



˜ -States Integrator Action on the y



In the flight control application (12)–(14) the BBS algorithm (44)–(46) can be cast in a form which gives ˜ -states. (approximate) integrator action on the y ˜ (0, t) = g(xc ) and make a variable transformation as To see this, we note first that g ˜ = g(xc )˜ w y. For constant αc , βc we then obtain the transformed BBS closed loop equations on the form x ˜˙ w ˜˙ u ˜˙



˜ +g ˜ (˜ ˜ = −Ax x x, t)g(xc )−1 w, −1 −1 ˜ + g(xc )ku ˜ − g(xc )Q−1 ˜, = −g(xc )Ay g(xc ) w g(xc )˜ g (˜ x, t)T Qx x y g(xc ) ˜− = −Au u



−1 ˜T ˜ Q−1 w. u k Qy g(xc )



(68) (69) (70)



˜ (˜ When α = αc , β = βc then g x, t)g(xc )−1 = g(xc )g(xc )−1 = I and if moreover αc = 0, βc = 0 then the matrix g(xc ) is also orthogonal so that g(xc )˜ g (0, t)T = g(xc )g(xc )−1 = I and the equations (68)–(70) can be written as x ˜˙ w ˜˙



= =



u ˜˙ =



˜ + w, ˜ −Ax x ˜ + g˜(xc )ku ˜ − Qζ x ˜, −Aw w ˜− −Au u



−1 ˜T ˜ Q−1 w, u k Qy g(xc )



(71) (72) (73)



where we have introduced Aw = g(xc )Ay g(xc )−1 ,



Qζ = g(xc )Qy g(xc )−1 Qx .



Now, the two equations (71), (72) are of the same form as (64), (65) so when αc = 0, βc = 0 then on the ˜ = 0 the state x ˜ in (71) will, when |α − αc | and |β − βc | are small, act as an (approximate) manifold u ˜ in (72), in analogy with the behavior of the variables in (64), (65). Thus, integrator state for the state w by proper selection of the weighting matrices Qx , Qy (which determine Qζ ) one can trade some convergence ˜ ) for robustness against modeling errors in the rate in the augmented force equation (i.e. in the variable x ˜ (transformed) moment equation (as expressed by the variable w). IV.C.3.



Actuator Dynamics



The translation of the results to more realistic first order control affine nonlinear actuator dynamics is ˜ . For higher order straightforward by employing an affine transformation to the computed control laws ν actuator dynamics, additional steps in the cascade design can be added.



V. V.A.



Simulations



The ADMIRE Model



The simulations are based on the ADMIRE model34 which is a realistic (nonlinear) model of a single engine agile fighter with delta-canard configuration and models for the engine, sensors and actuators. It is implemented in Matlab/Simulink and freely available on the internet.34 A basic description of the model can be found in Ref.35 and a detailed investigation of the aerodynamic data set is given in Ref.36 The control allocation between physical control surfaces (inner and outer elevons, and rudder) is the same as in Ref.20
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V.B.



Controller implementation



The controllers are all based on a simplified description of the original ADMIRE aerodata set, based mostly on polynomial approximations. The fitting error is globally in the order of 5 − 10% (on average), where the fit is best for small angle of attack and small sideslip values.e The parameters used in the different controllers are based on one basic set, to facilitate comparison, with some variations between controllers necessitated by their differences in structure. (The gains are also fixed throughout the maneuver, thus no gain scheduling is employed.) For the BBS, HGBBS, SBBS controllers the parameters are as follows Qx = 60 Qy ,



Qy = 1010 Qu ,



Qu = I



(74)



and Ax = diag[2.5, 6, 0.7],



Ay = diag[7, 28, 10],



Au = diag[3, 3, 3].



For the NDI-TSS controller the matrix Au was the same as for the BBS controller but the matrices Ax , Ay differed for the NDI-TSS controller and were given by Ax = diag[0.5, 0.2, 0.2],



Ay = diag[5, 15, 10].



˜ -systems) In the PBBS controller the projection operations were only applied in the first and second step (˜ x, y with Px ( · ) = P [˜x] ( · ) + P [˜x]⊥ x˙ c and Py = P [˜y] . The sliding mode controller had the same parameters as the BBS controller except that Au was set to Au = 3 × 105 I. When integrator action was applied in the BBS controller the matrix Az was zero and Qz = diag[5, 2, 0]. The solver used throughout is a second order fixed step solver with step length h = 0.02s. V.C.



Maneuver



The maneuver executed is a high rate velocity vector roll with constant throttle starting from approximately trimmed straight and level flight at 3000m and Mach 1.1. (This means that, for most controllers, the minimum Mach number achieved was in the order of 0.95.) The commanded conical rotation (roll) rate is 300deg/s for all controllers except the NDI-TSS which had a commanded value of 150deg/s. At the beginning of the maneuver, a simultaneous command in α and roll rate was given, and this was also coupled to a command in sideslip. (This is required in order to be able to execute velocity vector roll maneuvers at high roll rates with the ADMIRE airframe.36 ) Maximum load factors for the maneuver (with the BBS controller) are in the order of 7g for nz and −2g for ny . V.D.



Results



The performance and behavior of the BBS controller is illustrated in Figs. 1,2, where aerodynamic angles and control surface deflections are shown for the velocity vector roll maneuver. It can be seen that the roll angle tracking is very good with, a small overshoot, and the tracking in sideslip is also good, with a small deviation in the beginning. The tracking error in angle of attack is overall small, which indicates that the BBS controller is fairly robust against modeling errors (with proper selection of parameters). From Fig. 2 it can be inferred that the control surface deflection rates are moderate, although the commanded control surface deflection rates show transient during the changes in the derivatives of the command (reference) signals. In Figs. 3,4 the behavior for the aerodynamic angles and control surface deflections for the HGBBS controller is illustrated. It can be seen that the omission of the two weighting matrix dependent terms which are present on the right hand sides of (45) and (46) but absent in (50) and (51) leads to a clear loss of performance. This loss of performance manifests itself mostly in loss of tracking performance for the angle of attack, but also in sideslip and roll. The behavior of the control surface deflections is comparable to that of BBS. The behavior of the NDI-TSS controller is illustrated in Figs. 5,6, albeit with a smaller commanded roll rate which was necessitated in order to maintain stability of the controller. The simplified structure e The fit has been made only with respect to a weighted least squares criterion and therefore the derivatives indicated by linear interpolation in the tabulated aerodata can locally differ significantly from those obtained the fitted polynomial model. Thus, all controller quantities which are calculated from Jacobians derived from the approximated polynomial aerodata are effected by this.
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Figure 1. BBS controller: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 2. BBS controller: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).



of the NDI-TSS control law, compared to BBS and HGBBS, has a dramatic effect. Even though the velocity vector roll maneuver is executed at half the commanded roll rate compared to the other control laws, the performance is clearly inferior to that of e.g. BBS and HGBBS. The control surface deflections are considerably smoother and smaller in magnitude however, as a result of the overall lower loop gain. In Figs. 7,8 the performance of the PBBS controller is illustrated. The tracking behavior is good, however with a somewhat oscillatory behavior sideslip angle β after release in the maneuver, which is due to numerical issues associated with the method (cf. the remarks for the SBBS controller below). In Figs. 9,10 the performance of the SBBS controller is illustrated. The SBBS controller has better performance than the BBS controller in tracking of sideslip β and conical rotation (roll) rate ξ, but worse in tracking of the angle of attack α. The problem in following α can be traced to the switching of signs in ˜ d, u ˜ d and control law ν ˜ which results in peaking of the the terms to be canceled by the virtual control laws y derivativesf y ˜˙ d , u ˜˙ d . This is a numerical implementation problem which can be mitigated by using a more advanced solver. The sliding mode controller behavior is displayed in Figs. 11,12. The SM controller has slightly better tracking of α and β than the HGBBS controller but has a drawback compared to HGBBS and BBS in that f Similar



problems due to switching of signs can be seen also for β and ξ, but on a much smaller scale.
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Figure 3. HGBBS controller: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 4. HGBBS controller: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).



˜ since this term will the benefits of the coupling term on the far right in (58) will be lost for small values of y then be dominated by the switching term. Finally, in Figs. 13,14 the beneficial effects of adding integral action is displayed fro the BBS controller. It can be seen that the tracking error in angle of attack, which is present to various degrees for all the other controllers, is virtually eliminated with only a very minor effect on the transient tracking properties.



VI.



Conclusions



Starting with the block backstepping control law design as a template, we have presented a family of control law designs which can provide rapid design of full multivariable flight control laws and we have provided an initial comparative study of their performance. As has been indicated, there are a number of ways this family can be extended and generalized, while at the same time retaining the good properties of the basic Lyapunov cascade design procedure represented by the block backstepping algorithm. Indeed, we have shown that the nonlinear dynamic inversion via timescale separation control law can be seen as a special case of block backstepping where certain terms are dropped. These terms provide not only stability but also performance, as is evident from the simulations. Another member of the family, sign block backstepping, shows promising results but appears somewhat more sensitive to modeling errors than the block backstepping 19 of 24 American Institute of Aeronautics and Astronautics
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Figure 5. NDI-TSS controller: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 6. NDI-TSS controller: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).



algorithm. The sliding mode controller (with two backstepping steps in the slower loops) performs well but suffers from small chattering. How to further generalize and optimize the designs in the family is a a topic for further study.
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Figure 7. PBBS controller: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 8. PBBS controller: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).
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Figure 9. SBBS controller: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 10. SBBS controller: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).
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Figure 11. SM controller: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 12. SM controller: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).
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Figure 13. BBS controller with integral action: Aerodynamic angles, α (top), β (second from top), ξ (third from top), ξ˙ bottom.
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Figure 14. BBS controller with integral action: Control surface deflections, canard (top), elevons (second from top), commanded elevons (third from top), rudder (bottom).
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