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THE DEAF NODE PROBLEM IN WIRELESS NETWORKS



SAIKAT RAY ABSTRACT DATA packet collision is one of the basic problems in a wireless network. IEEE 802.11 wireless networks employ a RTS -CTS mechanism in order to avoid such collisions. In this scheme, prior to the DATA packet transfer, the sender and the receiver exchange two small control packets called RTS and CTS, which request the neighboring nodes to defer any transmission. The main design assumption is that after a successful exchange of RTS -CTS packets, every node in the vicinity of the sender and the receiver hears an RTS or a CTS packet, and defers transmission appropriately. However, we found that this assumption does not hold in general, even under ideal channel conditions. Some of the neighboring nodes are unable to receive the RTS and CTS correctly, mainly due to other on-going DATA packet transmissions nearby. We refer to such nodes as deaf nodes. In this thesis, we study the deaf node problem and related issues in a wireless network. We contribute to the understanding of deaf nodes in various ways. First, we formulate the deaf node problem and show sequences of events that lead to DATA and ACK packet collisions. Secondly, through simulation, we evaluate the impact of deaf nodes on IEEE 802.11 wireless ad-hoc networks. The simulation outcomes show that deaf nodes lead to the collision of as many as 25% of DATA packets. The iv



delay may increase by as much as 100% and the throughput is affected as well. We propose a few solutions for reducing the negative impact of deaf nodes in IEEE 802.11 networks. One of the solutions mitigates the deaf node problem by eliminating ACK packet collisions and through simulation we found that the delay performance is improved as well. A related problem of wireless networks studied in this thesis is the blocking problem. At any given instant, many nodes in a wireless network may remain prohibited from transmitting. We refer to such nodes as blocked nodes. If the destination of an RTS packet is a blocked node, the sender does not get any response and enters the backoff mode. This is called the blocking problem. We show how blocking may propagate in the network and create deadlock situations. The deaf node problem and blocking problem together explain our simulation results accurately. The present work opens up several interesting directions of research, such as the problem of finding an appropriate medium access control protocol that handles the deaf node problem as well as the blocking problem efficiently. We plan to work on these problems in the future.
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Chapter 1 Introduction



From traditional local area networks (LANs) to controlling the arms of a robot, applications of wireless networks are growing fast in various forms[1]. Wireless networks are envisioned as the “last-hop” for the next generation of networks. The IEEE 802.11 wireless local area networks (LANs) are rapidly replacing its wired counterpart in home, campus, and business environments due to their low cost of installation and maintenance and the support for mobility. In many settings, such as construction sites and disaster-torn areas, wireless networks are often the only option to provide for networking connectivity. The application of wireless networks for building sensor networks has become the standard. In control applications as well, researchers are striving to use wireless networks for carrying information between the controller and the actuators/sensors. In short, the field of wireless networks is experiencing a significant expansion. Consequently, the issue of network performance is becoming more and more important. The performance of a wireless network heavily depends on the medium access control scheme (or multiple access scheme) implemented by its nodes. The basic medium access control mechanism used in many protocols, is called “Carrier Sense



1



Multiple Access” (CSMA) [2]. In CSMA, a node is allowed to transmit only if it determines the medium to be idle. However, CSMA cannot prevent packet collisions caused by nodes that are located within the transmission range of the receiver, but not of the sender. Such nodes are called hidden nodes [3]. To prevent collisions due to hidden nodes, many protocols, including IEEE 802.11, use some variant of the “Multiple Access with Collision Avoidance for Wireless LANs” (MACAW) protocol proposed by Bharghavan et. al. [4], which has its roots in the “Multiple Access with Collision Avoidance” proposed by Karn [5]. In this protocol, a pair of small control packets, called RTS and CTS, are transmitted initially to avoid costly DATA packet collisions. The design of MACAW relies on the assumption that all the nodes in the vicinity of the sender and the receiver will hear at least one control packet and defer transmission appropriately. In this thesis, however, we show that this assumption does not hold in general. It turns out that nodes in the vicinity of the sender or the receiver are often unable to receive the control packets properly, due to other ongoing transmissions nearby. This means that the RTS -CTS mechanism in general does not prevent DATA packet collisions, even under perfect operating conditions. In this aspect, the present work differs from previous works, which have pointed out that the RTS -CTS mechanism may fail due to imperfect operating conditions, such as non-negligible propagation delay, fading and node mobility ([6, 7, 8]). In this work, we refer to a node that does not hear a packet, even though it is supposed to receive the packet, as a deaf node. A deaf node may subsequently cause DATA packet collisions, even if the RTS -CTS handshake is performed successfully. 2



Therefore, the success of RTS -CTS handshake does not guarantee the success of DATA packet, even under perfect channel conditions. Since DATA packet collisions reduce throughput and increase delay, deaf nodes may significantly affect network performance. Thus, understanding the impact of deaf nodes is of fundamental importance to evaluate the performance of IEEE 802.11 networks. Deaf nodes are as fundamental as hidden nodes. Although the hidden node problem has been studied extensively in the literature, the deaf node problem has received very little attention. The problem was briefly alluded to in [4, 9]. The present work contributes to the understanding of deaf nodes in three ways. First, we formally describe the deaf node problem and show examples of sequences of events that lead to DATA and ACK packet collisions. Secondly, we quantify the effect of deaf nodes on network performance in the context of IEEE 802.11 wireless networks through detailed simulations. Our simulation results show that deaf nodes may lead to as many as 25% of DATA packets collisions. Consequently, the average packet delay may increase by as much as 100%, rendering, in some situations, a wireless network unsuitable for multimedia traffic. Finally, we address the issue of mitigating the impact of deaf nodes. We propose to modify the value of the DIFS parameter used in the IEEE 802.11 standard. This simple change eliminates ACK packet collisions, thereby reducing the negative impact of deaf nodes, although not eliminating it completely. Our simulation results show that this modification results in a significant reduction of the average packet delay. The deaf node problem alone does not satisfactorily explain the trend of our simulation results at high load. To explain the simulation outcomes, we describe one 3



more problem, the blocking problem. In a wireless network, at any given instant many nodes remain prohibited from transmitting to let other nodes transmit. A problem occurs when a node attempts to transmit a packet to a node that is prohibited from transmitting, or blocked. This problem is referred to as the blocking problem. Blocking problem may prohibit nodes from transmitting even if no other node is actually transmitting any packet. Moreover, packets may be dropped due to blocking and it may even lead to a deadlock situation. In this thesis, we describe the blocking problem and provide examples showing how packets may be dropped or deadlock may arise. Finally, we show how blocking problem and deaf node problem together explains our simulation results accurately. Outline of rest of the thesis Following is the road map for this thesis. Chapter 2 provides the background material necessary for this thesis. In particular, we describe the main wireless technologies, the hidden node problem in wireless networks and survey the main Medium Access Control (MAC) protocols. Chapter 3, 4 and 5 forms the core of this thesis. Rest of the chapters discuss extensions and possible future directions of work. Specifically, Chapter 3 describes the deaf node problem, Chapter 4 shows our simulation results and chapter 5 describes a few solutions that mitigate the negative impact of deaf node problem. After describing the deaf node problem in detail, at the end of Chapter 3 we also discuss some of the works that have alluded the deaf node problem. In Chapter 6, we describe another interesting problem, the blocking effect. Deaf nodes and blocking effect together explain our simulation results accurately. Chapter 7 discusses about



4



how the non-ideal behaviors of a real network, such as packet capture and larger interference range, affect the deaf node problem. Finally, we summarize our findings in Chapter 8.



5



Chapter 2 Literature Survey



Medium Access Control (MAC) in wireless networks has been an active area of research since 1970. Not surprisingly, a large number of MAC protocols have been proposed [10]. This chapter surveys the main protocols among them. We begin by describing the main technologies used for implementing the physical layer of wireless LAN devices. Our main goal behind describing the physical layer is to motivate the primary problem in wireless networks: packet collisions. Then we describe one of most widely used MAC protocols: Carrier Sense Multiple Access (CSMA). CSMA gives rise to two well-studied problems: hidden nodes and exposed nodes. Most of the MAC protocols attempt to solve these problems either by using a busy tone, or by exchanging control packets. We describe several protocols in either category. Among them, the IEEE 802.11 MAC protocol is the standard for wireless networks today. Moreover, we use a 802.11 network for our simulation study in chapter 4. Therefore, we describe the IEEE 802.11 MAC in detail.
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Figure 2.1: Omni-directional Antenna. The antenna transmits and receives from all directions on a horizontal plane.



2.1



Physical Layer Technologies



In this section, we very briefly discuss some of the technologies used for implementing the physical layer. The description is arranged in the following parts: The antenna system, spread spectrum techniques, multiple access Techniques and duplex methods. Our main goal of this section is to describe packet collisions and infeasibility of collision detections in wireless networks, which we take up next. References are provided for further details. 2.1.1



Antenna System



An antenna can either be an omni-directional antenna, or a directional antenna. As the name suggests, an omni-directional antenna transmits and receives from all directions. A monopole (“stick” antenna) is a familiar example. Figure 2.1 shows the coverage pattern of an omni-directional antenna.
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Figure 2.2: Directional Antenna. The antenna transmits and receives from a particular direction on a horizontal plane. The arrow denotes the position of the antenna.



In contrast to an omni-directional antenna, a directional antenna transmits and receives from a particular direction. Typically, directionality is achieved by using multiple monopole (or dipole) antennas arranged in the form of an array. In a directional antenna, the direction of the pattern, also called the beam, can be steered. Based on the way the beam is steered, directional antennas are classified into two classes: Switched Beam antennas and Steered Beam antennas. In a switched beam antenna, the system chooses one of the multiple fixed beams. Therefore, the direction change is discrete. On the other hand, the direction of a steered beam antenna can be changed in a continuous manner. Usually, directional antennas are bigger and costlier than an omni-directional antenna. Therefore, IEEE 802.11 standard uses omni-directional antennas. However, use of directional antenna can potentially increase the capacity of a wireless network significantly and this issue is a current research topic. The reader can get more information on this topic in [11]. Information on the topics on antennas and further
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references can be found in [12]. If every node in a network uses omni-directional antennas, we will occasionally call the network as an omni-directional network. On the other hand, if some of the nodes in the network use directional antenna, we will call the network as a directional network. IEEE 802.11 networks are, therefore, omni-directional networks according to this terminology. 2.1.2



Spread Spectrum Techniques



Typically, a wireless channel is a multipath channel, i.e., the receiver receives multiple copies of the same signal, each delayed by a random time. Due to this, the receiver perceives that the signal amplitude varies randomly. This is called fading. Moreover, fading is frequency selective, i.e. signals at different frequencies experience different amount of fading at a given instant. Because of fading, narrowband modulation schemes, such as Phase Shift Keying (PSK), do not perform well. To transmit signals reliably over a fading channel, the transmitter adds redundancy in the transmitted signal by spreading the signal over the entire available frequency band. The basic idea is, at any given instant, some part of the spectrum would be good and the receiver would be able to demodulate the signal reliably using this redundancy. Following three methods are the primary ones for spread spectrum communication: • Frequency Hopping Spread Spectrum (FHSS): In FHSS, a sequence of carrier



9



frequencies, f0 , f1 , . . . , fN −1 is chosen initially. A transmitter transmits a signal at a carrier frequency fi for a time period T , called the dwell-time, and then shifts the carrier frequency to f(i+1) mod



N



and so on. The sequence of



frequencies is called the hopping sequence. The transmitters need a settling time when it changes the carrier frequency. This settling time can be a bottleneck for the throughput of a FHSS system. • Direct Sequence Spread Spectrum (DSSS): In DSSS, the transmitter maps k information bits into n bits using a linear block code and exclusive ORs the encoded bits with a fixed n-bit long Pseudo-Noise sequence. If the information transfer rate is Tb , then we need to send the final bits (also called the chips) at a rate Tc = a factor of



kTb . n



Using this process, the original bandwidth is expanded by



Tb . Tc



Synchronization is the main challenge in a DSSS system. • Orthogonal Frequency Division Multiplexing (OFDM): In OFDM, the transmitter spreads out the information bits into multiple subcarriers. The spreading is accomplished by means of inverse DFT. The receiver uses a DFT block to demodulate the DATA. By means of block codes, the receiver can reconstruct the information bits even if some of them are decoded incorrectly. OFDM requires the analog part of the system to be of high quality so that the signal is not distorted. IEEE 802.11x standard uses spread spectrum techniques. The original standard, 10



IEEE 802.11, and its extension, IEEE 802.11b, supports FHSS and DSSS physical layer. IEEE 802.11a, which is a higher rate standard, supports OFDM. The book by Proakis [13] is the standard reference for various techniques for spread spectrum. 2.1.3



Multiple Access Scheme



If a receiver receives more than one signal in a single frequency band at the same time, usually it will not be able to decode any of the signals correctly. Therefore, the need for properly sharing a physical channel arises. There are several methods for sharing a common physical channel among multiple users. Following are the main ones. • Time Division Multiple Access (TDMA): In this scheme, each user can transmit in one of the pre-assigned slots. In a given slot, at most one user transmits and the user can use the entire available spectrum. • Frequency Division Multiple Access (FDMA): In this scheme, the available spectrum is divided into frequency bands and each user transmits in one of the pre-assigned bands. In a given frequency band, at most one user transmits and the user can transmit all the time. Clearly, one can extend FDMA by assigning multiple users in one frequency band and use TDMA among them or vice versa. However, for bursty traffic patterns (DATA traffic), both TDMA and FDMA are wasteful and usually not used.
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• Frequency hopping Multiple Access (FHMA): In this scheme, each user is assigned a distinct hopping sequence. Each sequence is (ideally) orthogonal to every other sequence, i.e. they do not overlap. Each user can transmit all the time and uses the entire spectrum over time. But at any given instant, the transmission is narrow band. The receiver listens only to the frequency band where the transmitter is supposed to transmit at that instant. Note that, each user is using FHSS, which provides frequency diversity to combat multipath. Synchronization is the primary challenge in FHMA. • Code Division Multiple Access (CDMA): In this scheme, each user is assigned a distinct code (sequence of bits). Each code is (ideally) orthogonal to every other code. Each user can transmit all the time and use the entire spectrum. The transmitting user multiplies the information bit stream with the code and transmits the product. The receiver receives transmissions from all the users simultaneously, but due to the orthogonality property of the codes, it can sift out the desired signal. Again, synchronization and the near-far effect are the primary challenge in CDMA.



In wireless networks, FHMA or CDMA is typically used per-network basis to colocate multiple networks in a given geographical region. The nodes in a given network usually use one of the following methods (or their numerous variations) to share the channel. In this context, multiple access schemes are also known as Medium Access Control schemes. 12



• Polling: In this scheme, a central node polls every other nodes. If a node is ready for transmitting, it transmits the information whenever the central node polls it. If every node always has a packet to transmit, polling essentially reduces to TDMA. • Token Passing: In this scheme, a Token is passed among the nodes in a round robin manner. If a node has a packet to transmit, it holds the token and transmits the packet. Then it again passes on the token. This scheme forms a logical ring among the nodes. A token passing scheme does not require a central node, but token management is complicated, especially when nodes join or leave the network frequently. • Random Access: The simplest channel access method is the random access. As the name suggest, any node that has a packet to send attempts to send it using the full spectrum. If every other node remains idle during this interval, the packet is transmitted without any problem. But if one or more other nodes attempt to transmit at the same time, then none of the packets may be received without error by the intended receivers. If a receiver receives more than one packet and it cannot decode any of the packets, then a collision is said to occur. We will describe packet collisions in more detail in 2.1.5. Several approaches exist to avoid/resolve packet collisions. In this chapter, we will describe some of them. Clearly, Packet collision is the main issue in a random access scheme. IEEE 802.11 uses the random access method as the multiple access technique. Since in a wireless network, nodes frequently join and leave the network, this choice makes 13



the network management robust. Additional information on various multiple access schemes can be found in [13], chapter 15. Also, the book by Peterson and Davie [14] contains description about various multiple access schemes used in practice. 2.1.4



Duplexing



Based on the direction of communications, a channel can be simplex or duplex. A simplex channel can be used only in one direction. For example, if a simplex channel connects node A and node B, then if node A can send its DATA to node B, node B would not be able to send its DATA to node A. Television channel is a familiar example of a simplex channel. A duplex channel can be used in both direction. A duplex channel could either be a half-duplex channel, or a full-duplex channel. A half-duplex channel can send and receive in both direction, but not at the same time. A full-duplex channel, on the other hand, sends information in both direction simultaneously. In a wireless network, almost universally half-duplexing is achieved using timedivision duplexing (TDD) and full-duplexing is achieved using frequency-division duplexing (FDD)1 . In TDD, a node either transmits or receives, but does not do both simultaneously. In FDD, a node transmits at one channel and receives at the other channel simultaneously. Therefore, FDD requires two well separated frequency bands. 1



Recently, code division duplexing (CDD) has been reported in [15].



14



The reason for using FDD for a full-duplex channel is the following: in a wireless environment, the received and transmit powers differ by orders of magnitude, typically 60-80 dB. Therefore, in a full-duplex single channel setup, when a node transmits a signal, a large portion of the signal energy comes back into the receive path, which not only makes it impossible to detect a received signal, but may physically damage the Low Noise Amplifier (LNA). Full-duplex radios are feasible only if the transmit and receive frequencies are separated enough so that the transmission band can be filtered out from the receive path without distorting the reception band significantly. Therefore, FDD is needed for a full-duplex channel. In order to avoid partitioning the available spectrum, TDD is preferred over FDD for wireless networks. Therefore, every node uses a half-duplex radio, and a node can either transmit or receive a signal, but cannot do both simultaneously. Figure 2.3 shows the block diagram of such a radio transceiver. Nodes in a IEEE 802.11 wireless networks use half-duplex radios. Typically, the transmission range is less than 500m. Therefore, the maximum propagation delay between any two nodes in the network, denoted by tprop throughout this thesis, is about 2 µs. 2.1.5



Packet Collisions



In a wireless network, the following packet reception procedure is usually followed for each packet. When a node receives a packet, it initially synchronizes its bit-timing clock using the preamble transmitted by the transmitter. Then it decodes the signal, for example,
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Transmitter Figure 2.3: Block diagram of physical layer. The node can either transmit or receive, but cannot do both simultaneously.



by sampling a matched filter output every T sec where T is the symbol duration, till the end of the packet. Initially, a header is transmitted (PLCP header in IEEE 802.11 MAC), which contains information about rest of the packet such as the type of the packet and length of the packet. The header also contains a Frame Check Sequence (FCS), for example, a 16-bit Cyclic Redundancy Check (CRC), to verify the accuracy of the decoded header. The value of the decoded length field from the header determines the end of the packet. Once the entire packet is received, the node computes one more FCS for the entire packet, to check the integrity of the decoded packet. It is possible to use error correction as well, although IEEE 802.11 networks use only error detection. This process of packet reception has two implications. First, if the packet header (the PLCP header), especially the length field, is decoded incorrectly, the rest of the
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packet will not be detected correctly. In a typical implementation, the node in fact discards rest of the packet if the header FCS fails indicating that the header was not decoded correctly. Secondly, if two or more signals are transmitted simultaneously within the hearing range of a node, the node cannot decode any of the packets2 . Therefore, if a node receives multiple packets over a time period, the node can decode a packet among them only if the packet does not overlap with any other packet. If two of more packets overlap, a collision is said to occur. Moreover, the node cannot understand that a packet has collided with another packet. It simply checks the FCS and discards the packet if the check fails. 2.1.6



Infeasibility of Collision Detection



In a wired environment, such as Ethernet, transmitters perform collision detection. At any time, if the transmitter detects that the packet has collided, it does not transmit rest of the packet, thereby minimizing the time wasted. Unfortunately, collision detection is not practical in a wireless environment because of at least three reasons. For the purpose of this discussion, assume that node A and node C transmits two packets. Node B is in the transmission range of both node A and node C and the two packets overlap at node B resulting into a packet collision. First of all, the collisions occur at the receiver (node B), which is situated at a different location from the transmitter (node A). Therefore, in general, the transmitting node (node A) cannot understand that the packet has collided. Secondly, even 2



Unless the first packet, whose PLCP header was detected correctly, captures the receiver. Under such a capture event, the first packet is detected correctly. We will discuss capture effect more elaborately later.
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if the other transmitter (node C) is close enough to the original transmitter (node A) so that the second packet (transmitted by node C) also reaches the original transmitter (node A), since the transceivers are half-duplex, the transmitter (node A) cannot sense the transmission and thus cannot detect the collision. Finally, even if full-duplexing is used (using FDD), since wireless signals are usually very weak, it is practically impossible to detect collision3 . Since collision detection is not feasible in a wireless network, the following passive method is used to notify the transmitter about a packet collision. The receiver computes one or more FCS associated with the packet. If all the FCSs are good, the receiver sends an acknowledgment (ACK ) packet back to the transmitter. But, if any of the FCS fails, the receiver does not send any ACK. If the transmitter does not get any ACK, it assumes that a collision has occurred and retransmits the packet. Therefore, in the event of a packet collision, the entire packet transmission time is wasted since the collision is detected after the transmission is over. Thus, packet collisions severely impact the throughput and delay of wireless networks.



The discussion so far should convince the reader that packet collisions are very costly from the point of view of network performance in an wireless network. Therefore, some algorithm needs to be employed that attempts to minimize the probability of packet collisions when multiple users access the channel. As mentioned earlier, in this context such multiple access protocols are known as Medium Access Control 3



The classical Ethernet system, which uses collision detection, uses repeaters in between to ensure that the signal strength above a certain threshold.
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(MAC) protocols. In the remaining part of this chapter, we discuss various MAC protocols that have been proposed in the literature. Broadly, MAC protocols can be divided into two classes; random access MAC (or distributed MAC) and centralized MAC. The central theme of this thesis, the deaf node problem arises naturally in random access MACs. So we will confine our discussion to random access MACs only. We begin by describing ALOHA, one of the earliest protocols, which is still relevant in the context of satellite communications.



2.2



ALOHA



The interest in wireless networking started by “The ALOHA Project” by Norman Abramson at the University of Hawaii in 1967 [16, 17]. In this pioneering work, Abramson, apart from developing the system of addresses and acknowledgments, understood the impact of packet collisions on the network performance. The ALOHA project connects the islands of Hawaii by a satellite broadcaster. Figure 2.4 shows a map of Hawaii and Figure 2.5 depicts the ALOHA system. Several communication nodes are spread over the islands. When a node wants to send a packet to another node, it sends the packet to a satellite repeater, which broadcasts the packet. The intended receiver receives the packet, whereas other nodes ignore the packet. Clearly, if more than one nodes send their packets to the satellite at the same time, the satellite does not understand any of the packets, and therefore does not broadcast any packet. Thus, if a node notices that its packet is not broadcast by the satellite, it assumes that a collision has occurred, and retransmits the packet. However, since all the nodes, whose packets collided, would retransmit, 19



Figure 2.4: Map of Hawaii.



Broadcast Satellite



Figure 2.5: ALOHA system. Every node sends packets to the satellite and the satellite broadcasts the packet to every node. If a collision occurs, the satellite does not broadcast the packet, and the nodes retransmit the packets after a random delay.
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the retransmitted packets would collide again! To improve the situation, Abramson devised the following medium access control algorithm: whenever a node generates a packet, it transmits it. If the packet collides, the node retransmits the packet after a random delay τ according to a exponential p.d.f p(τ ) = αe−ατ Here, α is a design parameter. Due to this random delay, the probability of repeated packet collision is reduced. The MAC protocol described above is called Pure ALOHA. A variant of pure ALOHA, called Slotted ALOHA, divides the time into slots. A node is allowed to begin transmission only at the beginning of a slot. Under the assumption that all the nodes transmit fixed size packets and the start time of packets that are transmitted is a Poisson point process having an average rate of λ packets/second, it can be shown [13] that the throughput performances are following: Pure ALOHA: S = Ge−2G Slotted ALOHA: S = Ge−G where S = λ0 Tp is the obtained throughput and G = λTp is the offered load. Tp denotes the time duration of a packet and λ0 < λ is the rate at which packets are transmitted successfully.



2.3



Carrier Sense Multiple Access



In 1975, Kleinrock and Tobagi [2] proposed a MAC protocol for radio channels where the propagation delay is very small compared to the packet transmission time. This 21



protocol, called Carrier Sense Multiple Access (CSMA), is the basic MAC protocol in systems like Ethernet and IEEE 802.11 wireless LAN [18]. There are two flavors of CSMA: the nonpersistent CSMA and p−persistent CSMA. In nonpersistent CSMA, a terminal with a packet to send (a ready terminal) senses the channel and operates as follows: 1. If the channel is sensed idle, it transmits the packet. 2. If the channel is sensed busy, then the terminal schedules the retransmission of the packet to some random time later. Like ALOHA, the random time is chosen according to a given distribution (called the retransmission delay distribution). At this new point in time, it senses the channel and repeats the algorithm described. P-persistent CSMA consists of the following: a ready terminal senses the channel and if the channel is sensed idle, it transmits the packet with probability p; or with probability (1 − p), it delays the transmission of the packet by τ seconds. If at this new point in time, the channel is still detected idle, the same process is repeated. On the other hand, if the terminal senses the channel busy, it waits until it becomes idle (at the end of the current transmission) and then operates as above. 1-persistent CSMA, although a special case of p−persistent CSMA, is often used in practice (e.g. Ethernet) and therefore worth describing separately. In 1-persistent CSMA, a ready terminal operates as follows: 1. If the channel is sensed idle, it transmits the packet.
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2. If the channel is sensed busy, it waits until the channel goes idle (i.e., persisting on transmitting) and only then transmits the packet with probability one. Under certain simplifying assumptions, it can be shown [2] that for nonpersistent CSMA, the throughput is S= where a =



Propagation delay . Packet Transmission time



Ge−aG G(1 + 2a) + e−aG



Since a  1 as per the assumption, the throughput



is greater than ALOHA MAC. Similar expressions can be derived for p−persistent and 1-persistent CSMA.



It is interesting to note why CSMA was not proposed for the ALOHA system. Since ALOHA uses a geostationary satellite, the propagation delay from a node to the satellite is about 270 ms. Figure 2.6 shows the problem of large propagation delay in CSMA. In this figure, node B transmits a packet to node A. The dark bar below indicates the time period when node C should be prohibited from transmitting to save the packet at node A. However, due to propagation delay, when node C receives the carrier, node B has already finished transmission. Therefore, even if node C is prohibited from transmission during the period indicated by the light bar, no transmission from node C during this time would collide with the packet. Clearly, CSMA does not work in this case. For the ALOHA project, there is one more simple reason for the unsuitability of CSMA. In ALOHA, each node uses a highly directional antenna directed towards the satellite. Therefore, when a node transmits to the satellite, no other node can
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Figure 2.6: Effect of propagation delay in CSMA. The dark bar below node C shows the period of time when node C should not transmit any signal to save node B’s transmission at node A. The light bar shows the actual time period prohibited by CSMA.



sense the carrier and thus CSMA does not work.



2.4



Hidden Node Problem



CSMA introduced the basic etiquette in random medium access, “listen before talk”. This etiquette can avoid packet collision only if all the nodes can sense an on-going packet transmission. Unfortunately, this is often not the case in a wireless environment. This problem was first noticed by Tobagi and Kleinrock in [3]. Figure 2.7 describes the problem. In this figure, node A and B can communicate with each other. Node D, however, is out of the transmission range of node A, but close enough to node B to cause interference. Let node A transmits a packet to node B. Node D does not sense any carrier and is therefore allowed to transmit according to CSMA. However, any transmission from D would destroy the DATA packet at B. Node D is called a hidden node. Hidden nodes cause packet collisions and thus 24
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Figure 2.7: Hidden Node and Exposed Node Problem. Node A transmits a DATA packet to node B. Node D cannot sense any carrier, but D’s transmission will destroy the packet B is receiving. On the other hand, node C senses carrier, but its transmission cannot interfere with B. D is called the hidden node and C is called the exposed node.



affects the throughput and delay. Packet collisions caused by hidden nodes is called the hidden node problem. A related problem, called the exposed node problem, occurs as follows. Node C, which is close to node A but far from node B, senses a busy channel and is therefore prohibited from transmitting. Yet, no transmission from C could reach node B. Node C is called an exposed node. Clearly, exposed nodes are unnecessarily prohibited from transmission, thereby reducing network throughput.



2.5



Busy-Tone Multiple-Access



In [3], the authors consider various configuration of nodes and show that the performance of CSMA is badly degraded by hidden nodes. In order to solve the hidden node problem, Tobagi and Kleinrock introduced another MAC protocol [3], the BusyTone Multiple-Access (BTMA) protocol. The fundamental problem, that leads to the hidden node and exposed node problems is the following: since the collision must be prevented at the receiver, the nodes close to the receiver must defer transmissions. 25



However, CSMA forces the nodes close to the transmitter to defer! To solve this problem, the receiver must send some signal that would prohibit any nearby node from transmitting. BTMA achieves this goal using the following approach. The channel is split into two parts: the message channel and the busy-tone channel. Any node that starts receiving a packet in the message channel, transmits a sine-wave (busy-tone) signal on the busy-tone channel. Any node, before transmitting a signal in the message channel, monitors the busy-tone channel for td seconds (the tone detection time). If it detects no carrier, it starts transmitting the packet. Otherwise, it defers the transmission. 2.5.1



Packet Collisions



When there is no propagation delay, BTMA eliminates the hidden nodes completely. However, with finite propagation delay, there is a possibility of packet collision. Figure 2.8 shows such a scenario. In this figure, node A transmits a packet to node B. Node B starts the busy-tone as soon as it senses a packet in the message channel. Let the propagation time be same for all pairs of nodes within range and be denoted by tprop . The busy tone reaches node C 2tprop after node A initiates its packet. If node C starts transmitting any signal during this period, the packet sent by node A will collide. Therefore, a packet remains vulnerable to collision for a period of 2t prop after its transmission is initiated.
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Figure 2.8: Packet Collision in BTMA. If node C transmits during the period marked by the dark rectangle, a collision will occur.



2.6



Receiver Initiated BTMA



In the original BTMA, every node that senses a transmission in the message channel, start transmitting a busy tone in the busy tone channel. Thus, if every node has a transmission range R, nodes in a 2R radius of the transmitting node are prohibited from transmitting. This number will typically be be about four times the number of nodes within radius R of the receiving node, which is the set of nodes that should be inhibited. In a variation of BTMA, called Receiver Initiated BTMA (RI-BTMA) [19], a node sends a busy tone only after it receives the address part of the packet and recognizes itself to be the intended receiver. As a result, only the nodes within radius R of the receiving node are inhibited, which is the smallest set of nodes need to be inhibited. RI-BTMA has one disadvantage, since no busy-tone is started until the 27



address part of the packet is received, a long period of time (Several hundreds of microseconds) remains vulnerable to collision caused by hidden nodes.



2.7



Dual BTMA



Dual Busy-tone Multiple-Access (DBTMA) [20] is a hybrid between MACA (described next) and BTMA (or RI-BTMA). In this protocol, the channel is divided into two sub-channels, message channel and control channel. There are two tones, transmit busy-tone (BTt ) and receive busy-tone (BTr ). The sender first senses for BTr tone. If it finds none, it sends a small packet called Ready-to-Send (RTS ) in the control channel. The intended receiver, upon receiving the RTS packet, starts sending BTr and sends a Clear-to-Send (CTS ) packet in the control channel. Upon receiving the CTS packet, the sender starts the BTt and starts sending the DATA in the message channel. When the sender finishes DATA transmission, it stops the BTt . The receiver at the end of the DATA packet reception, stops the BTr . DBTMA is an improvement over RI-BTMA since it initially sends the RTS packet instead of the DATA packet. Therefore, even if the RTS collides, less time is wasted as RTS packets are smaller.



2.8



Multiple-Access with Collision Avoidance



Although BTMA solves the hidden node problem (except for a small vulnerability period of 2tprop ), there are several practical disadvantages of this method. First, it requires the receiver to transmit the busy-tone while receiving the packet at the same time. Since it is not possible to transmit and receive in the same channel at the same
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time due to “self-talk” issues, the busy-tone channel must be well separated from the message channel. Unlike cellular systems, it is preferable to use unlicensed bands (such as ISM band) for wireless LANs because of cost-effectiveness. Since unlicensed spectrum is already small, a separate channel for the busy-tone is a waste of valuable spectrum4 . Another problem arises from the fact that a narrow-band signal (such as the busy-tone) undergoes fading in wireless channels. The fading characteristics are different in different frequency bands. Since busy-tone and the message channels must be well-separated, sensing busy-tone does not necessarily mean that the node can interfere in the message channel and vice versa. It will, therefore, be desirable to use a single channel for both protecting and transmitting DATA. In 1990, Phil Karn proposed Multiple-Access with Collision Avoidance (MACA) protocol [5]. This protocol has its root in the CSMA/CA (CSMA with Collision Avoidance) protocol used by Apple Localtalk [21] network. Figure 2.9 describes the protocol. In this figure, node A wants to send a packet to node B. Node D is a hidden node and node C is an exposed node. Initially node A sends a small packet called Ready-to-Send (RTS ) to node B. In reply, node B sends another small packet called Clear-to-Send (CTS ). Any node that hears a RTS packet is prohibited from transmitting for a small duration that is sufficient for the RTS sender to receive the CTS without collision. On the other hand, any node that hears a CTS packet is prohibited from transmitting for a time period encoded in the CTS packet which is sufficient for the CTS transmitter to receive the DATA packet without collision. 4



In principle, a tone can be transmitted in a band with negligible bandwidth. But in practice, it is not possible to create a very narrow channel at a high carrier frequency. For example, it is virtually impossible to design a filter with 1 KHz bandwidth at 2.4 GHz.
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Figure 2.9: MACA. The lower half depicts the time-line. The dark bars below node C and node D indicate the duration when the respective node is inhibited.



When node A gets the CTS, it starts transmitting the DATA packet containing the actual information. CSMA is not used in this protocol. The idea of MACA is the following: the hidden nodes hear CTS packets and do not transmit, thus the DATA packets are protected. On the other hand, since CSMA is not used, exposed nodes, which do not hear the CTS packet are allowed to transmit after a brief deferral period. For example, in Figure 2.9, node D hears the CTS packet and hence prohibited from transmitting. Node C, on the other hand, does not get the CTS packet (although it gets the RTS packet). Therefore it is allowed to transmit after a small period. RTS packets may collide during a contention period, but since RTS packets are small packets, less time is wasted. The other details of the protocol, such as the back-off scheme, will be described in the context of IEEE 802.11 MAC.
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2.8.1



Collisions in MACA



Karn acknowledged in [5] that apart from RTS packets, the DATA packets may also collide. The reason is that a CTS packet requires a certain minimum signal-to-noise ratio (SNR) at a node for it to be understood and obeyed. But, a pair of nodes might just have enough of a path between them to allow them to interfere with each other’s reception of weak signals, but not enough of a path to allow them to hear each other’s CTS packets. Simply speaking, DATA packets may collide because interference range is larger than communication range. Later when we describe the deaf node problem, we will see that due to deaf nodes, the collision probability is actually much higher.



2.9



MACA for Wireless LANs



In contrast to BTMA, MACA is simple to implement (with cheaper half-duplex radios) and avoids the problem of channel splitting. However, this algorithm did not take into consideration the unreliability of wireless channels. Specifically, the Bit Error Rate (BER) is much higher in wireless channels compared to a wired environment. A BER of 10−3 or more is common in wireless channels. Therefore, longer DATA packets may not be received correctly. If a reliable transport protocol, such as TCP, is used, a retransmission will occur only after a time-out. Therefore, the recovery is very slow. Also, the time-outs unnecessarily prompt TCP to lower its congestion window. This process cuts down the end-to-end throughput significantly. To address this issue, in 1994 Bharghavan, Demers, Shenker and Zhang proposed a new MAC protocol [4], MACA for Wireless LANs. In MACAW, the receiver sends 31



an acknowledgment (ACK ) packet if the DATA packet was received correctly. If the sender does not get an ACK back, it retransmits the packet. Therefore, TCP timeout does not occur unnecessarily. They also added a DATA-Send (DS) packet that the sender sends before sending the DATA packet. This packet is intended to notify the neighbors of the sender that the RTS was indeed successful. Therefore, the sequence of packets in MACAW is the following: RTS -CTS -DS -DATA-ACK. Note that, like MACA, MACAW also does not use carrier sensing. IEEE 802.11 uses a variation of MACAW packet sequence, where the DS packet is not used. The addition of ACK packets, however, reintroduced the exposed node issue, since the nodes that are close to the sender must be inhibited to protect the ACK packet. Therefore, if a node hears either an RTS, or a CTS packet, it is prohibited from transmitting.



2.10



Floor Acquisition Multiple Access and Dual Channel Collision Avoidance



Floor Acquisition Multiple Access (FAMA) [7] uses RTS -CTS dialog. In addition, FAMA also uses carrier sensing. A gain in performance using carrier sensing in addition to RTS -CTS handshake has been reported in [7, 22]. IEEE 802.11 MAC is formed in this paradigm (RTS -CTS -DATA-ACK and Carrier sensing). One more interesting MAC protocol, called Dual Channel Collision Avoidance (DCCA), has been proposed by Bharghavan in [23]. In this protocol, the channel is split into two sub-channels, a message channel and a control channel. However, unlike DBTMA, no busy-tone is used. RTS, CTS and DS packets are sent on the control
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channel and DATA, ACK packets are sent on the message channel. Although this protocol does not seem to be popular, DCCA type protocols seem to be the natural choice for avoiding/reducing the deaf node problem.



2.11



HIPERLAN



HIgh PErformance Radio LAN (HIPERLAN), which is a pan-European standard for high speed wireless LANs, uses a purely CSMA based MAC which supports prioritization of terminals during the contention phase. The basic principle of HIPERLAN-1 MAC is the following [24]. If a ready terminal senses the medium to be free for for at least 1700 bit durations, it immediately transmits. If the channel is sensed busy, it waits for the channel to go idle. Once the channel has become idle, a terminal accesses the channel using a three phase scheme: prioritization phase, contention phase and transmission phase. The prioritization phase uses a combing algorithm with 5 slots, each 256 bit period long. In each slot, a contending station either listens, or transmits a jamming signal according to a pre-determined sequence. For example, a terminal may be allowed to transmit during slot number 1 and 3, but required to listen during slot number 2,4 and 5. If a terminal senses that some other terminal is transmitting during a slot where it is required to listen, it defers its transmission. The contention phase has two periods: elimination and yield. During the elimination period each terminal selects a uniformly distributed random number i < 12 and sends a continuous burst for i slots. After sending the burst, the terminal listens to the medium for 256-bit duration. If it senses some other transmission, it eliminates 33



itself. If a terminal does not eliminate itself, it sends a burst for 256 bit in the 12-th slot to notify others that there are survivors. In the yield phase, each of the survivor terminals chooses a random number T from an exponential distribution and listens to the medium for this period. If the channel is sensed busy during this period, the terminal eliminates itself. Otherwise, at the end of the yield period, it starts transmitting the DATA. The primary problem with HIPERLAN is that it does not solve the hidden node problem since it is based on pure CSMA. Also, it puts a lot of emphasis on prioritization. But prioritization has shown not to be an important issue in WLAN products [24]. In fact, most of the existing 802.11 products do not even implement the PCF layer, which supports prioritization!



2.12



Description of IEEE 802.11 MAC



In this section, we briefly describe some of the salient features of the IEEE 802.11 Wireless LAN protocol, which will help to understand some of the issues addressed in chapter 4. The protocol is described in detail in [25]. As we mentioned earlier, IEEE 802.11 MAC protocol (also known as Distributed Foundation Wireless Medium Access Control (DFWMAC)) combines carrier sensing (CSMA) and RTS -CTS -DATA-ACK sequence. The protocol supports two types of access mode: Point Coordination Function (PCF) and Distributed Coordination Function (DCF). The PCF access mode, which is implemented on top of the DCF mode, is supported only in infrastructure-based networks, i.e. networks with access 34
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Figure 2.10: IEEE 802.11 MAC. The lower half depicts the time-line. The dark bars below node C and D indicates their NAV.



points (base stations). The DCF access mode is employed in ad hoc networks and in infrastructure networks for asynchronous data traffic. We will discuss only the DCF mode since deaf nodes arise naturally in the DCF mode. In the DCF mode, a node may transmit a packet using one of the following two methods: the basic access method or the RTS -CTS method. In the basic access method, which is essentially CSMA, a node transmits a DATA packet if it is senses the channel to be idle5 . The receiver upon receiving an error-free packet, returns an ACK. If the transmitting node does not get an ACK back, it goes into back-off and retransmits after the back-off period. The basic access method suffers from the well-known hidden node problem [3] described earlier. Since hidden nodes cause costly DATA packet collisions, network performance is greatly reduced in the presence of such nodes. In order to address 5



More precisely, if the NAV records the channel to be idle for past DIFS period of time continuously.
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the hidden-node problem, IEEE 802.11 supports an RTS /CTS access control mode. The RTS /CTS access mode is a combination of carrier sensing and a variant of the MACAW protocol [4]. Figure 2.10 illustrates the scheme. Suppose that node A wants to send a packet to node B. Then, it initially sends a small packet called Readyto-Send (RTS). Upon correctly receiving the RTS, node B responds with another small packet called Clear-to-Send (CTS ). After receiving the CTS, node A sends the DATA packet to node B. If node B receives the DATA packet correctly, it sends an Acknowledgment (ACK ) back to A. Any node that hears an RTS or a CTS is prohibited from transmitting any signal for a period that is encoded in the duration field of the received RTS or CTS. The duration fields in RTS and CTS are set such that nodes A and B will be able to complete their communication within the prohibited period. The idea is that once the RTS -CTS handshake is successful, the DATA packet can be transmitted without collision since the hidden nodes would defer transmission. Clearly RTS packets may collide, but the size of the RTS packet is typically much smaller than a DATA packet. This way, the negative impact of hidden nodes is significantly reduced. A node may receive several RTS or CTS packets. In order to manage the prohibited intervals efficiently, each node maintains a data structure called Network Allocation Vector (NAV). A NAV records the channel to be busy if either the carrier sensing mechanism determines the channel to be busy, or if it is prohibited from transmitting by an RTS or a CTS. Figure 2.11 shows the detail timings of various packets within a single communication, where a communication is defined to be a successful exchange of all four 36
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Figure 2.11: IEEE 802.11 MAC. Packet timings and corresponding NAVs.



packets. Two consecutive packets (for example, DATA and ACK ) are separated by a Short Interframe Space (SIFS). The SIFS period takes care of the finite turnaround and processing time of the transceivers. A node is allowed to transmit a new packet only if the channel remains idle for at least a DCF Interframe Space (DIFS) period of time. A node maintains a timeout for each RTS and DATA packet it sends. If it does not get the response (a CTS or an ACK ) before the timeout occurs, it goes into a back-off mode. Each node maintains a back-off counter. If n is the number of retransmission attempts for the packet (n = 0 for a fresh packet), the node first chooses a random  number k ∈ [0, 1, . . . , 2n (CW min + 1) − 1] and loads k = min CW max, k in the back-off counter. The counter is decreased at the rate of one count per Back-off Slot time. However, if the NAV records the channel to be busy, then the counter is frozen. The node is allowed to transmit a packet when the value of the counter reaches zero. Notice that it is possible in this scheme that a node will grab the medium exactly DIFS time period after the last transmission. 37



This section concludes the literature survey of MAC protocols. We have described only the important random access, or distributed MAC protocols. As we mentioned earlier, the issue of deaf node is alluded in some of the papers, but it was never elaborated or quantified. We therefore defer till the end of next chapter our literature survey on the issue of deaf nodes.
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Chapter 3 The Deaf Node



This chapter deals with the central theme of this thesis, the deaf nodes. We begin by defining the concept of a deaf node. Then we discuss various reasons that lead to the formation of deaf nodes. Next we show how a deaf node may eventually cause undesired packet collisions. Finally we discuss the previous works that have mentioned this problem, but did not elaborate on this issue.



3.1



Deaf nodes



The class of MAC protocols that use control packets to notify other nodes about an imminent DATA packet transmission, such as MACA and MACAW, inherently assume that all the nodes in the vicinity of the sender and the destination hear the control packets and take appropriate action. This assumption, however, is not true. The fact that a node A is within the transmission range of a node B does not guarantee that node A will be able to decode every packet originating from node B 1 and vice versa. Such nodes are called deaf nodes. Let the hearing range of a node A be the area such that a packet transmitted 1



We will use the words, hear, decode and interpret to mean that a packet is received without any bit error.
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omni-directionally within this area reaches node A at a power level that is sufficient to decode the packet by a omni-directional receiver given that no other nodes in the network transmit. Note that, the hearing range of a node is determined by the transmit power, path loss and receiver sensitivity. Given this definition of the hearing range, the deaf node is defined as follows:



Definition 3.1.1 (Deaf Node). If a node does not hear a packet transmitted within its hearing range, the node is called a deaf node.



Notice that, the deaf status of a node is temporal, i.e. during some period of time a node may remain a deaf node and later it may not. There are several reasons for a node not being able to interpret every packet it is supposed to receive. Following are three major ones: 1. Other on-going transmissions, mainly DATA packet transmissions, nearby. 2. If a node uses half-duplex radio: when the node itself transmits. 3. If a node uses directional antenna: when the antenna is directed towards a particular direction in the receive mode. Bit errors due to thermal noise, or circuit malfunctions are the other main reasons that create deaf nodes. In this thesis, however, we will focus on the three causes mentioned above and will not consider thermal noise or circuit malfunction related issues.



In the following section, we describe situations that lead to formation of deaf nodes in each of these three cases. Then we show sequences of events that lead to 40
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Figure 3.1: Formation of a deaf node due to other transmissions. Due to node B’s transmission to node C, node A turns into a deaf node. Therefore, node A cannot hear the packet node D is transmitting node E.



DATA or ACK packet collisions.



3.2 3.2.1



Deaf Node Formation Formation of Deaf Nodes due to Other Transmissions



Consider a network where every node transmits with same power using omni-directional antenna; all transmissions experience the same path loss vs. distance profile, and each node has the same antenna gain and receiver sensitivity. In such a network, deaf nodes are primarily formed due to other transmissions, especially DATA packet transmissions. Figure 3.1 depicts such a scenario. In this figure, node B transmits a packet to node C. While node B is transmitting the packet, node D starts transmitting a packet to node E. Note that, since node B and node D are outside each other’s range, such simultaneous transmissions are allowed. However, due to node B’s transmission, node A cannot hear the packet transmitted by node D, although node D is
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Figure 3.2: Formation of a deaf node due to the node’s own transmission. Node A transmits to node B with less power. At the same time, node C transmits a packet to node D with full power. Node A cannot hear this packet, even though node C is within the hearing range of node A.



within the hearing range of node A. Therefore, node A is a deaf node in this situation. Note that, the packet transmitted by node D may not be intended for node A.



3.2.2



Formation of Deaf Nodes due to Half-duplex Transceivers



If the nodes are equipped with half-duplex transceivers, then when a node transmits, it cannot hear any other transmissions within its hearing range. Therefore, a node is turned into a deaf node when it transmits. If CSMA is used, such a situation occurs with non-negligible probability in an omni-directional network (i.e. nodes use omnidirectional antennas) only if the nodes transmit with different transmission powers resulting into different transmission ranges. Figure 3.2 depicts such a scenario. In this figure, node A transmits a packet
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Figure 3.3: Formation of a deaf node due to the node’s own transmission. Node C transmits to node D. Before the packet reaches node A, node A starts transmitting a packet to node B. Therefore, node A cannot hear node C’s packet, although node C is within the hearing range of node A, and vice versa.



to node B with a power smaller than the maximum allowed power. Node C cannot sense this transmission and transmits a packet to node D with maximum power while node A is still transmitting. Node A does not receive this packet even though node C is within node A’s hearing range since node A’s transceiver is in transmit mode. So, node A is a deaf node in this situation. Note that, even if node A sends an RTS packet with maximum power before the packet transfer, such a situation may arise if node C happened to be a deaf node due to other transmissions at the time when the RTS reaches node C. We will discuss more on this point in chapter 5.



Deaf nodes may also be formed in a network where every node transmits packets with same power and CSMA is used, due to non-zero propagation delay between two
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Figure 3.4: Formation of a deaf node due to the node’s own transmission. Node A transmits directionally to node B. At the same time, node C transmits a packet omni-directionally. Since node A is transmitting, node A does hear node C’s packet, even though node C is within the hearing range of node A.



nodes. Figure 3.3 shows such a situation. In this figure, node C starts transmitting a packet to node D. Before the carrier reaches node A, node A starts transmitting a packet to node B. Therefore, node A cannot hear the packet transmitted by node C even if node C is within the hearing range of node A. Node A, as well as node C, is a deaf node in this situation. In a typical network, however, propagation delays are negligible compared to the length of packet transmission times. So, this situation is rare in a typical wireless LAN under reasonable load conditions.



3.2.3



Formation of deaf nodes due to directional antennas



In networks where nodes may transmit in a particular direction using directional antennas, deaf nodes may be formed. Figure 3.4 depicts such a scenario. In this figure, node A transmits a packet to node B using a directional antenna. While node
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Figure 3.5: Formation of a deaf node due to directional reception. The angular region depicts the direction in which node A is listening. Node C transmits a packet to node D. Although node C is within the hearing range of node A, it does not hear the packet since its antenna is directed towards a different direction.



A is transmitting, node C starts transmitting a packet omni-directionally. Node A cannot hear this packet, even though node C is within the hearing range of node A. Therefore, node A is a deaf node in this situation.



Similar to the case where deaf nodes are formed due to directional transmissions, if the nodes in a network are allowed to listen directionally using directional antennas, deaf nodes may again be formed. Figure 3.5 depicts such a scenario. In this figure, node C sends a packet omni-directionally. However, since node A is listening to the opposite direction, it cannot hear the packet transmission, although node C is within the hearing range of node A. Node A is, therefore, a deaf node in this scenario. In general, CSMA does not work if the nodes use directional antennas either for transmission, or for reception. This was the primary reason why CSMA were not feasible for ALOHA systems. 45



3.3



Undesired Packet Collisions



In the previous section we described some situations that lead to the formation of deaf nodes. We, however, did not address the issue of whether such situations are possible under a given medium access control protocol. In this section, we address this issue. Specifically, we show sequences of events starting from an idle network that lead to the formation of deaf nodes and eventually to undesired packet collisions. First we will show DATA and ACK packet collisions in IEEE 802.11 networks where nodes use omni-directional antennas. In the next section, we will show DATA packet collisions in a directional network (where nodes transmit directionally) under a medium access control protocol proposed in [26]. We will describe the IEEE 802.11 case in more detail than the directional MAC case since 802.11 is an implemented standard while the other protocol is simply a proposal and a lot more details need to be filled in.



3.3.1



Collisions in a IEEE 802.11 network



Similar to hidden nodes, deaf nodes do not necessarily cause DATA packet collisions. However, if one of the packets a deaf node was supposed to receive is a CTS or an RTS, then the deaf node may subsequently cause a collision with a DATA or an ACK packet. Our simulations show that the likelihood of such collisions is quite high, even under reasonable load. We now present two scenarios where the presence of deaf nodes leads to packet collisions. Scenario 1 shows a possible sequence of actions that leads to a DATA 46
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Figure 3.6: A DATA packet collision due to a deaf node. Initially nodes B and D start communicating. Node A receives the RTS and updates its NAV appropriately. During the data transmission period, node E sends an RTS to node C. Node C responds with a CTS, but node A cannot decode the CTS due to the on-going transmission from node B. Node E gets the CTS, however, and starts sending a DATA packet to node C. After node B and node D finish their communication, node A sends an RTS to one of its neighbors which destroys the DATA packet that node C is receiving. The circle denotes the unheard CTS and the star denotes the DATA packet collision.
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packet collision and Scenario 2 shows a possible sequence of actions that leads to an ACK packet collision. Scenario 1. DATA packet collision. This scenario is illustrated in Figure 3.6. Assume that initially all the nodes are idle and none of them are prohibited from transmitting. Now, node B and node D exchange an RTS -CTS dialog successfully and node B starts sending a DATA packet to node D. Node A receives the RTS sent by node B and updates its NAV appropriately. After node B starts transmitting the DATA packet, node E sends an RTS to node C. Since node C is not within node B’s transmission range, it does not sense any carrier and it responds with a CTS. The CTS should reach node A. However, node A is deaf since it is already receiving a signal from node B. Thus it cannot decode the CTS packet. In fact, node A may not even know that node C had sent a CTS packet. Node E, however, receives the CTS and starts sending the DATA packet. In the mean time, node B and node D finish their communication and node A becomes free to transmit. Node A now transmits an RTS destined for one of its neighbors. This RTS reaches node C and destroys the data packet C is receiving. Another possibility is that after nodes B and D finish their communication, an RT S is sent by node B or another node to node A. Since node A is free to transmit as per its NAV, it responds with a CTS which collides with the DATA packet that node C is currently receiving. The reader should note that the DATA packets are large packets. Therefore, the
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sequence of events described above is quite likely to happen. Scenario 2. ACK collision. Deaf nodes in an IEEE 802.11 network cause ACK packet collisions as well. Figure 3.7 describes a such a situation. Again, assume that all the nodes are initially idle and none of them are prohibited from transmitting. Now, node B and node D exchange an RTS -CTS dialog successfully and node B starts sending a DATA packet to node D. Node A receives the RTS sent by node B and updates its NAV appropriately. After node B starts sending the DATA packet, node C sends an RTS to node E. The RTS should also reach node A, but node A is already receiving a signal from node B. Thus, node A is deaf and cannot decode the RTS packet. Node E, however, hears the RTS and responds with a CTS. Node C receives the CTS and starts sending the DATA. After node B finishes its transmission, node A still senses a busy channel, due to node C’s transmission, and continues to be prohibited from transmitting. After node C finishes sending its DATA packet, node A waits for DIFS plus a random back-off time and starts sending an RTS for a packet waiting to be transmitted. Node E, on the other hand, waits only for SIFS period of time and starts sending the ACK. This ACK is destroyed by A’s RTS. Figure 3.8 shows the timings of the packets in detail. Note that, if the deaf node chooses a long enough back-off time, then the ACK packet collision is avoided. The exact back-off value depends upon the physical layer (PHY) specification. For example, with DSSS PHY (see table 4.1 in page 65.), the deaf node must choose a back-off value of 13 or more to avoid the ACK packet
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Figure 3.7: An ACK packet collision due to a deaf node. Initially, nodes B and D start communicating. Node A receives the RTS and updates its NAV appropriately. During the data transmission period, node C sends an RTS to node E. Node A, however, cannot decode the RTS due to the on-going transmission from node B (DATA B). Node E responds with a CTS and node C starts sending data to node E. After node B finishes sending its packet, node A still senses the channel to be busy, due to node C transmission, and hence does not initiate a transmission. When node C finishes its DATA transmission, node E starts sending an ACK. At the same time, node A senses an idle channel and sends an RTS packet. This RTS destroys the ACK that node E sends to node C. The circle denotes the unheard RTS and the star denotes the resultant ACK packet collision.
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Figure 3.8: Timings of the sequence in Figure 3.7. During the DATA transmission by C, node A senses carrier and hence is prohibited from transmitting. After the DATA transmission ends, node E waits a SIFS period of time and then starts sending ACK. Node A on the other hand waits a DIFS period of time plus a random back-off time and then starts transmitting an RTS for a new packet. This RTS collides with the ACK that node C is receiving if the back-off Value is small enough.



collision. Since for a new packet, a node chooses a back-off value between [0, 31], about half of the time a new packet will collide with an ACK if the transmitting node was a deaf node. This argument shows that the ACK packet collision is quite likely even though ACK packets are much smaller than DATA packets. 3.3.2



Collisions in a Directional Network



In this section, we describe a sequence of events that leads to a DATA packet collision in a directional network. The medium access control scheme, used in this example, was proposed in [26] by Vaidya et. al. The protocol is similar to MACAW. The authors assumed that the nodes transmit directionally and receive omni-directionally. The gist of the protocol is the following. At the beginning of a transmission, a node sends an RTS packet directionally to the destination node. The destination node replies with a omni-directionally transmitted CTS. Then the sender sends the DATA 51



packet directionally. If the receiver (destination node) receives the packet without error, it transmits an ACK directionally. The nodes that receive an RTS or a CTS packet remains prohibited from transmitting2 . Figure 3.9 depicts the protocol. Since the RTS packet is not sent in every direction, the authors in [26] points out the fact that the ACK packets may collide, although, they make a claim that because ACK packets are small, the probability of such a collision is also small. Our analysis, however, shows that due to the presence of deaf nodes, both DATA and ACK packets collide with non-negligible chance under this protocol. DATA packet collision with directional MAC. Figure 3.10 describes a scenario where a DATA packet collides due to the deaf nodes formed because of half-duplex nature of radio transceivers. In this figure, initially every node is idle. Now, node A sends an RTS packet directionally to node B. Node B responds with an omni-directional CTS packet. Node E hears this CTS and prohibits itself from transmitting any signal towards node B. Node C does not receive any of these packets. Upon receiving the CTS packet from node B, node A starts transmitting the DATA packet directionally. So, node C does not sense any carrier either and remains free to transmit. While node A is transmitting the DATA packet, node D sends an RTS to node C. Node C responds with an omni-directional CTS. Node A, however, does not receive the CTS packet sent by node C since node A was transmitting when the CTS packet came. Upon getting the CTS packet, node D starts transmitting the DATA packet. In the mean time, node A finishes 2



The prohibition is directional. But this fact is not important and the reader may assume that the node is simply blocked from transmitting to simplify the situation.
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D_ACK Figure 3.9: Directional MAC. Node A sends an RTS directionally (D RTS ). Node B replies with an omni-directional CTS (O CTS ). Node A, upon receiving the O CTS, sends the DATA packet directionally (D DATA). Upon receiving an error-free DATA packet, node B sends an ACK packet directionally (D ACK ). Node D, which receives the O CTS, is not allowed to transmit towards node B. Node C, on the other hand, does not receive any control packet and therefore free to transmit. The bar below node C indicates the duration where it would be normally blocked, but in this case, it is free to transmit. The bricked region below node D indicates that node D is prohibited from transmitting any signal towards node B during that period.
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Time Figure 3.10: DATA packet collision in directional MAC. Initially, node A and node B exchange RTS and CTS successfully. Node E, upon receiving the CTS, remains prohibited from transmitting anything towards node B. However, since the RTS is transmitted directionally, node C does not receive it. Node A, upon receiving the CTS packet, starts transmitting DATA packet. While node A is transmitting, node D sends an RTS to node C. Since node C is not prohibited, it responds with an omni-directionally transmitted CTS. Node A, however, does not hear the CTS since it is transmitting. But node D receives the CTS and starts transmitting the DATA packet. After node A gets the ACK back from node B, it sends an RTS to node C in order to transmit a packet to node C. This RTS destroys the DATA packet node C was receiving. The circle indicates the unheard CTS and the star indicates the DATA packet collision.
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Figure 3.11: ACK packet collision in directional MAC. Node A and node B are in the range of each other. Node C and node D are also each others’ range. Also, both node C and node D are outside node B’s range but inside node A’s range. The sequence of events is same as in Figure 3.10 until node B sends the ACK. Unlike the previous case, the ACK packet sent by node B is lost due to node D’s transmission that reaches node A.



the DATA packet transmission and gets an ACK packet from node B. Now, node A wishes to transmit a packet to node C (or some other node in the same direction) and therefore sends a directional RTS towards C. This RTS destroys the DATA packet node C was receiving. ACK packet collision with directional MAC Although ACK packets are very small compared to a DATA packet, ACK packets also collide with non-negligible probability due to deaf nodes. Figure 3.11 describes the node positions. The circles describe the transmission (and interference) range of each node. The angular arc shows the direction of transmission. The sequence of events is similar to the previous case. First node A and B completes RTS -CTS
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exchange and node A begins transmitting DATA packet. Node C and node D both does not sense carrier and none of the RTS and CTS packet reaches them. After node A starts transmitting DATA packet, Node D sends an RTS to node C. Node C responds with a CTS. Node A, similar to the previous case, does not hear this CTS packet since it transmits when the CTS packet comes. Node D receives the CTS and starts sending the DATA packet. Now, node A finishes the DATA packet transmission and goes into the omni-directional receive mode to receive the ACK packet. But as soon as node A goes into the the receive mode, it starts receiving node D’s transmission. So, after a while, when the ACK packet comes to node A, node A cannot decode the packet since it receives two signals simultaneously. Since DATA packets are long, the likelihood of such a collision is non-negligible. However, the probability of four nodes being in positions similar to Figure 3.11 decreases as the angle of the directional transmission becomes smaller.



3.4



When does RTS -CTS mechanism guarantee collisionfree DATA packet transmission?



At this point, it is natural to investigate the question of whether RTS -CTS mechanism can ever guarantee that DATA packet would not collide. The answer to this question is yes: if every node can hear each other. Under such a condition, however, it seems that CSMA would be sufficient. So, why should someone use RTS -CTS at all? The reason is, due to non-zero propagation delay, CSMA alone cannot guarantee collision-free DATA packet transmission even if every node can hear each other. As
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shown in Figure 2.6, if any node transmits within the period shown by dark bars, the packet would collide. Therefore, if two or more nodes start sending DATA packets together, it is possible that the packets would collide and none of the nodes will be able to sense collision until the end of the transmission. Therefore, a significant time is wasted. RTS -CTS mechanism reduces the time wasted in such a case. Under the assumption that 2tprop



3



is smaller than RTS tx time and every node



can hear each other, we can show that RTS -CTS mechanism along with CSMA guarantees that a DATA packet would not collide. Suppose, a node senses channel idle and sends an RTS packet. Now two things can happen: 1. At least one more node starts transmitting its own RTS before it could sense carrier. 2. Every other ready node senses carrier and backs-off. In case 1, the RTS packets would collide, since the RTS tx time is larger than 2 t prop . So, in case 1, none of the intended receivers would be able to receive RTS and thus no CTS would be sent. On the other hand, in case 2, the intended receiver receives the RTS packet and sends a CTS. Moreover, in this case, every other node also receives RTS and defers transmission. So, when a node receives a CTS, it is guaranteed that the every other node is deferring transmission and therefore the DATA packet cannot collide. The RTS packet can collide, but since RTS packets are very small, minimum time is wasted. 3



tprop = maximum propagation delay
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3.5



Related Work



In the previous sections, we have shown that a node in a wireless environment is not always able to hear a transmission, even if it is within its hearing range. We have also shown how such a deaf node may subsequently cause costly DATA and ACK packet collisions. Clearly, the deaf node problem is as fundamental as the hidden node problem. Yet very little attention has been paid to this problem in earlier works. Several previous works, primarily to motivate the need for a busy-tone type MAC, have shown that the RTS -CTS mechanism may fail due to various non-ideal operating conditions of a real network, such as node mobility, high propagation delay, channel fading etc. In [5], the original paper proposing MACA, Karn points out that since the interference range is larger than communication range, CTS packets may not be received by some nodes that can subsequently interfere. In a recent technical report [27], the authors used this idea to argue that DATA packet should be transmitted at the highest power to minimize the chance of DATA packet collision. In [7], the authors show that if two nodes simultaneously transmit an RTS and a CTS packet, then the CTS packet will not be received and a subsequent data packet collision is likely. The probability of such an event increases with the propagation delay and can be non-negligible if the propagation delay is sufficiently large. Note that, this situation is similar to the case when two packets collide even if both of the nodes can hear each other and both of them implement CSMA accurately. The problem of destruction of control packets due to other transmissions were
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mentioned in [4], but the authors did not elaborate the issue. In [20], the authors show that a node that is supposed to receive a CTS may not be able to hear it if another node sends an RTS packet to this node at the same time. A similar situation (RTS -CTS collision) is also reported in [8] where the authors note that the colliding RTS packet may in fact be intended for some other node. [9] also discusses a similar situation where a CTS packet is lost due to other transmissions. These allusions basically refer to the deaf node problem, but to the best of our knowledge, no prior work has elaborated the fact that the success of a DATA packet transmission depends on other DATA packet transmissions that are outside the range of both the transmitter and the receiver of the DATA packet under consideration. The problem of node mobility in the context of RTS -CTS based MAC has been discussed in literature. For example, in [6], the author mentions that if the nodes in the network are mobile, then a node that did not hear a RTS or CTS may migrate into the footprint of the receiver and destroy the packet with its own transmission. However, unless there is a sharp boundary (such as a wall), the probability of such a case is not high in a typical wireless network, since the displacement of nodes within the transmission time of a packet is not significant compared to the size of a footprint.
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Chapter 4 Simulation



In the previous chapter, we showed that deaf nodes may lead to the destruction of DATA and ACK packets, both in omni-directional and directional networks. At this point, it is natural to investigate the impact of deaf nodes on the network performance. In this chapter, we take up this issue by quantifying the impact of deaf nodes on a typical omni-directional wireless network using IEEE 802.11 MAC in ad hoc1 mode by performing a detailed simulation. Since, almost every commercial wireless LANs existing today are of this type, the choice of IEEE 802.11 network for our simulation study is obvious. We have developed a discrete event simulator in MATLAB [28]. The simulator simulates a static two-dimensional network. The network consists of nodes that are equipped with omni-directional antennas. In a real network, performance degradation is caused by multiple reasons, such as non-negligible propagation delay, channel fading, larger interference range etc. In order to evaluate the impact of deaf nodes alone, we use idealized models in the simulation that eliminate other reasons that 1



In ad hoc mode, every node is allowed to communicate with every other node.



60



degrades network performance. The following section describes the particular simulation models in detail.



4.1



Simulation Models



4.1.1



Connectivity Model



In a wireless environment, we may define the communication range of a node through the notion of its footprint. In general, footprints take arbitrary shape. For simplicity, however, we assume that footprints are circular. The radius of a footprint is called range. We assume that every node transmits with the same power, all transmissions experience the same path loss vs. distance profile, and each node has the same antenna gain and receiver sensitivity. Thus, the range of each node is the same and chosen to be 5 units of distance. If, for instance, 1 unit of distance corresponds to 100 m, then the range of each node is 500 m. In addition, there generally exists an area where nodes can interfere but cannot communicate [5]. In order to eliminate the performance degradation due to this, we assume that the communication and interference ranges are the same. Figure 4.1 explains this model. 4.1.2



Packet Collision Model



Let the attempted packet transmissions within a particular node’s hearing range be labeled as P1 , P2 , P3 , . . .. Packet Pk is transmitted with a constant power, which is same for every packet, during some time interval Ik = [tk,1 , tk,2 ]. The length of this interval will be called the packet transfer time. Then, the node can decode packet Pk only if Ij ∩ Ik = φ, ∀j 6= k, i.e., only if packet Pk does not overlap with 61
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Figure 4.1: Footprint Model. The circular region represents footprint of node A. Node B can communicate as well as interfere with node A but node C can neither communicate nor interfere with node A.



any other packet. 4.1.3



Channel model



Every node use the same channel for every packet, i.e. the same frequency hopping sequence (for IEEE 802.11 FH PHY) or the spreading code (for IEEE 802.11 DSSS PHY). We assume the channel to be perfect, i.e., unless two packets overlap at the receiver, every packet is received without any error. Moreover, we assume that the propagation delay is negligible. Thus, every node within a senders footprint senses a busy channel immediately after the transmission begins. This way, we eliminate the performance degradation caused by non-negligible propagation delays. 4.1.4



Network Model.



The network is a 30 × 30 unit2 area. The node-density of the network, η, is defined to be the average number of nodes per footprint. We set η = 10 so that each node 62
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Figure 4.2: The network used for the simulation. The circle represents the footprint of the node at the center of the circle.



has 9 neighbors on average (and hence the network contains 115 nodes). The nodes are initially distributed over an uniform grid and then the coordinate of each node is perturbed by a Gaussian distributed random number with zero mean and 0.5 variance. Figure 4.2 shows the resultant network. In order to avoid edge effects, we use a wrap-around topology in both the x and the y directions. Therefore, the network is a torus. The same network configuration has been used in all our simulations in order to avoid fluctuations in the simulation outcomes resulting from topology changes. 4.1.5



Traffic Model.



Each node independently generates a traffic of fixed-size packets. At each node, packets arrive according to a Poisson process with average rate λ. The load on
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the network is defined to be the average number of packets generated every second within a footprint. It is related to the rate parameter λ and the node density η by the equation, load = λ × η. For each packet, one of the neighbors of the source node is selected at random (uniformly) to be the destination. So the destination of each packet is only one hop away. This model is equivalent to the traffic model used in [29]. Each node uses a single First-In First-Out (FIFO) queue of infinite size. Thus, the simulation results are free from the effect of finite buffer size. However, if a packet transmission attempt failed for Max retransmission attempt (LongRetryLimit), then the packet is dropped. If the first packet in the queue cannot be transmitted, then all other packets in the queue must wait. 4.1.6



Running time.



For each load, the simulation is run for sufficient time so that the network generates 115, 000 packets on aggregate (1000 packet per node). 4.1.7



Parameters.



The simulator accurately follows the DSSS PHY specification of IEEE 802.11. The important parameters of the network used in simulation are listed in the Table 4.1. In particular, the data rate is set to 1 Mbps and the size of DATA packets is fixed at 2300 bytes. Notice that each frame includes a Preamble and a PLCP header ([25, 30]). For RTS and CTS packets, the preamble and the header occupies about 60% of packet transmit time at 1-Mbps data rate. 64



Parameter Data rate Preamble length PLCP Header RTS size CTS size DATA size ACK size SIFS DIFS Back-off Slot time turnaround time CW min CW max LongRetryLimit Radio Range Node Density



Value 1 Mbps 144 µs 48 µs 20 Byte 14 Byte 2300 Byte 14 Byte 10 µs 50 µs 20 µs 4 µs 31 1023 7 5 unit 10 nodes per footprint



Table 4.1: The parameters used in the simulation.



4.2



The Oracle Mode



In order to properly understand the impact of deaf nodes in the network performance, we need to compare the performance of the network against the case where the deaf nodes do not exist. We achieve this by using the following method. The simulator has two modes, the real mode and the oracle mode. In the real mode, the simulator simulates the network the way it works in reality. On the other hand, the oracle mode simulates the network as if deaf nodes did not exist. In this mode, the RTS and CTS packets sent by a node are heard by all the nodes in its footprint. This reflects the way that IEEE 802.11 networks have been supposed to perform so far, that is, all the nodes within the footprint of a transmitter are able to decode RTS
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or CTS packets. The oracle mode is implemented as follows: every RTS or CTS sent to a node is stored in a cache, even if the packet were destroyed in reality. This cache is called the oracle cache. Before a node initiates any transmission attempt, it consults its oracle cache. If the cache contains a RTS or CTS that prohibits the node to transmit, then the node defers its transmission. This way, the oracle mode avoids all the collisions of DATA and ACK packets. The oracle mode, therefore, enables us to evaluate the impact of deaf nodes on network performance in a meaningful way.



4.3



Simulation Results



In this section we present our simulation results. We remind the reader that the load is defined to be the number of packets generated per second per footprint. So the network load is normalized both in time and area. There are 10 nodes per footprint, on average. So, if, for example, the load is 20 packets per footprint per second, then each node generates 2 packets per second, on average. 4.3.1



Collisions



One of the most important impacts of deaf nodes is on the collisions of DATA and ACK packets. CTS packets, which would not collide if every neighboring node of a RTS sender hears the RTS packet, may also be destroyed by deaf nodes. Since RTS packets may collide by design, we do not show the RTS collisions. Figure 4.3 shows fraction of CTS, DATA and ACK packet collisions together. DATA and ACK packet collisions are shown individually in Figure 4.4. If there were no deaf nodes in the network, then none of the packets would collide.
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Figure 4.3: Number of packet collisions. x axis is load in packets per second per of packets collided footprint and y-axis is Number Total number of attempts



This is indeed the case as shown by all-zero collisions in the oracle mode. The correct situation, however, is depicted by the real mode. We observe, for example, that at a load of 25 packets per second per footprint, about 20% of the DATA packets and 5% of the ACK packets will collide due to the presence of deaf nodes. An interesting point to note is that although ACK packets are much shorter than DATA packets (ACK packets are about



1 th 60



of DATA packet size), the percentage



of ACK packet collisions is non-negligible. This fact can readily be explained by Figure 3.7, where we see that if a deaf node has a packet to transmit, then it is likely to collide with an ACK packet.
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Figure 4.4: Fraction of DATA and ACK packet collisions shown individually.
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4.3.2



Delay



An important impact of DATA and ACK packet collisions is on the packet delivery time. Suppose a packet enters a transmission queue at time t1 and let the ACK for the packet be received successfully at time t2 . Then, the delivery time (or simply the delay) for the packet is defined to be (t2 − t1 ). Note that this represents the delay as perceived by the sending node. The average delay calculation includes only successfully transmitted packets. If a collision occurs, the node backs off and then retransmits the packet. Retransmissions increase packet delivery time. Intuitively, we expect fewer retransmissions and smaller packet delivery time in the oracle mode. Figure 4.5 plots the average delay versus the load. The offset of about 20 ms at the bottom is due to the minimum time needed to consecutively exchange RTS, CTS, DATA and ACK packets. The simulation shows that for some values of traffic load, the average delay in the real mode can be as much as 100% higher than in the oracle mode. For example, at a load of 25 packets per second per footprint, the average delay in the real mode is about 160 ms whereas in the oracle mode it is only 80 ms. Figure 4.6 shows the complementary cumulative distribution function of the delay at load=20. The figure clearly shows that the oracle mode performs better than the real mode for all values of delay. Delay bound is important for a real-time application, such as multimedia, since a late packet is useless for such applications. Deaf nodes may render the network unsuitable for such applications. For example, let an application for which a packet delayed more than 100 ms is useless, can sustain at most 10% packet losses. Then, due to deaf nodes, the network would not be able
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Figure 4.5: Average delay: Comparison between the oracle and the real modes
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Figure 4.6: Complementary Cumulative Distribution Function: Comparison between the oracle and the real modes at load=20
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to support that application since about 18% packets are delayed more than 100 ms. Also, note that in our simulation, the destination for each packet is only 1-hop away from the source. In ad hoc networks, where source and destinations are more than one hop away, the situation would be even worse since the difference in average single-hop delay would be multiplied by the average number of hops for end-to-end delay. 4.3.3



Throughput



Throughput corresponds to the average number of successful DATA packet transmissions per second. However, in several applications, a late packet is useless. This could be due to the nature of the application, e.g., multimedia applications, or because of the retransmissions triggered by excessive delays, such as in TCP. In order to take packet delivery time into consideration, we define Throughput(Dmax ) to be the number of packets transmitted per second per footprint such that the delay of each packet is smaller or equal to Dmax . Every successful packet is counted in the calculation of Throughput(∞). Figure 4.7 shows the simulation result. The outcomes for Throughput(Dmax ) with Dmax equal to 20 ms, 40 ms, 100 ms and ∞ are plotted together. We observe a significant difference between the throughput obtained in the real and the oracle modes. For example, for Dmax = 100 ms, the oracle mode achieves about 40% higher throughput at load=25.
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Figure 4.7: Throughput, counting only packets delivered within a maximum delay bound. The four sets stand for a maximum delay bound of 20 ms, 40 ms, 100 ms and ∞ respectively.
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Chapter 5 Mitigating the Effects of Deaf Nodes



In the previous chapter, we showed that deaf nodes can lead to a large number of packet collisions in a wireless LAN. A natural question at this point is how can the impact of deaf nodes be eliminated, or at least, be reduced. In this chapter, we present a few solutions that reduce the negative impact of deaf nodes. The first approach is to modify a parameter of IEEE 802.11 MAC that eliminates the chance of ACK and CTS packet collisions. The second approach is to modify the behavior of the protocol when an ACK packet is destroyed given that the DATA packet was received correctly. The third approach is to transmit the DATA packet with minimal power so that the chance of deaf node formation is minimized. The first approach appears to be an elegant solution and we present simulation results in its favor. The second solution requires a change in the protocol structure and the third solution has its negative aspects as well. Evaluation of the effectiveness of the second and third solution is a future work.
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5.1



DIFS Adjustment



Ideally, we would like to eliminate the deaf node problem by tuning some of the parameters of the IEEE 802.11 standard appropriately. Deaf nodes cause both DATA and ACK packet collisions. Eliminating DATA packet collisions, without significantly changing the MAC protocol, appears to be difficult. However, it is possible to eliminate ACK packet collisions by changing the value of the DIFS parameter of IEEE 802.11. Specifically, from Figure 3.8, we see that if we had DIFS > SIFS + ACK transmit time, then the ACK packet would not collide. For networks where the propagation delay is non-negligible, if DIFS satisfies the following inequality, DIFS > SIFS + ACK transmit time + 2 tprop



(5.1)



then ACK packet collisions are eliminated. Here, tprop is the maximum propagation delay between any two nodes in the network who are within the transmission range of each other. We remind the reader that every node is required to sense the channel to be idle for at least DIFS period of time before it is allowed to initiate a communication (by sending an RTS packet or the DATA packet itself). On the other hand, a node that sends a CTS or an ACK, is required to wait for SIFS period of time. Figure 5.1 shows why the choice of DIFS parameter according to inequality 5.1 eliminates ACK packet collisions. There are three nodes in this figure, node A, B and C. Node A is within the transmission range of both node B and node C, but node B and node C can not hear each other. T1 is the propagation time between node 74
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Figure 5.1: Justification of equation 5.1. We want the RTS packet to reach node A after node A has received the ACK.



A and B and T2 is the propagation time between node A and C. Node A initially transmits a packet to node B. Node B after receiving the DATA packet, waits for SIFS period of time and transmits the ACK packet. On the other hand, node D, which wishes to transmit a packet, waits for DIFS period of time and transmits its RTS (or DATA packet) packet. Suppose that node A receives the ACK packet from node B during the interval I1 and the RTS packet during from node C during the interval I2 . Then, from Figure 5.1 I1 = [2T1 + SIFS, 2T1 + SIFS + ACK tx time] I1 = [2T2 + DIFS, 2T2 + DIFS + DATA tx time] Since we want the ACK packet to reach node A first and I1 ∩ I2 = φ, we need DIFS > SIFS + ACK transmit time + 2T1 − 2T2



(5.2)



In the worst case, T1 = tprop and T2 = 0. Substituting these values in inequality 5.2, we get back inequality 5.1. 75
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Figure 5.2: Fraction of collisions, taking into consideration all types of packets. The proposed approach eliminates ACK collisions and, thus, reduces the overall fraction of packet collisions.



Notice that, we have not used any constraint on the locations of nodes A, B and C. Therefore, if DIFS satisfies inequality 5.1, ACK packet collisions caused by deaf nodes that are formed due to other transmissions are eliminated. 5.1.1



Simulation



Since SIFS + ACK transmit time = 314 µs and DIFS = 50 µs in the current IEEE 802.11 implementation, it appears that although the collisions may be reduced, the delay would go up if we increase DIFS to satisfy equation 5.1. To understand the trade-offs, we performed a set of simulations with DIFS = SIFS + ACK transmit time + 10µs. Figure 5.2 compares our proposed approach to the current implementation with
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Figure 5.3: Average delay. Comparison between the current and the proposed settings of the DIFS parameter.
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Figure 5.4: Complementary Cumulative Distributions function of delay with load = 25. The proposed approach leads to a smaller probability of delay excess, for all possible thresholds.
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respect to the total number of collisions. Increasing DIFS completely eliminates ACK collisions. So, as expected, the total number of collisions is significantly reduced. For instance, at a load of 25 packets per second, the fraction of packet collisions is about 18% with our new approach, compared to 25% with the current implementation. The outcomes for the average delay are interesting, as well. As shown in Figure 5.3, the average delay is (almost) always lower with the new value proposed for the DIFS parameter. The reason is the following: since an ACK collision causes the retransmission of a DATA packet, the benefit of using a smaller value for DIFS, as done in the current implementation, is marginal. Figure 5.4 shows the complementary cumulative distribution function of the delay at load=25. It is clear from the graph that the network performance with the new DIFS is better than with the current DIFS, for all delay values. Note the discontinuity near 20 ms. As mentioned earlier, this corresponds to the minimum time needed to consecutively exchange all four RTS, CTS, DATA and ACK packets. We observe that the proposed approach also eliminates the possibility of ACK collisions in IEEE 802.11 networks implementing the basic access method, that is when DATA packets are sent without prior RTS -CTS handshakes.



5.2



Other Possible Approaches



The above approach of eliminating ACK collisions is not the only way to mitigate the impact of deaf nodes. In this section, we describe two more possible approaches. However, at the present moment, these are mere intuitive ideas and rigorous evaluation of the pros and cons of these approaches needs to be carried out in future. 78



5.2.1



ACK Retransmission



Our approach of modifying DIFS parameter eliminates ACK collisions. However, under very low load, the average packet transfer time increases in this approach. The increase is significant if the DATA packets are small. An alternate approach of mitigating the impact of ACK collisions is to treat the case differently when a DATA packet is received intact, but the ACK packet is lost. The simplest solution is to use a 1-bit field in the RTS packet that is set to 1 if the RTS is for a DATA packet that has already been sent once. Let this field be called retransmission. If a node receives an RTS with the retransmission field set to 1 and the node received the DATA packet correctly in the previous attempt, then instead of sending a CTS packet, it sends the ACK packet. This way, the DATA packet transmission time is saved. The DATA packet should also contain a 1-bit field (as the retry field in IEEE 802.11), which would enable the destination node to discard duplicate copies of a DATA packet. One unresolved issue in this approach is the behavior of the neighboring nodes which receive an RTS with retransmission field set to 1. It seems that additional packets are required to handle this situation efficiently. IEEE 802.11 does not have this provision, possibly because ACK packet collision is a rare event in a infrastructure mode. However, in ad hoc mode, fraction of ACK packet collisions is no longer negligible. This idea of retransmitting an ACK can also be found in the DCCA protocol in [23].
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Figure 5.5: ACK retransmission. Node B sends an ACK instead of a CTS in reply to the RTS packet with retransmission field set to 1.



5.2.2



Transmission of DATA Packets with Minimum Power



In an omni-directional network, deaf nodes are primarily formed due to other DATA packet transmissions nearby. Therefore, at a first glance, it seems that if every node transmits DATA packets with minimal power, then the chance of formation of deaf nodes will be minimized. However, this approach increases the chance of DATA packet collisions due to deaf nodes that are still formed. Figure 5.6 depicts an example. The solid circles represent the carrier sensing range during the DATA packet transmission and the broken circles indicate the RTS CTS sending range. Assume node E and F starts transmitting at the beginning. Therefore, node D becomes a deaf node. Now node A and B exchanges the RTS CTS dialog. Node D cannot hear either of the RTS or CTS packets it is supposed 80
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Figure 5.6: Vulnerability due to minimum transmission power. The broken circles represent the RTS -CTS sending range and the solid circles indicate the carrier sensing range during DATA packet transmission.



to receive. Now, node A starts sending DATA packet to node B with minimal power. Therefore, node C does not turn into a deaf node. Now node H and G exchanges RTS -CTS packets. Node C receives the CTS packet and therefore defers itself from transmitting. But node D does not sense node A’s transmission after node E and F finishes their communication and transmits an RTS at the full power. This RTS destroys the communication between node A and B. In this example, because every node transmits DATA packets with minimal power, the communication between node G and H was saved, but the communication between node A and B was destroyed. Therefore, from a network perspective, the net gain was zero.
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In [27], authors used the fact that interference range is larger than the communication range (see page 99) to argue that sending DATA packets at a smaller power is in fact detrimental, although they did not take into account the deaf node issues. Another thing to note is that, if the transmit power is reduced, the probability that one or more bits of the packet will be received in error due to thermal noise is higher. So, this approach is likely to increase the chance of FCS failure, especially for large packets. It is a future work to determine whether the gain from this approach can outweigh its shortcomings or not.
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Chapter 6 The Blocking Effect



In this chapter, we discuss another problem, which we call the blocking problem. This problem is independent of the deaf node problem. However, the problem has a very significant impact on the network performance at higher load. We discuss this because of several reasons. First, although this problem is mentioned under a different name in [23], some of the implications of blocking problem, namely, packet drops and deadlock situations, are not discussed anywhere to the best of our knowledge. Also, to understand our simulation results completely, blocking problem must be taken into account. Finally, blocking problem will serve as an additional motivation for a MAC structure that we propose in chapter 7.



6.1



Blocking Problem



In chapter 4, our simulation results show that T hroughput(∞) (i.e. the throughput counting every successful packet) does not differ much between real and oracle modes. In fact, at a high load, the oracle mode performs poorer than the real mode. Figure 6.1 shows a plot that captures this fact. At a first glance, this result seems counter-intuitive: oracle mode does not lose any RTS or CTS. Then why does oracle
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Figure 6.1: Blocking effect on throughput. Oracle mode performs poorer than the real mode at high load.



mode perform poorer than the real mode? In order to understand the reason, we need to understand another implication of a single channel MAC, such as IEEE 802.11, the blocking effect. A node is called a blocked node if it is prohibited from transmitting. The blocking effect happens due to blocked nodes in the network. It is described in Figure 6.2. In this figure, node B transmits a packet to node A. Node D receives the CTS and therefore prohibited from transmitting. Node C receives both RTS and CTS packets and it is also prohibited from transmitting. Note that, node C is neither a hidden node, nor an exposed node. While the communication between node B and node A goes on, node E sends an RTS to node D while node F sends an RTS to node C. Since node D is blocked, it cannot respond with a CTS. On the other hand, since node 84
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Figure 6.2: Blocking Effect. Node D and node C are blocked due to the communication between node A and node B. Therefore, node E and node F do not get any response to the RTS packets they sends.



C is receiving energy from node B, it cannot even understand that node F sent an RTS packet. Both node E and node F do not get any response and goes into backoff mode. In [23], Bharghavan briefly describes this problem. In this paper, this problem is termed as hidden receiver and exposed receiver problem. However, the blocked node need not be a hidden or an exposed node (for example, in Figure 6.2, node C.). Therefore, we prefer to call this problem as the blocking problem. Blocking problem degrades the performance of the network in several ways. In the following sections, we describe the implications of blocking effect one by one.
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6.2



Head of the queue blocking



In a typical implementation of wireless MAC, only a single First-in-First-Out (FIFO) queue is maintained at each node. But, if the first packet in the queue cannot be transmitted due to the blocking effect, other packets in the queue must wait unnecessarily. Head of the queue blocking clearly affects the delay performance of the network. An interesting point to note is the fact that, in the infrastructure mode of IEEE 802.11 (where every node communicates only with the base-station), or in Ethernet, if the first packet cannot be transmitted, it is not possible to transmit any other packet. Therefore, a single FIFO queue is appropriate in such cases. However, in the general case of wireless network (the ad hoc mode), where every node can communicate with every other node, this assumption is no longer true. A per-neighbor FIFO is more appropriate in an ad hoc network.



6.3



Packet drop



A more severe implication of blocking problem is packet drop, even under light load. We remind the reader that, as per IEEE 802.11 standard, if no CTS is received after n-th transmission of RTS packet, the DATA packet is dropped. Assume that, n is set at 6, i.e. if the 6-th RTS does not get any response, the packet is dropped. Now we describe a situation where a packet is dropped due to the blocking effect. Let the nodes be positioned according to Figure 6.2. Assume, node C is initially blocked due to node B’s transmission to node A. During this time, node F sends an
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Figure 6.3: Packet drop due to blocking effect. Node F keeps sending the RTS packet according to the backoff rule. But node C cannot respond because it is blocked. After the 6-th RTS, node F drops its packet.



RTS packet to node C. However, since node C is blocked, in fact it is deaf, it does not send a CTS. Node F therefore goes into backoff, waits for a random period of time and sends the next RTS. But node C is still blocked and again it does not send any CTS. This loop of events continues and after node F sends 6-th RTS packet and no CTS comes, it drops the packet. Figure 6.3 shows the packet timings. In this figure, we have shown a break in the blocked period for node C. This could happen, for example, in the following way: node B finishes transmitting its packet to node A. Now node A wishes to transmit a packet to node D. This could be a new packet, or the packet that node B sent to node A, which needs to be forwarded to node D. Node A gets a free medium and starts transmitting the packet. Therefore, node C becomes blocked once more. The backoff scheme used in IEEE 802.11 increases its backoff length exponentially. Therefore, very soon the expected value of the time period between two RTS packets
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becomes large. For example, the expected value of the time period between the 4th and the 5-th RTS packets is



(29 −1) 2



× slot time = 5.11 ms, which is large. [23]



observes that such long waiting periods between two RTS packets leads to unfairness, at least in a short time-scale. However, the issue of packet drop was not discussed there. The problem of packet dropping highlights the fundamental problem with a single channel MAC. In a wireless environment, if no CTS comes after sending an RTS, four possibilities exist [23]: 1. Some other node sent another RTS (contention). 2. The RTS was received wrongly due to thermal noise. 3. The destination node is blocked. 4. The node is down, or moved. In each of these four cases, the sender node must respond differently. But with the current single channel MAC, such as IEEE 802.11, whenever a node does not get any response to an RTS, the node assumes that there is contention in the channel, i.e. it assumes case 1 to be true. However, in reality, most of the times an RTS will not be acknowledged because the destination was blocked, i.e., case 3 is true. Another crucial point to note is that, if case 3 is true, the node should not go into backoff. Rather, it should wait till the end of the prohibited period and then send the next RTS. Due to the blocking effect, we anticipate that packets may get dropped even 88
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Figure 6.4: Fraction of packet drop. Even under low load, packets are getting dropped.



under a low network load. This is indeed the case as shown in Figure 6.4. In this figure, we see that, packets are getting dropped even at a very low load, although the fraction is small. When the load is increased to a reasonable value, the drop becomes significant. For example, at a load of about 20 packets per footprint, nearly 10% of the generated packets are getting dropped. We also see that, similar to the throughput plot, the oracle mode performs better for low values of load, but at high load, it in fact performs poorer. In order to understand the fact that at higher load, oracle mode actually performs poorer, we need to understand another implication of blocking effect, the false blocking.
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Figure 6.5: False blocking problem. Node G is unnecessarily blocked because of node F ’s RTS. Therefore, node H does not get any response to its RTS.



6.4



False blocking



At a first glance, the blocking problem seems to be analogous to the exposed node problem, since, after all, the blocked node should not transmit any signal to save the DATA packet being transmitted close to it. However, there is an important difference between the exposed node problem and the blocking problem. An exposed node is prohibited only when a DATA transmission goes on, but in the blocking problem, a node may be blocked even if no DATA transmission is going on! We call such a case false blocking. Specifically, if a node A goes into the blocked state because of an RTS that is destined for a node, which itself is blocked at that moment, node A is said to be false blocked.
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Figure 6.5 explains the problem. This figure is similar to Figure 6.2 except that it has two more nodes, G and H. Similar to the previous case, assume that node F is sending RTS packets to node C (and node C is not responding.). However, node G receives the RTS packets and prohibits itself from transmitting. Node G is false blocked. After a while, when node H sends an RTS to node G, it does not respond. Therefore, node H also goes into backoff. Due to false blocking, node G and node H cannot communicate with each other, although in reality they should be allowed to communicate. Therefore, false blocking reduces the throughput of the network significantly. Another problem with the false blocking is that, false blocking may propagate through the network, i.e. one node may get false-blocked because of a node which is also false-blocked. Figure 6.6 shows such a scenario. In this figure, we have added three more nodes, I, J and K. Similar to Figure 6.5, node G is false blocked because of node F ’s RTS. So, when node H sends a RTS packet to node G, it does not get any response. Node I, however, becomes false blocked due to node H’s RTS packets. So, node J does not get any response to its RTS packets from node I. These RTS packets, however, blocks node K, and so on. Due to this propagation property, it is therefore possible that for a long time a large number of nodes in the network would not be able to transmit any packet. One more thing to note is the following: if node C remains blocked for long, so that node F keeps sending RTS packets; node G also remains blocked for long. Therefore, node H would keep sending RTS packets for long time, which would in turn block node I for long, and so on. It seems likely that at the end, many packets 91
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Figure 6.6: Propagation of false blocking. Node G is unnecessarily blocked because of node F ’s RTS. Therefore, node H does not get any response to its RTS. Node I is therefore false blocked. So node J does not get any response to its RTS packets, etc.



92



would be dropped because of the false blocking. False blocking problem is a direct consequence of the fact that whenever a node receives an RTS packet, it becomes prohibited from transmitting, even if it does not get any CTS packet later. This is to save the ACK packet from colliding. So, it is possible to eliminate the false blocking problem if we do not send an ACK and consequently a node may prohibit itself only if it hears a CTS. However, as [4] has shown that, ACK packets are necessary for a real network due to the unreliability of wireless channels. Interestingly, as we show in the subsequent sections, deaf nodes actually mitigate the blocking problem, and as a result, real mode performs better than the oracle mode once the load is increased beyond a certain point.



6.5



Deadlock



We define deadlock in the following way: A deadlock occurs if there exists a set A of two or more nodes of a network such that for every node A ∈ A, either node A is prohibited from transmitting, or its transmission attempts fail because of transmission attempts of a set of nodes B ⊂ A. i.e. in a deadlock, we have a set where every node is prevented from transmitting because of other nodes in that set1 . In a rather subtle way, the false blocking can actually lead to deadlock. The probability of occurrence of such deadlock is small, but once it does take place, the throughput will actually go down to zero. With typical traffic characteristics, the 1



The concept of deadlock is context dependent. In the context of Operating Systems, a deadlock is a situation where multiple processes, who want to access a resource, wait for each other. In wired networks, a deadlock occurs if in a set of nodes, whose buffers are full, a node cannot free its buffer unless some other node in the same set frees its buffer. In the context of wireless networks, the resource involved in the deadlock is the channel, not buffers.
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deadlock will eventually be broken. But, under certain circumstances, the deadlock may be sustained. The basic idea is that, the propagation of false blocking takes place along a “circular” path. Figure 6.7 depicts such a situation. Node A initially transmits a packet to node G. Node F as well as node B remains blocked during this time. So, node E does not get any response to the RTS packets it sends. Node E’s RTS packets, however, forces node D into false blocking. Therefore, node C does not get any response to its RTS packets as well. Now let node A finishes its communication to node G. After some times node A sends an RTS packet to node B. Two more things happen during this time. First, node C sends an RTS to node D (and gets no reply). This RTS blocked node B from transmitting. Secondly, node E does not send any RTS during the time node F was free to transmit. Therefore, when node A sends an RTS to node B, node B is already blocked and so node A does not get any response. But node A’s RTS blocks node F . So, when node E sends its next RTS, it again gets no reply. At this moment, in the cycle {A, B, C, D, E, F, A}, every node is sending RTS to the next node, which is already blocked and due to this RTS, the previous node gets blocked. Under the assumption that the blocking period for a node that receives an RTS is greater than the maximum time gap between two RTS packets during retries, the nodes cannot come out of this situation and therefore, this is a deadlock. Figure 6.8 shows the timings of each packet. In a usual situation, one of the nodes will drop its packet after a certain number of retries and the deadlock will be broken. However, (perhaps unrealistically) assume 94
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Figure 6.7: Deadlock. Initially node A sends a packet to node G. This transmission keeps node F blocked. After the end of this transmission, node A does not transmit any packet for some time and then it transmits an RTS packet to node B. However, before node A sends its RTS to node B, node C sends an RTS to node D. C’s RTS forces node B to be blocked. Moreover, node E does not send any RTS during the time node A remains quiet after it finishes transmission with node G. Now, every node is trying to transmit to a blocked node and a deadlock occurs.
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Figure 6.8: Deadlock problem; event timings.



that the transport layer insists on transmitting packets to the same destination. In that case, even after dropping a packet, the node will get another packet destined for the same node and the deadlock will continue! In real situations, the deadlock may indeed continue for long time, especially if the transport layer uses a reliable protocol such as TCP. Clearly, deadlocks significantly affect the network performance by reducing the throughput down to zero.



6.6



Oracle Mode versus Real Mode



After describing the false blocking problem and deadlock, we are in a position to understand why should oracle mode perform worse in a high load situation. The reader is reminded that in oracle mode, neighbors of a node always defer transmission after an RTS or a CTS packet transmitted by the node. Therefore, in oracle mode, false blocking always takes place. In the real mode, however, some of the RTS packets 96



sent to a node are lost (because the node happens to be deaf at that moment) and the node does not defer. The nodes that did not hear the RTS packet are deaf nodes. Now, assume that the RTS under consideration happens to be destined for a node that is already blocked. In this case, the deaf node does not enter into a false blocking or a possible deadlock. Therefore, deaf nodes actually help in avoiding false blocking and, perhaps more importantly, propagation of false blocking. At low load, the deaf node problem is more significant. So, the real mode performs worse. But, as the load increases, the blocking problems, in particular, the false blocking problem starts dominating and after a point, the oracle mode starts performing poorer than the real mode. In fact, Figure 6.1 shows that the throughput in oracle mode falls much faster than in real mode which is expected from the discussion above.
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Chapter 7 Discussions



In our simulations, we made several idealizations to our models to avoid performance degradation due to reasons other than deaf nodes. In this chapter, we discuss how some of the non-ideal behaviors of a real network affect the deaf node problem. In particular, we discuss the effect of packet capture and the fact that the interference range is larger than the communication range. We see that while packet capture may, at some instances, alleviate the deaf node problem, larger interference range makes it worse.



7.1



Packet Capture



Our model of packet collision is an idealization in which if a node receives two signals from two different sources within its communication range at the same time, it cannot decode either of the packets. We have assumed that even a single symbol overlap of Packet 1 and Packet 2 is sufficient to destroy both the packets at node A. However, real wireless networks sometimes exhibit the capture effect, in which a collision occurs as described above, but one of the arriving packets is correctly received. The packet which survives is said to have captured the channel. Capture
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often occurs if one arriving signal is significantly stronger than the others, as will happen if the sender is closer to the receiver than other senders. Capture can also occur if forward error correction (FEC) is employed and is sufficiently powerful to overcome the burst error from the collision. Another source of capture is simple chance: if only L bits from the two packets overlap, then there is still a 1/2L probability of receiving the packet correctly. However, since the packets are typically thousands of bits long, the probability 1/2L will be negligible in most collision events. When packet capture does occur, a deaf node may be avoided if the collision involves control packets that would otherwise have been destroyed. Thus, in networks with capture, the number of deaf nodes may be smaller than in networks without capture reducing the impact of deaf nodes.



7.2



Effect of larger interference range



In our descriptions of deaf node problem and in subsequent simulation, we assumed that the communication range and interference range is equal (see page 61). In reality, however, interference range is larger than communication range. Figure 7.1 shows the communication and interference range of node A. In this figure, node B is within the communication range, node C is within interference range, but outside communication range and node D is outside the interference range of node A. Moreover, the boundary between communication and interference range is not sharp. This non-idealness of real networks degrades the performance of wireless networks. Specifically, if node A sends a CTS packet, node B can hear it, but node C cannot. However, during the time when node A is receiving a packet, if node C 99
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Figure 7.1: Interference and Communication Range. Node A and node B can communicate as well as interfere with each other. Node A and node C can interfere with each other, but cannot communicate. Node D and node A can neither interfere, nor communicate with each other. R1 is the communication range and R2 is the interference range.



transmits any signal, node A may not be able to receive the packet correctly since node A would experience lower signal to interference and noise ratio. This problem was mentioned in [5] and recently discussed in [27]. Larger interference range, in reality, degrades the performance of the network even more since a larger number of deaf nodes are formed due to this. Figure 7.2 describes a possible situation. In this figure, the nodes are arranged in a way similar to Figure 3.6, except that, node A is no longer inside the communication range, but is still inside the interference range of node B. Moreover, node A is outside the interference range of node E. If interference and communication range were equal, then, in this configuration, node A would not be turned into a deaf node. However, since it is still within 100
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Figure 7.2: Deaf Node due to larger interference range. The communication ranges are shown by broken lines, the interference ranges of node B and node E are shown by dark solid lines. The configuration is similar to Figure 3.6, except that, node A is outside the communication range, but inside the interference range of node B.



the interference range of node B, it does turn into a deaf node when the sequence of events described in Figure 3.6 takes place and subsequently destroys the DATA packet node C receives. Note that, since node A is outside the interference range of node E, it cannot sense the carrier either. Therefore, due to the fact that interference range is larger than communication range, a few more nodes will be turned into deaf nodes and the likelihood of DATA and ACK packet collisions, which is already higher than the ideal case since some of the nodes that may interfere, do not hear the RTS or CTS packet, will increase even more.
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Chapter 8 Conclusion



In this chapter, we summarize the main contributions of our work, discuss the importance of our findings and outline possible extensions of this work. The main contribution of this thesis is the formulation and quantification of the deaf node problem. We have defined the deaf node problem for wireless networks, both omni-directional and directional, that rely on control packets, such as RTS and CTS, to avoid collisions. A deaf node does not hear control packets even if it is supposed to, and consequently it may cause collisions. So, a deaf node is a new type of “problematic node”, in the same class as hidden nodes and exposed nodes. We have shown that, due to the presence of deaf nodes, a successful exchange of RTS and CTS is not sufficient to prevent DATA packet collisions. Several examples of scenarios leading to DATA and ACK packet collisions were illustrated for omnidirectional, as well as directional networks. Through simulation, we quantified the impact of deaf nodes on the performance of IEEE 802.11 ad-hoc networks. We found that up to 20%-30% of attempted communications may result in collisions due to deaf nodes. Both DATA and ACK packets collide. Moreover, we found that even though ACK packets are very short, their chance to collide is non-negligible.
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One of the key aspects of the simulation was the definition of an oracle-mode network, in which every node hears every RTS or CTS packet it is supposed to receive even if the packet collides in reality. Thus, the oracle mode simulates the network as if deaf nodes did not exist. This approach allowed us to appropriately evaluate the impact of deaf nodes on network performance. We observed that collisions due to deaf nodes result in retransmissions and subsequent increases in packet delivery time. In particular, we showed that the average delay may increase by as much as 100%, when comparing the real mode to the oracle mode. We showed that deaf nodes also have a significant impact on throughput-related metrics. We have also proposed a first step in mitigating the impact of deaf nodes in IEEE 802.11 networks by careful choice of the DIFS parameter. If we design the value of DIFS appropriately, we eliminate ACK collisions due to deaf nodes. Through simulation, we have shown that this modification results into a reduction in the overall fraction of packets collisions and a significant reduction in the average delay. We have studied another related problem in this thesis, the blocking problem. Blocking problem arises when a node sends RTS to a node that is already prohibited from transmitting, i.e., blocked. Blocking problem leads to the problem of false blocking when a node is blocked by an RTS that is destined for a node already blocked. By means of examples, we have shown how false blocking may propagate in the network and how it may lead to a deadlock situation. Moreover, we have shown how packets may be dropped even at a very low load due to blocking problem. Deaf node problem and blocking effect together explained the simulation results accurately. 103



In order to isolate the effect of deaf nodes, we made idealizations of our simulation models. In the final chapter, we discussed how packet capture and larger interference range, that are facts of a real network, affect the deaf node problem. We concluded that capture may alleviate the deaf node problem in some cases, whereas the larger interference range makes the problem worse.



Our work in this thesis is significant from various aspect. First of all, we identified the deaf node problem, which is a fundamental problem in wireless networks. Next, we contributed to the understanding of deaf node problem by first showing that deaf nodes cause DATA and ACK packet collisions and then quantifying the impact of deaf nodes on the network performance. We established that deaf nodes have a significant impact on the performance of a wireless network and therefore may not be neglected while designing a wireless network or evaluating the performance of an existing one. Next we considered the important issue of mitigating the impact of deaf nodes and provided an elegant solution that eliminates the ACK collisions in IEEE 802.11 networks. The solution only modifies the value of DIFS parameter and therefore does not require hardware or protocol structure modification. Another significant contribution of this work is to identify the deadlock situations and packet drop issues due to false blocking. False blocking may reduce the throughput of the network down to zero and the network designer needs to take this effect into consideration.
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The current work in this thesis opens up several research directions. We have outlined a few of them in this thesis. The most important problem among them is to design a MAC protocol that can efficiently combat the negative impact of deaf nodes as well as blocking effect. The issue of whether such a protocol exists within the current frame work of single channel MAC is an open research area. We illustrated a few alternate approaches for mitigating the deaf node problem. Evaluation of pros and cons of such approaches is another important work. Evaluation of the likelihood of deadlock situations and quantifying the performance degradation of the network due to false blocking is another interesting work. Moreover, IEEE 802.11 MAC does not take any precaution to break deadlocks if such a scenario ever occurs. It is of importance to design measures that minimally affect the regular operation of the MAC, but prevents deadlock from happening. In short, several new directions of research are opened up after the current work in this thesis and we plan to work on these issues in future.
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