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EFFICIENT RECONCILIATION OF UNSTRUCTURED AND STRUCTURED DATA OVER NETWORKS SACHIN K AGARWAL Boston University College of Engineering, 2005 Major Professor: Ari Trachtenberg ABSTRACT The unifying theme of this work is to provide scalable alternatives to present data synchronization and set difference estimation protocols to improve the efficiency of distributed systems that repeatedly use these protocols. These alternatives can enable larger number of hosts to participate in a distributed system, save on bandwidth, lower computational complexity, reduce the amount of meta-data stored and make the system robust to failure. Modern distributed network applications often utilize a wholesale data transfer protocol known as “slow sync” for reconciling data on constituent hosts. This approach is markedly inefficient with respect to bandwidth usage, latency, and energy consumption. We analyze and implement a novel data synchronization scheme (CPIsync) whose salient property is that its communication complexity depends on the number of differences between the PDA and PC, and is essentially independent of the overall number of records. Moreover, our implementation shows that the computational complexity and energy consumption of CPIsync is practical, and that the overall latency is typically much smaller than that of slow sync or alternative synchronization approaches based on Bloom filters. We also consider the related problem of exchanging two similar strings held by different hosts with a minimum amount of communication. Our approach involves transforming a string into a multi-set of iv



substrings that are reconciled efficiently using the set reconciliation algorithms, and then put back together on a remote host using recent graph-theoretic techniques. We present analyses, experiments and results to show that its communication complexity compares favorably to rsync. We also quantify the possible tradeoff between communication complexity and the computational complexity of our approach. We propose several protocols for estimating the number of differences between sets held on remote hosts. Our approaches are based on modifications of the counting Bloom filter and are designed for minimizing communication and interaction between the hosts. As such, they are appropriate for streamlining a variety of communication sensitive network applications, including data synchronization in mobile networks, gossip protocols and content delivery networks. We provide analytical bounds on the expected performance of our approach, together with heuristic improvements and then back our claims with experimental evidence that our protocols can outperform existing difference estimation techniques.
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Chapter 1



Introduction The research presented in this thesis seeks to emphasize the importance of efficient data synchronization in present day networks and establish efficient algorithms for data synchronization of unordered data (sets) as well as ordered data (strings and graphs). An efficient solution to the associated problem of efficiently estimating the similarity between two copies of similar data is also presented in this thesis. We call the latter problem the “set difference estimation” problem. Data synchronization is the problem of reconciling two sets of data to obtain the mutual difference of the two data sets. The data sets are usually assumed to be held on two different hosts and the objective of data synchronization is to come up with an identical data sets on both synchronizing hosts on the basis of the mutual differences. The two sets may be key-value pairs of a database, hash values corresponding to blocks of text, sets of URLs stored in a cache, etc. The sets are usually assumed to be similar, for example the two data sets might have been identical at a previous point in time and independent edits (additions/modifications/deletions) were subsequently made to some elements of the two sets. Another possibility is that the two sets correspond to strongly correlated data sources. For example, the data sets might
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2



have been generated by two temperature sensors that measure and store strongly correlated temperature values in different corners of a room. Synchronizing multiple devices poses significant challenges in real world situations. For example, if the sets of data are key-value pairs of a database then there is the additional need of resolving those situations when the two synchronizing hosts edit the value corresponding to the same key, a situation termed as a conflict. When this condition occurs the synchronization algorithm is unable to make an unambiguous decision about which of the synchronizing hosts’ copy of a particular data item is to be used and which copy is to be discarded at the end of the synchronization process. Conflicts are usually resolved either by human intervention or through predetermined preference rules. For example if hosts PX and PY are synchronizing their data sets then a preference rule could be “host PX host is always right” i.e., in case of a conflict host PX ’s data value overwrites host PY ’s data value in the new synchronized set. The emphasis of our work is on efficient data synchronization and we skirt the important issue of conflicts resolution for the rest of this thesis. There are some excellent references on this topic in literature [1–5] for the interested reader. The two sets of data being synchronized are assumed to be held on two separate hosts connected through a finite capacity network link. This scenario makes the problem interesting from a communication complexity perspective; system designers want to design synchronization algorithms that conserve bandwidth. Often, conserving bandwidth is also strongly correlated with low latency and with saving energy [6]; less communication limits radio transmissions in wireless devices such as wireless sensors and cellular phones, prolonging their battery life. In many cases multiple hosts need to be synchronized. For example, a persons address book that is stored on multiple hosts (PC, PDA, smart phone etc.) presents a challenge because independent edits to the address book may be made on any
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Step 1, Step 3



Step 2



Step 1



Centralized



Step 2



Ad hoc Step 3



Figure 1.1: A centralized server synchronizing with clients as opposed to an ad hoc model where hosts synchronize among themselves.



of the hosts. Multiple peer-to-peer synchronization operations are needed to bring the data on all the hosts to a synchronized state. Figure 1.1 shows two possible ‘synchronization topologies’ that can be used in a three host example. In the first case we see that the PC acts as a centralized “server” to which all other clients (PDA, cellular phone) synchronize. If each client synchronizes twice with the server in a round robin manner then all the client changes would propagate to all other clients. This centralized synchronization topology is used in collaborative systems like Microsoft exchange [7] and Pumatech Intellisync [8] as well as mobile database systems like Oracle Lite [9] and Sybase iAnywhere [10]. There are obvious scalability issues with the centralized approach, such as the lack of robustness to server failure and server implosion problems (when the server is overwhelmed by client requests). The assumption that hosts know the routing path to the central server is problematic for some ad-hoc and sensor networks. The other approach is of a client synchronizing with another connected client after after it has determined that there are substantial number of differences to warrant
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synchronization. The approach is more robust, although the ‘circular’ synchronization shown in Figure 1.1 is an idealization that is hard to achieve in most ad hoc networks. However, if sufficient number of ‘gossip’ [11] synchronizations take place then the desired level of consistency between the hosts is achievable with high probability. In this work we concentrate on the atomic two-host data synchronization aspects that are applicable in centralized and ad hoc synchronization scenarios.



1.1



Organization



In Section 1.2 we explain our motivation in researching the problems presented in Parts I and II of this thesis. The problem of data reconciliation and set difference problems are well studied in computer science and networking literature for unordered data (sets) as well as ordered data (strings). We elaborate on the important contributions of others in the field of set data synchronization in Section 1.4.1 and string reconciliation in Section 1.4.3. The contributions of others in the areas of set similarity measurement and set difference estimation is reviewed in Section 1.4.2. Section 1.3 clearly states our specific contributions to the work presented in this thesis. The main content in this thesis is divided into two parts. In Part I we look at algorithms for data synchronization and set difference estimation that apply directly to unstructured data i.e., data sets where the order of set elements is arbitrary. Examples of such situations include key-value pairs in a database, sets of hashes and PGP key-value pairs. In these sets data synchronization is said to have been completed as soon as the two synchronizing hosts agree upon a synchronized set, discounting the order of elements stored in the hosts’ copies of the synchronized set. In Chapter 2 we develop PDA synchronization techniques based on CPIsync, a
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well known set reconciliation algorithm explained in Appendix A. In continuation of the work we did as part of [12–14], this chapter examines the energy usage of PDAs running CPIsync and also compares the approach to Bloom filter (See Appendix B) based synchronization. Finally, there is a explanation of the Linux based implementation to synchronize PDAs in ad hoc mode in Section 2.4. We explain our work on set difference estimation in Chapter 3. We describe our Wrapped filter solution and decoding algorithm in Section 3.4 and analytical explanations about the accuracy of the difference estimation of our scheme are provided in Section 3.5. We compare our approach to some of the other popular and well known approaches in the experiments section (Section 3.6). In Section 3.6.2 we provide two examples of distributed applications that use our proposed algorithm and show how the Wrapped filter results in better application performance as compared to a Bloom filter while determining set differences. Part II of this thesis focuses on structured data. We consider the most general type of structured data i.e., strings. Chapter 4 explains how we use CPIsync to synchronize strings by representing the string as a de Bruijn graph (Section C.2.1). Formally, we consider two distinct hosts PX and PY with strings X and Y , respectively, each composed from the same alphabet Σ. For example, the strings can be text documents, bitmap images, or genome data. We use the concepts presented in Part I, to synchronize self-rebuilding sets (i.e., sets that have encoded string structure information within them so that the strings can be rebuilt much like a puzzle given set elements or ‘puzzle’ pieces). We analyze our approach from a communication perspective in Section C.3.1 and a computational perspective in Section 4.2. The latter section also explains the tradeoff between communication and computation while using our approach. We compare our approach with the popular rsync [15] file synchronization application in Section 4.3.
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In Chapter 5 we adapt the CPIsync algorithm to graph synchronization and suggest a method of mapping a graph’s adjacency matrix into a set that can be synchronized using CPIsync and then rebuilt later. In Section 5.1.2 we show that our technique asymptotically achieves the lower bound on the minimum communication required for graph synchronization. We conclude this thesis in Chapter 6.1 where we summarize the main results of our work on PDA synchronization, set difference estimation and practical string reconciliation. We also suggest directions for future work in this chapter. At the end of this thesis we discuss two important background pieces of work developed by others that we have employed in our work: CPIsync (Appendix A) and Bloom filters (Appendix B).



1.2



Motivation



Distributed applications usually replicate copies of the same data on many hosts in a network for a number of reasons, some of which are listed below: 1. The server implosion problem can be avoided and instead client requests for data can be distributed across many hosting servers. 2. Making data locally available on a host speeds up applications because they do not block for network I/O as data is retrieved from a remote server; in some networks this latency can be of the order of hundreds of milliseconds. For example, GPRS [16] wireless connectivity has a typical round trip time of the order of 100s of milliseconds. 3. Replicating data has the desirable side-effect of data robustness due to the existence of redundant copies on geographically separated hosts.
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Distributed applications Replicate data on hosts



Hosts independently edit data replicas Consistent state



Inconsistent state



Time



Synchronize data replicas



Figure 1.2: Distributed applications replicate data on many hosts; These copies of data need to be synchronized periodically and repetitively.



4. Mobile device users can ‘cut-the-chord’ and carry data around without the need to be always connected to a computer network. Coupled with the ability to disconnect with the network, make local changes and then re-synchronize these changes back into the system makes the mobile device a vital extension of modern collaborative tools and databases. The effectiveness of a distributed system deteriorates as hosts independently edit their databases, making the data more and more dissimilar. For example, an inventory database stored on a mobile device is not very useful if the information stored in it does not correspond to the true state of the actual inventory in a warehouse.
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Computer scientists refer to this condition as data inconsistency between the distributed copies of the database. Consistency is defined as the (desirable) condition in which a read operation on a data item on any of the hosts yields the same result at a given time. Moreover, the result of a read operation should correspond to the value written out to the data item during the last write operation on that data item regardless of the hosts on which the read and write operations are performed. This type of strict data consistency is hard to achieve on most networks. Instead the conditions are usually relaxed and a certain latency between application of edits to a data item and their propagation to other hosts in the network is tolerated. The tolerance value is an application dependent design parameter, although there are hard constraints such as underlying network delays that set the minimum bounds on when an update will be propagated to other hosts. The main focus of the work was on finding efficient ways to synchronize similar copies of data in order to maintain consistency between these copies. The importance of data synchronization in distributed systems cannot be understated, but at the same time we need to resist the temptation of being too conservative about consistency and repeatedly synchronizing data, even when the two copies of data are almost identical because data synchronization can be a costly process (in terms of latency, communication bandwidth, computation and power consumption). For this reason we also researched the related problem of doing set difference estimation before actually synchronizing two data sets. We concentrate our efforts on developing efficient approaches to the ‘atomic’ twohost data synchronization operation. The idea is to make each two-host synchronization as efficient as possible so that the repetitive synchronizations of Figure 1.2 are executed in the most efficient way possible. This would add up to significant improvement of the synchronization aspect in a distributed application.
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We emphasized our efforts on applying our proposed data synchronization approaches to real world applications and then comparing them with other well known approaches. In many of our examples we look at mobile devices and in particular PDAs synchronizing with other PDAs and PCs. In keeping with the ‘real world’ emphasis, metrics other than communication bandwidth were also taken into account while comparing approaches. For example, we looked at the storage complexity of protocols, i.e., the amount of algorithmic meta-data required to be stored by data synchronization and set difference estimation algorithms. We also measured the computational complexity and energy usage of the different approaches keeping in view the current limitations of mobile devices.



1.3



Specific Contributions



The basic set reconciliation algorithm [17–19] (see Appendix A) that we have used in our work was first proposed by Minsky, Trachtenberg and Zippel. This algorithm was further developed into CPIsync (Characteristic polynomial interpolation synchronization) and implemented for the Palm PDA platform by us [12–14]. As a continuation of this work, the multi-round computationally efficient version of the CPIsync algorithm proposed by Minsky and Trachtenberg [20] and ported to a mobile ARM Linux PDA platform [21] by us (joint work with Geoff Rowland). This system was capable of synchronizing PDAs connected over any TCP transport, including 802.11 [22] wireless PDAs operating in ad-hoc mode. In addition, the project involving Bloom filter synchronization and the data synchronization energy consumption case study on Palm PDAs were extensions of the master’s thesis work [14]. The problem of estimating the set difference was brought to our attention by John Byers. A counting Bloom filter-based set difference estimation algorithm was
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proposed, analyzed and implemented by us. The algorithm was shown to be superior to other well known approaches used to solve this problem including random sampling and minwise sketches [23]. The proposed algorithm was also shown to be useful for gossip based protocols and in determining a good estimate for efficiently estimating the number of differences between two sets using CPIsync. In structured data synchronization there were three main contributions: 1. We extended the string reconciliation algorithm proposed by Chauhan and Trachtenberg [24, 25] and made their puzzles approach practical for large strings, in terms of computational complexity. 2. We anaytically quantified the trade-off between computational complexity and communication complexity of the approach proposed by Chauhan and Trachtenberg [24, 25]. This gives system designers a tool to trade communication bits for quicker running of the decoding algorithm by tuning algorithmic parameters during execution. 3. The graph reconciliation problem was analyzed and it was proved that a CPIsync based approach to synchronize graphs was optimal by showing that it asymptotically achieves the lower bound on communication for this problem.



1.4



Related work



The problem of data synchronization and set difference estimation has been widely studied and many solutions exist. We mention some of these important solutions in this section. In order to facilitate classification we have divided the related work section into three parts: data synchronization, set difference estimation and string
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reconciliation. These problems are inherently similar and some results from one problem are applicable to the other problems.



1.4.1



Data synchronization



The general problem of data synchronization has been studied from different perspectives in the literature. From a database perspective, the concept of disconnected operation, in which hosts can independently operate and subsequently synchronize, was established by the CODA file system [5]. The general model proposed in [5] is similar to the models used by several current mobile computing systems, including some PDAs. The management of replicated, distributed, databases requires the development of sophisticated algorithms for guaranteeing data consistency and for resolving conflicting updates. Several architectures, such as BAYOU [2], ROAM [4], and DENO [3] have been proposed to address these important problems. The analysis of PDA synchronization protocols from the perspective of scalability of communications, as considered in this work, is a relatively new area of research. The most closely related work we have found in the literature is the EDISON architecture proposed in [26]. This architecture relies on a centralized, shared server with which all hosts synchronize. The server maintains an incremental log of updates so that the hosts can always use fast sync instead of slow sync. In general, a distributed architecture based on peer-to-peer synchronization provides much better network performance, in terms of robustness and scalability, rather than a centralized architecture [2–4]. Our work in [27] highlights the trade-offs between such considerations in the context of mobile device synchronization. From an information-theoretic perspective, synchronization can also be modelled
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as a traditional error-correction problem. In the case where synchronizing hosts differ by in-place corruptions (i.e., rather than insertions or deletions), error-correcting codes can be used to “correct” differences [28]. However, the results in [29] show that any classical error-correcting code can also be used for set reconciliation. ReedSolomon codes (and their more general form of BCH codes) provide one particularly good application because, over a fixed finite field, their decoding time depends only on the number of errors in a transmitted vector. Transferred to the parlance of set reconciliation, this means that the decoding time depends essentially on the number of differences between sets (rather than on the overall sizes of the sets).



1.4.2



Set Difference Estimation



Various existing techniques for estimating set difference size are surveyed nicely in [30]. A straightforward approach to determining the number of differences between two hosts is to have one host transmit its entire set to the other host for a local count of the number of differences. Though this method will always provide an exact estimate of the number of differences between between the two host sets, it will do so at the expense of a large communication complexity, linear in the size of one host set. Another simple protocol for computing an estimate involves random sampling, in which host A transmits k randomly chosen elements to host B for comparison. If B has r of the transmitted elements, then we can estimate that



r k



of the elements of B



are common to A. The main problems with random sampling are a high error rate and low resolution, as we shall see in Section 3.6; in effect, a large number of samples (and hence high communication complexity) are required for reasonable accuracy. Another approach to difference estimation involves the use of Bloom filters [31, 32]
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as we describe in detail in Section 3.3. The inaccuracy of this estimate comes from false positive fits of data into the Bloom filter, but this inaccuracy can be made very small at the expense of high communication complexity. Our approach in this work extends the Bloom filter estimation scheme to improve both accuracy and communication. One may also use a set reconciliation scheme such as CPISync [13, 33] to fully synchronize the two host sets and, in the process, determine the number of differences between them. Though the communication complexity of this scheme will be linearly dependent on the number of differences between the two sets, the multiplicative constants hidden by this linear dependence and the number of rounds of communication can be higher than necessary. The problem of determining similarity in documents is also clearly related to our work, though its solutions are generally more complicated due to the relative complexity of the similarity metric. Determining document similarity is useful in designing search engines that discern and index similar documents on the Web [23, 34]. These approaches are based on clever sampling based techniques called minwise sketches. Most of these approaches work by dividing the document into smaller units of information and then determining the percentage of similarity between these sets. Both random sampling and min-wise sketches have random data or hashes that are transmitted from one host to the other and these transmissions do not lend themselves to good compression in general. Bloom filters and their variants however are very amenable to high data compression, thus leading to small transmit sizes [35]. Similar approaches are also suggested for finding similarities across data and files in a large file system [36]. Traditional string distance metrics like Hamming and Levenshtein metrics [37, 38] are not useful in these contexts because they require a
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pair-wise comparison of documents that is infeasible when there are a large number of documents.



1.4.3



String Reconciliation



The edit distance between two strings is the minimum number of edit operations (insertion, deletion or replacement of single characters) required to transform one into the other. Orlitsky [39] presented some information theoretic bounds on the amount of communication needed for exchanging documents modelled as random variables with a known joint distribution. He also proposed an efficient one-way protocol for reconciling documents that differ by at most α string edits. In Orlitsky’s model, host PX holds string X which differs from the string Y held by PY by at most α edits. It is shown that host PX requires at least



α log |X| − o(α log |X|) bits of communication to communicate string X to host PY . Orlitsky and Viswanathan [40] also present an efficient protocol for transmitting a file X to another host with a file Y , an edit distance k from X. This protocol succeeds with probability 1 − ǫ and requires the communication of at most    1 + log k bits. 2k log |X| log |X| + log log |X| + log ǫ 



Cormode, Paterson, S.ahinalp and Vishkin [41] have also proposed protocols that minimize communication complexity in reconciling similar documents and have come up with bounds on these values based on the Hamming, LZ and Levenshtein metrics. In their protocols, the amount of communication needed to correct an edit distance
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of d between two strings is upper bounded by   log n ˆ bits, 4d log(2n/d) log(2d) + O d log n log ln 1/pc where n is the length of the string, dˆ is the bound on the edit distance and pc is the desired probability of success. They also show how to identify different pages between two copies of an updated file using error-correcting codes, a problem addressed earlier by Barbara and Lipton and also by Abdel-Ghaffar and El Abbadi using Reed-Solomon codes [42]. Recently, Evfimievski [43] presented a probabilistic algorithm for communicating an edited binary string over a communication network with arbitrarily low probability of error. The communication complexity is upper bounded by 1000k 2 log |y|(16 + log |x| + 5 log |y| + log(ǫ−1 )) bits,



(1.1)



where k is the edit distance, |x| and |y| are the lengths of the strings and ǫ is the error probability.



Part I Unstructured data
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In this part of the thesis we look at algorithms and protocols related to unstructured data synchronization i.e., reconciling sets of data and estimating the number of differences between data sets.



Chapter 2



Synchronizing PDA data sets 2.1



Introduction



Much of the popularity of mobile computing devices and PDAs can be attributed to their ability to deliver information to users on a seamless basis. In particular, a key feature of this new computing paradigm is the ability to access and modify data on a mobile device and then to synchronize any updates back at the office or through a network. This feature plays an essential role in the vision of pervasive computing, in which any mobile device would ultimately be able to access and synchronize with any networked data. Current PDA synchronization architectures, though simple, are often inefficient. With some exceptions, they generally utilize a protocol known as slow sync [44], which employs a wholesale transfer of all PDA data to a PC in order to determine differing records. This approach turns out to be particularly inefficient with respect to bandwidth usage and latency, since the actual number of differences is often much smaller than the total number of records stored on the PDA. Indeed, the typical case is where handheld devices and desktops regularly synchronize with each other so that
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few changes are made between synchronizations. We consider the application of a near-optimal synchronization methodology, based on recent research advances in fast set reconciliation [33, 45], in order to minimize the waste of network resources. Broadly speaking, given a PDA and a PC with data sets A and B, this new scheme can synchronize the hosts1 using one message in each direction of length |A − B| + |B − A| (i.e. essentially independent of the size of the data sets |A| and |B|). Thus, two data sets could each have millions of entries, but if they differ in only ten of them, then each set can be synchronized with the other using one message whose size is about that of ten entries. The key of the our synchronization algorithm of choice (Appendix A) is the translation of data into a certain type of polynomial known as the characteristic polynomial. Simply put, each reconciling host (i.e., the PDA and the PC) maintains its own characteristic polynomial. When synchronizing, the PDA sends sampled values of its characteristic polynomial to the PC; the number of samples must not be less than the number of differences between the two hosts. The PC then discovers the values of the differing entries by interpolating a corresponding rational function from the received samples. The procedure completes with the PC sending updates to the Palm, if needed. The worst-case computation complexity of the scheme is roughly cubic in the number of differences. A schematic of our implementation, which we call CPIsync for Characteristic Polynomial Interpolation-based Synchronization, is presented in Fig. 2.1. We have implemented CPIsync on a Palm Pilot IIIxe, a popular and representative PDA. Our experimental results show that CPIsync can perform significantly better (sometimes, by order of magnitudes) than slow sync and alternative synchronization approaches based on Bloom filters [31, 32] in terms of latency and bandwidth 1



We use the generic term hosts to refer to either a PC or PDA.
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PDA



Step 1. Evaluation of the characteristic polynomial at sample points on the PDA



Step 2. Transmission of the evaluations to the PC



Step 4. Transmission of synchronization information to the PDA



Step 3. Reconciliation using the CPIsync Algorithm on the PC



PC



Figure 2.1: The overall mode of operation of the CPIsync algorithm. usage. Moreover, our experimental evidence shows that these savings translate to a corresponding efficiency of energy consumption. On the other hand, as the number of differences between hosts increase, the computational complexity of CPIsync becomes significant. Thus, if two hosts differ significantly, then Bloom filters or even wholesale data transfer may become faster methods of synchronization. The threshold number of differences at which CPIsync loses its advantage over other protocols is typically quite large, making CPIsync the protocol of choice for many synchronization applications. Another complication of CPIsync is that it requires a good a priori bound on the number of differences between two synchronizing sets. We, thus, propose to make use and implement a probabilistic technique from [45] for testing the correctness of a guessed upper bound. If one guess turns out to be incorrect, then the guess can be modified in a second attempted synchronization, and so forth. The error
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of this probabilistic technique can be made arbitrarily small. We show that the communication and time used by this scheme can be maintained within a small multiplicative constant of the communication and time needed for the optimal case where the number of differences between two hosts is known. Parts of this Chapter appeared in [13] and [14].



2.2



Background



In order to clearly and concretely explain the types of performance issues addressed in this chapter, we describe next how data synchronization is implemented in the Palm OS architecture, one of the leading and state-of-the-art mobile computing platforms. This implementation was clearly designed for a very narrow usage model, and is not scalable with network size or data storage.



2.2.1



The Palm Synchronization Protocol



The Palm synchronization protocol, known as HotSync, relies on metadata that is maintained on both the handheld device and a desktop. The metadata consist of databases (Palm DBs) which contain information on the data records. A Palm DB is separately implemented for each application: there is one Palm DB for “Date Book” data records, another for “To Do” data records, and so forth. For each data record, the Palm DB maintains: a unique record identifier, a pointer to the record’s memory location, and status flags. The status flags remain clear only if the data record has not been modified since the last synchronization event. Otherwise the status flags indicate the new status of the record (i.e., modified, deleted, etc.). The Palm HotSync protocol operates in either one of the following two modes: fast sync or slow sync. If the PDA device synchronizes with the same desktop as it
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“Slow Sync” Database metadata data



PDA



modified no change no change no change



buy food register PIN 2002 ...



PC



Database metadata data modified no change no change no change



buy food register PIN 2002 ...



“Fast Sync” Figure 2.2: The two modes of the Palm HotSync protocol. In the “slow sync” mode all the data is transferred. In the “fast sync” mode only modified entries are transferred between the two databases. did last, then the fast sync mode is selected. In this case, the device uploads to the desktop only those records whose Palm DB status flags have been set. The desktop then uses its synchronization logic to reconcile the device’s changes with its own. The synchronization logic may differ from one application to another and is implemented by so-called conduits. The synchronization process concludes by resetting all the status flags on both the device and the desktop. A copy of the local database is also saved as a backup, in case the next synchronization will be performed in slow sync mode. If the fast sync conditions are not met, then a slow sync is performed. Thus, a slow sync is performed whenever the handheld device synchronized last with a different
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desktop, as might happen if one alternates synchronization with one computer at home and another at work. In such cases, the status flags do not reliably convey the differences between the synchronizing systems and, instead, the handheld device sends all of its data records to the desktop. Using its backup copy, the desktop determines which data records have been added, changed or deleted and completes the synchronization as in the fast sync case. An illustration of the fast sync and slow sync operation modes is given in Fig. 2.2. The slow sync mode, which amounts to a wholesale transfer, is significantly less efficient than fast sync. In particular, the latency, amount of communication, and energy required by slow sync increase linearly with the number of records stored in the device, independently of the actual number of differing records. Thus, the Palm synchronization model generally works well only in simple settings where users possess a single handheld device that synchronizes most of the time with the same desktop. However, this model fails in the increasingly common scenario where large amounts of data are synchronized among multiple PDAs, laptops, and desktops [27].



2.2.2



Timestamps



Another plausible synchronization solution is to use timestamps or version control to aid in discovering what data elements a given host is missing. When only two hosts are synchronizing, as happens if a PDA is synchronized always with just one home computer, then timestamps can and do work very effectively. In these cases, synchronization is accomplished by a simple exchange all items modified since the previous synchronization, as done with the fast sync operation mode. Unfortunately, the case is much more complicated when synchronizing more than two machines (e.g., a PDA with a home machine and a work machine). In this case,
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Figure 2.3: Inefficiency of timestamps. Hosts B and C synchronize when each has item 3 (left figure). Thereafter hosts B and C each synchronize with host A, noting the addition of items 1, 2, 4, and 5. When hosts B and C then synchronize, modification records require transmission of eight differences, marked in bold, whereas, in fact, there are none. the use of timestamps can result in an inefficient communication cost for synchronization, as depicted in Fig. 2.3. In addition, in a network scenario such as envisioned by the SyncML [46] initiative, timestamp protocols require each host to maintain information about each other host in the network, which does not scale well to multiple hosts and adapts poorly to a dynamic network in which hosts enter and leave unpredictably.



2.3



Palm PDA Implementation



To demonstrate the practicality and effectiveness of our synchronization approach, we have implemented the CPIsync algorithm that was introduced in the previous sections on a real handheld device, that is, a Palm Pilot IIIxe Personal Digital Assistant. Our program emulates the operation of a memo pad and provides a convenient testbed for evaluating the new synchronization protocol. Moreover, the successful implementation of this protocol on the computationally and communicationally limited Palm device suggests that the same can be done for more complicated, heterogeneous
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networks of many machines. In this section, we describe our implementation and provide some experimental results for the specific case where the number of the differences, m, between the PDA and PC databases is either known or tightly bounded by m a priori. In general, however, the tightness of the bound cannot be guaranteed, and it is much more efficient to employ the probabilistic scheme described in Appendix A.0.3. We detail an implementation of this more general scheme in Appendix A.0.3 and show that its performance is close to the performance of a protocol that knows m a priori.



2.3.1



Experimental environment



Platform:



Our experiments were performed on a Palm Pilot IIIxe with a 16-bit



Motorola Dragonball processor and 8MB of RAM. The Palm was connected via a serial link to a Pentium III class machine with 512 MB of RAM. The wired serial link could very well have been a Blue tooth RFCOMM (serial link over RF) wireless link. Model:



Our specific implementation of CPIsync emulates a memo pad applica-



tion. As data is entered on the Palm, evaluations of the characteristic polynomial (described in Appendix A) are updated at designated sample points. Upon a request for synchronization, the Palm sends m of these evaluations to the desktop, corresponding to the presumed maximum number of differences between the data on the two machines. The desktop compares these evaluations to its own evaluations and determines the differences between the two machines, as described in Protocol 2. In Section 2.3.2, we compare CPIsync to an emulation of slow sync, which upon synchronization, sends all the Palm data to the desktop, and uses this information to determine the differences.
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We also compare CPIsync to a Bloom filter implementation in Section 2.3.3. To enable a fair comparison, our implementation made use of perfect XOR hashes, chosen for their very simple implementation on the computationally limited PDA. In addition, all hash computations for set elements were computed and stored off-line. A Bloom filter synchronization run is thus executed as follows: • The PC and PDA exchange Bloom filters. • The PDA uses the PC’s Bloom filter and the hash values of its own data set to calculate all the data elements the PC is missing. The PDA then sends these missing elements to the PC. • Likewise, the PC uses the PDA’s Bloom filter to calculate and transmit all the data elements the PDA is missing. We do not address issues about which specific data to keep at the end of the synchronization cycle, but several techniques from the database literature may be adapted [1]. We also avoid issues of hashing by restricting entries to 15-bit integers. We note that, in practice, the hashing operation needs to be performed only once per entry, at the time that the entry is added to the data set; thus the complexity of hashing is not a bottleneck for synchronization. By restricting entries to 15 bits, we also avoid issues of multiple-precision arithmetic on the Palm, which can be otherwise efficiently implemented using well-known techniques [47]. Finite field arithmetic is performed with Victor Shoup’s Number Theory Library [48] and data is transferred in the Palm Database File (PDB) format. This data is converted to data readable by our Palm program using PRC-tools [49]. It is to be noted that the PDB format stores data as raw text, so that a 5-digit integer is actually stored as 5 one-byte long characters presumably to avoid the computational
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expense of packing and unpacking data. We maintain this format in our testing to insure the fairness of our comparisons, and thus store 15-bit numbers in 5 bytes. Metrics and Measurements:



The three major metrics used in comparing CPI-



sync to other approaches are communication, time and energy. Communication represents the number of bytes sent by each protocol over the link. For this metric, we have shown analytically that CPIsync will upload only m entries from the PDA, while slow sync will require the transfer of all the Palm entries. The communication complexity of Bloom filters is linearly related to the data set size as well, as shown by Equation (B.2). On the down link from the PC to the PDA, all three protocols will transmit the same updates. The time required for a synchronization to complete (i.e., the latency) is probably the most important metric from a user’s point of view. For slow sync, the dominant component of the latency is the data transfer time, whereas for CPIsync and Bloom filters the computation time generally dominates. Our experiments compute and compare the latencies of CPIsync, slow sync and Bloom filters in various scenarios. The synchronization latency is measured from the time at which the Palm begins to send its data to the PC until the time at which the PC determines all the differences between the databases. The results presented in the next sections represent averages over 10 identical experiments. The third metric of interest is energy. Minimizing the amount of energy consumed during synchronization events is of paramount importance for extending the battery life-time of mobile devices. The total energy expended during synchronization can be categorized as follows: • CPU energy: energy associated with processing costs, such as computing and writing to memory the characteristic polynomial evaluations in CPIsync, and
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Figure 2.4: A simple circuit for measuring PDA energy usage. • Communication energy: energy associated with communications between devices, including processing costs for encoding and decoding the transmitted data. Ideally, energy consumption can be measured by integrating the product of instanRT taneous current i(t) and voltage v(t) values over time, i.e., , E = 0 i(t)v(t)dt,



where T represents the total synchronization time. Fortunately, experimental data



shows that the Palm Pilot generally draws a constant current from a constant voltage source during different synchronization operations. For instance, the current intensity is constantly about 69 ma during data transmissions, 65 ma during characteristic polynomial evaluations and 14 ma in idle state. As such, we were able to determine energy usage fairly accurately using the setup in Fig. 2.4, by simply multiplying fixed current and voltage values during each synchronization operation by the time taken by the operation.
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Set size (elements) Figure 2.5: A comparison of CPIsync and slow sync demonstrating the superiority of CPIsync for growing sets of data with a fixed number of differences (i.e., 101) between them.



2.3.2



Comparison with Slow Sync



Fig. 2.5 depicts the superior scalability of CPIsync over slow sync. In this figure, we have plotted the time used by each synchronization scheme as a function of data set size for a fixed number of differences between data sets. It is clear from the resulting graphs that slow sync is markedly non scalable: the time taken by slow sync increases linearly with the size of the data sets. CPIsync, on the other hand, is almost independent of the data set sizes. We observe that the qualitative behavior of CPIsync is similar to that of fast sync. The remarkable property of CPIsync is that it can be employed in any synchronization scenario, regardless of
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Data set Size 250 500 1,000 2,500 3,000 5,000 10,000



Differences 175 253 431 620 727 899 1,177



Table 2.1: Threshold values at which CPIsync requires the same amount of time as slow sync. context, whereas fast sync is employed only when the previous synchronization took place between the same PC and the same PDA. In Fig. 2.6, we compare the performance of CPIsync to slow sync for data sets with fixed sizes but increasing number of differences. As expected, CPIsync performs significantly better than slow sync when the two reconciling sets do not differ by much. However, as the number of differences between the two sets grows, the computational complexity of CPIsync becomes significant. Thus, there exists a threshold where wholesale data transfer (i.e., slow sync) becomes a faster method of synchronization; this threshold is a function of the data set sizes as well as the number of differences between the two data sets. For the 10, 000 records depicted in the figure, this threshold corresponds to roughly 1, 200 differences. By preparing graphs like Fig. 2.6 for various different set sizes, we were able to produce a regression with a coefficient of determination [50] almost 1 that analytically models the performance of slow sync and CPIsync; the resulting threshold values are listed in Table 2.1. Based on our theoretical development, the regression for slow sync is obtained by fitting the data to a linear function that depends only on the data set size, whereas for CPIsync the regression is obtained by fitting the data to a cubic polynomial that depends only on the number of differences. With such
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CPIsync vs. slow sync - time
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Differences Figure 2.6: A comparison of CPIsync and slow sync for sets having 10, 000 elements. The synchronization time is plotted as a function of the number of differences between the two sets. analytical models, one can determine a threshold for any given set size and number of differences between hosts [12]. Note that in a Palm PDA application like an address book or memo, changes between concurrent synchronizations typically involve only a small number of records. For such applications, CPIsync will usually be much faster than slow sync. Predictably, slow sync also expends much more energy to synchronize than CPIsync, growing linearly with database size as seen in Fig. 2.7. In particular, for a database size of 10, 000 records, and 100 differences, slow sync will consume about 10 mAH of energy, close to twenty times more than CPIsync. Considering that the typical amount of energy stored on a new battery is about 1, 000 mAH, we observe
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Energy consumed in synchronization 12 Slowsync CPISync
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Database size (records) Figure 2.7: A comparison of the energy consumed during synchronization using CPIsync and slow sync, for a fixed number of differences. that CPIsync can provide significant energy savings with respect to slow sync. On the other hand, CPIsync does have a one-time set-up cost that depends on the database size, as shown in Fig. 2.8. This cost is due to the computation of the characteristic polynomial evaluations, when the entire database is uploaded to the PDA for the first time. Note that for databases smaller than 10, 000 records, the cost of this operation is still smaller than that of one slow sync.



2.3.3



Comparison with Bloom Filters



In this section, we compare the performance of CPIsync and Bloom filters. The Bloom filter size is 4KB. The number of hash functions, h, is set to 17 as a reasonable compromise between computational efficiency, which dictates h be as small as
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Figure 2.8: Energy expended during the one-time setup of CPIsync, including calculation of characteristic polynomial evaluations. possible, and the optimal number of hashes needed to minimize the probability of false positives (i.e., 23). The synchronization latencies of CPIsync and Bloom filters are depicted in Fig. 2.9 for the case of two machines with 1, 000 records each, and an increasing number of differences. We note that Bloom filters have a fixed latency component that is independent of the number of differences. This latency component is mostly due to computations performed by the PDA over the PC’s Bloom filter, in order to find out which PDA’s elements the PC is missing. This computation time grows linearly with the size of the database, as the presence or absence of each element needs to be verified. As in the case of slow sync, we observe the existence of a threshold below which CPIsync provides for a smaller synchronization latency and above which Bloom filters



34
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Figure 2.9: Comparison of the synchronization latency between Bloom filters and CPIsync for 1, 000 records. perform better. In Fig. 2.9, this threshold corresponds to about 460 differences. It is high enough for CPIsync to perform better than Bloom filters in the majority of practical PDA synchronization cases. As explained in Appendix B, an important practical limitation of Bloom filters is the possibility of a synchronization failure due to false positives. The problem with a false positive is that the PDA mistakenly believes that the PC has a certain data element because the hash function values corresponding to that data element are otherwise present in PC’s Bloom filter (or vice-versa). False positives, consequently, lead to synchronization failures, in which the PDA and the PC end up with different databases, a highly undesirable situation for most users. Fig. 2.10 depicts the probability of a synchronization failure, as a function of
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Figure 2.10: The probability with which Bloom filter synchronization will fail to completely synchronize two 1, 000-record databases with increasing numbers of differences. the number of differences between the PC’s and PDA’s databases. As expected, this probability increases with the number of differences, since only differing data elements may lead to false positives. We observe that with 2, 000 differences, the probability of a synchronization failure is about 0.01, which is non-negligible. This probability could be reduced by increasing the size of the Bloom filter, but this would come at additional communication and computation cost. We note that Bloom filters may also have quite large memory requirements due to the need of storing hash evaluations. Overall, this data took up 384KB of memory for a 1, 000 record database on the PDA. In comparison, CPIsync required only 26KB of metadata storage.
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Figure 2.11: Comparison between the communication complexities (i.e., number of bytes transmitted) of slow sync, Bloom filter and CPIsync, as a function of the data set size, for 20 differing entries. The communication complexities of slow sync, CPIsync and Bloom filters are compared in Fig. 2.11, for varying database sizes and a fixed number of differences (i.e., 20). For each given database size, |S|, the size of the Bloom filter, l, was obtained from eq. (B.2) using the values pf = 10−7 for the probability of a false positive and h = 17 for the number of hashes. As expected, Fig. 2.11 shows that the communication complexity of CPIsync does not depend on the set size. Although Bloom filters synchronization achieves a significant compression gain compared to slow sync, its communication complexity still grows linearly with the database size. As an example, for 1000 records on both the PC and the PDA, Bloom filters requires the transfer of over 11KB, while CPIsync requires slightly less than 4KB of commu-
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nication.



2.4



Linux based PDA implementation



As an extension to our implementation on the Palm platform we implemented the multi round CPIsync protocol [20] that has the advantage of (expected) linear time computation at the expense of multiple rounds of communication. Personal calendars are usually updated at more than one location - for example on a user’s desktop, laptop and her PDA. The aim of the application we developed was to synchronize two calendars held on different iPAQ PDAs. We started out by looking at the PIM (Personal Information Management) calendar provided by the Opie Familiar Linux distribution [21] for iPAQ Pocket PCs. The PIM information is stored in an XML [51] file. Each calendar appointment has a separate record in the XML file. This XML file has the property that the records that define the appointments stored in the calendar are not ordered because the XML parser built into the PIM calendar application extracts the dates from the data specified between XML tags within a record. This is useful because CPISync is a set reconciliation algorithm that does not preserve the ordering of records. Figure 2.12 sketches out the system designed for calendar synchronization among two calendars. We only considered additions to the calendar database ignoring deletions. To avoid resolving conflicts, our system created a new record whenever a record was edited. We thus ended up with the union of the calendars at the end of the synchronization process. The synchronization was done over a IEEE 802.11 [22] wireless LAN supporting a TCP/IP stack. The system works by converting the XML record strings in the PIM calendar XML file into hashes that are more amenable to mathematical operations. These MD5 [52]



38



Original XML calendar {



}



{



XML strings



}



Hashing scheme }



{



Hashed set



{



}



Characteristic polynomial evaluation Request



CPISync client



{



}



Reverse lookup



Fast Reconciliation



Difference set



CPISync server



{



}



Reverse lookup Synchronized XML calendar



Figure 2.12: Calendar synchronization Using CPISync to synchronize two calendars held on 2 iPAQ hand-held computers. hashes of the XML record strings form the set of integers that is synchronized using CPISync. Finally, the application does a reverse lookup on each host to obtain the strings corresponding to the hashes the host is missing. In our experiments, we found the reconciliation to be efficient in communication between the two synchronizing hosts. This implementation is an important prototype for our work because it allows two PDAs to synchronize their PIM calendars without a centralized PC/server. This makes the implementation truly ad hoc and the implementation can be used to create an ad hoc network of multiple synchronizing mobile devices. One of the interesting
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directions of future work is to investigate the order of synchronizing these ad hoc devices in a way that will guarantee a certain degree of consistency in the distributed copies of the data sets being synchronized.



Chapter 3



Set difference estimation 3.1



Introduction



Many network applications and protocols distribute identical databases over many hosts. Such distribution affords hosts parallel access and redundant backup of data. In the case of mobile networks, this distribution also permits access to the data for intermittently networked hosts. Personal Digital Assistants (PDAs) provide a prime example of such access, intermittently connecting to nearby desktop computers, laptops, other PDAs, or wireless networks according to availability. In order to maintain even weak data consistency, hosts must periodically reconcile their differences with other hosts as connections become available or according to prescribed scheduling. Unfortunately, there is always a cost associated with reconciliation [27] such as network bandwidth utilization, latency of synchronization, battery usage (in batteryoperated devices) and lost up-time of the database while the synchronization procedure completes. This cost may become significant in a multi-host network or if resources are severely constrained. Given the emergence of dense ad-hoc and sensor networks, a host could find itself reconciling very often with its peers in order to
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maintain minimal data consistency guarantees. However, in many cases a full-blown reconciliation is unnecessary, such as if two hosts are holding fairly similar content. It is the ability to discern such a condition that we address in this paper. In a dense or constrained network the decision to reconcile should be based, in part, on the number of differences between the reconciling hosts’ data sets. Although hosts with many differences between them should probably be fully reconciled, hosts that are fairly similar might wait for more differences to accumulate. Unfortunately, simple solutions, such as providing time stamps for updates on each host, do not scale well to dynamic or large networks because of the need to maintain an update history with respect to every other host [27, 53]. In this chapter we introduce new approaches for estimating the number of differences between two data sets based on variants of counting Bloom filters. Formally, the problem is as follows: given two hosts A and B with data sets SA and SB respectively, we wish to estimate the size of mutual difference SA ⊕ SB = ˆ (SA − SB ) ∪ (SB − SA ). Our goal is to measure this size as accurately as possible and using as little communication as possible, measured both in terms of transmitted bytes and rounds of communication. As a secondary goal, we also seek to reduce the computational cost involved with such an estimation. The ability to estimate the number of differences between two data sets inexpensively is of fundamental importance to networking applications that maintain weakly consistent data in the face of constraints on power, communication, or computation. We describe two examples of the utility of such an estimate in this chapter: data synchronization and gossip protocols. In the first case, a difference estimate can be used for choosing an appropriate data synchronization protocol to minimize communication constraints [13, 30, 44, 54]. In the second case, the estimate can be used to fine-tune gossiping applica-
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tions [55] or to manage overhead in data replication services such as CODA [5], BAYOU [2], or SyncML [46]. A version of this Chapter appeared in [56].



3.1.1



Organization



In Section 3.2 we provide a baseline information-theoretic analysis of the difference estimation problem, giving lower bounds and inapproximability results. Thereafter, we describe some existing protocols for difference estimation. In Section 3.3 we describe and optimize a difference estimation technique based on Bloom filters. In Section 3.4 we introduce an alternative wrapped filter technique for estimating differences based on the counting Bloom filter. The accuracy of this technique depends on the amount of probabilistic false positives incurred, and we discuss how to heuristically mitigate these in Section 3.5.4. Finally, in Section 3.6 we experimentally compare our approach to existing estimation techniques and demonstrate how the use of our approach yields significant performance improvement in two sample networking applications.



3.2



Information-theoretic bounds



All the techniques and algorithms discussed in this chapter compute the approximate number of differences between sets on remote hosts. Unfortunately, determining the exact number of set differences requires a large amount of communication. Specifically, such an exact determination requires communication that is at least linear in the size of one of the sets; in other words, one cannot do better (in terms of communication complexity) than simply transferring one of the sets to the other host for a local comparison.
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Lemma 3.2.1 The number of differences between remote sets S, S ′ , which are subsets of a common universal set U, cannot be determined with less than |U| − 2 bits of communication. Proof Yao [57] showed that the minimum communication needed for two remote hosts to interactively compute a boolean function f on M × N is given by log2 (d(f )) − 2 bits, where d(f ) is the minimum number of monochromatic rectangles needed to partition f on M × N . As such, one can see that determining whether S, S ′ ⊆ U are equal (i.e., interactively computing the identity function on 2U × 2U ) requires at least |U| − 2 bits of communication. Computing whether two sets are equal is clearly a special case of determining the number of differences between them, hence the bound. The same communication complexity applies to an algorithm that approximates the number of differences between two sets within a multiplicative constant, since such an algorithm would determine set equality as a special case. The following lemma shows that approximating differences within an additive constant requires a similarly high communication complexity. Lemma 3.2.2 Consider an algorithm computing an estimate A(S, S ′ ) of the number of differences ∆(S, S ′ ) between two sets S, S ′ . If A returns an estimate within k of the actual number of differences i.e., ∆(S, S ′ ) − k ≤ A(S, S ′ ) ≤ ∆(S, S ′ ) + k then A must communicate Ω(U) bits. Proof



∀S, S ′ ⊆ U
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Consider the boolean function f (S, S ′ ) defined to be 1 exactly when A(S, S ′ ) ≤ k. Clearly computing A requires at least as much communication as computing f . On the other hand, the number of ones in any row f (S, S ′ ) ∀ S ′ ⊆ U will, at most, consist of all sets that differ by ±k elements from S; there are O(|U|2k ) such sets. As such



2|U | |U |2k



monochromatic rectangles are needed to partition the space of f , giving a



minimum communication complexity of |U| − 2k log(|U|) − 2 ∈ Ω(|U|) bits. In fact the result can be generalized to any approximation that results in a function f with asymptotically less than 2|U | ones in any row.



As a result, it is clear that any protocol that correctly estimates set differences within any multiplicative or additive constant must effectively transmit the entirety of one of the sets. We conjecture that the same is true (asymptotically) for approximations within linear functions of the actual number of differences. In effect, it appears that one may not efficiently determine set differences with deterministic precision. However, as is often the case, tolerance to small amounts of error can significantly improve communication complexity.



3.3



Efficient synchronization of Bloom filters



One may use Bloom filters to estimate the number of differences between two sets. Specifically, host A (with set SA ) can compute the Bloom filter BSA of its data and transmit this filter together with |SA | to host B. By investigating which of its elements fit into BSA 1 , host B can estimate the intersection size |SA ∩ SB | and 1



hi .



An element s is said to fit into a Bloom filter B if B(hi (s)) = 1 for all associated hash functions
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thereafter the number of mutual differences between the two sets:



|SA ⊕ SB | = |SA | + |SB | − 2|SA ∩ SB |.



(3.1)



The probability of a false positive (see Appendix B) of a Bloom filter for a set S is denoted Pf (S) and depends on the number of elements in the set |S|, the length of the Bloom filter m, and the number of (independent) hash functions k used to compute the Bloom filter. This false positive probability is given in [32] as



Pf (S) =







1− 1−



1 m



k|S| !k



.



(3.2)



Lemma 3.3.1 When estimating the set difference of sets SA and SB using a k-hash Bloom filter of size m, the resulting estimate for host B will, in expectation, be low by 2(|SB − SA |)Pf (SA ) elements. Proof Assuming no transmission errors, any of the elements in SB − SA will appear as a false positive in A’s Bloom filter with probability given by (B.1). Each such false positive will reduce our estimate for the number of differences by two elements, as in (3.1). The statement then follows by linearity of expectation over probes from SB − SA .
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Lemma 3.3.1 also follows, without loss of generality, with A and B interchanged. Further, since |SB − SA | ≤ |SB ⊕ SA |, we may deduce that a Bloom filter estimate ˆ is related to the true set difference ∆ = |SA ⊕ SB | as follows: ∆ ˆ ≤ ∆ (1 − 2Pf (SA )) ∆ ≤ ∆



(3.3)



The left-hand coefficient of ∆ in (3.3) thus denotes the percentage error that we can expect from our estimate. The derivative of this coefficient with respect to m is always positive for positive integers m, k, and |SA |, resulting in the following corollary. Corollary 3.3.2 The Bloom filter difference estimate computed by host B will be within an expected ǫ fraction of the correct value if



m≥



1 h



1− 1−



ǫ 2



 k1 i k|S1A |



.



From the perspective of communication, it is simplest for one host to send over its entire Bloom filter, bit by bit, to the other host for the purposes of set difference estimation. However, in certain cases there may be a more efficient solution. The key observation in this regard is that Bloom filters on two remote hosts can be substantially similar if hosts’ sets are very similar or very large (with respect to the size of the Bloom filter). As such, it might be more efficient to synchronize two Bloom filters using an efficient protocol such as CPISync [13, 33], rather than transmitting the Bloom filters in their entirety. This is because the CPISync algorithm and its various extensions [54] synchronize two data sets (with high probability) with communication that is proportional to the number of differences between the sets. The
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main deficit of this technique is that it is no longer non-interactive, and thus typically requires a number of rounds communication. The following theorem provides an analytical approach to deciding whether to transfer a Bloom filter in its entirety or to use a data synchronization protocol. Theorem 3.3.3 The number of differences between two k-hash Bloom filters of length m of sets SA and SB is given by



m



"



1 1− m



|SA |k







1 + 1− m



|SB |k







1 −2 1 − m



(|SA ∪ SB |)k #



m−→∞



−−−−→ |SA ⊕ SB | k. (3.4)



Proof Denote by w(i − 1) the Hamming weight (i.e., the number of 1’s) of a random Bloom filter after i − 1 insertions. An independently hashed new entry will collide with a 1 already in the filter with probability 1 −



w(i−1) , m



giving rise to the following



recurrence, by linearity of expectation: 



E[w(i − 1)] E[w(i)] = E[w(i − 1)] + 1 − m







.



Solving this recurrence with constraints w(0) = 0 and w(1) = 1 [58] yields: 



1 E[w(i)] = m 1 − 1 − m



i !



.



To derive the result, note that, if δ = |SA ∩SB |, then there are w(δk) ones common to both Bloom filters BSA and BSB due solely to elements common to SA and SB . Beyond these common elements, there are w1 = w(|SA |k) − w(δk) additional ones in BSA and w2 = w(|SB |k) − w(δk) ones in BSB . However, some of these additional ones are common to both Bloom filters, due to hash collisions. Excepting these common
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CPIsync for lower communication complexity in Bloom filter exchange Consider estimating the number of differences between two remote sets, each with 100, 000 128-bit elements. Suppose that we are satisfied with an estimate that is within 25% of the true number of differences. Wholesale set transfer would require a transmission of size roughly 1.5 MB, but would provide an exact number of differences. For Bloom filter-based estimation, the smallest transmission size for which Corollary 3.3.2 guarantees the desired 25% occurs when k = 3 and m = 432, 807. Bit-bybit transmission of such a Bloom filter would involve a transmission size of roughly 53 KB. On the other hand, CPISync synchronization of such a Bloom filter will expect less transmission as long as there are fewer than 7, 800 differences between the reconciling sets. If there are 1, 000 differences between the sets, the CPISync approach requires only roughly 7 KB for communication. ones, we are left with a Hamming weight w3 = w((|SA | + |SB | − δ)k) − w(δk), determined by considering inserting all non-common set elements in SA and SB into a new Bloom filter. As such, the number of differences between both Bloom filters is given by w3 − (w1 + w2 − w3 ) = 2w3 − w1 − w2 , which leads to the theorem statement after algebraic manipulations.



Thus, on the one hand, bit-by-bit Bloom filter transfer will require m bits of communication. On the other hand, CPISync requires communication roughly equal to the number of differences in (3.4) multiplied by the size of a data item, log(m). Thus, for sufficiently large m, CPISync should be used whenever



2e



|SA ∪SB |k m



−e



|SA |k m



−e



|SB |k m



≤



1 , log m



where e ≈ 2.71828 is the base of the natural logarithm.
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3.4



Wrapped filters



Wrapped filters hold condensed set membership information with more precision than a traditional Bloom filter. The additional precision comes at the expense of higher communication costs, but, surprisingly, this expense is outweighed by the benefits of improved performance. As we show later, Wrapped filters often provide a more accurate estimate of set difference per communicated bit than traditional Bloom filters. In Section 3.4.1 we describe how to wrap (i.e., encode) a set into a Wrapped filter; this wrapping is identical to the encoding of counting Bloom filters. What is novel about Wrapped filters, and the origin of their name, is the unwrapping (i.e., decoding) process, through which a remote host can estimate its differences with a local host. We describe this unwrapping procedure in Section 3.4.2. Thereafter, in Section 3.5 we provide an analysis of the performance of this data structure, and in Section 3.6 we show that Wrapped filters can provide better estimates than Bloom filters.



3.4.1



Wrapping



Wrapped filters are constructed in a fashion similar to counting Bloom filters [31, 32]. A Wrapped filter WS of a set S = {s1 , s2 , s3 , . . . sn } is first initialized with all zeroes, and then set elements are added to the filter by incrementing locations in W (S) corresponding to k independent hashes hi (·) of these elements, as depicted in Figure 3.1. More precisely, we increment WS [hj (si )] for each set element si ∈ S and hash function hj in order to construct the Wrapped filter WS . The Wrapped filter clearly generalizes the Bloom filter in that we may transform the former into the latter by treating all non-zero entries as ones. Host A can use this
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Value Location



SB = {s1, s2, s3, s4, …si, …sn}
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Element si
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Figure 3.1: Constructing an m = 32, 768 long Wrapped filter. We start with all zeros in the Wrapped filter and for each si ∈ SB we calculate k separate hash functions and increment these k locations in the Wrapped filter. Bloom filter property of a Wrapped function to determine |SA − SB | by inspecting B’s Wrapped filter WSB ; in other words, all elements of SA that do not fit the Bloom filter can be considered to be in SA − SB . Conversely, the unwrapping algorithm in Section 3.4.2 will allow us to estimate |SB − SA | from the same Wrapped filter, resulting in an overall estimate for the mutual difference |SA ⊕ SB |. Unlike Bloom filters, Wrapped filters (and counting Bloom filters) also have the feature of incrementally handling both insertions and deletions. Thus, whereas a traditional Bloom filter for a set would have to be recomputed upon deletion of an element, one may simply decrement the corresponding hash locations for this element in the Wrapped filter. The price for this feature is the size of the filter, since each entry can now take any of kn values (where n = |S| is the size of the set being Wrapped), requiring a worst-case of m log(kn) bits of storage memory and
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Protocol 1 Unwrapping a Wrapped filter WSB against a host set SA . for each set element si ∈ SA do copy Wtemp = WSB for each hash function hj do if Wtemp [(si )] > 0 then Wtemp [hj (si )] = Wtemp [hj (si )] − 1 else proceed to the next element si copy WSB = Wtemp Pm W [i] return the estimate δA = i=1 k SB



communication for a filter of size m; in contrast, traditional Bloom filters require only m bits of communication. Fortunately, the expected case is for each entry to have only



kn m



entries giving an expected multiplicative storage overhead of log( kn ) m



over traditional Bloom filters.



3.4.2



Unwrapping



We now describe how host A can unwrap a Wrapped filter WSB to estimate |SB −SA |. This unwrapping procedure is presented formally in Protocol 1 but, at a higher level, it involves host A attempting to fit each of its set elements, one by one, into the Wrapped filter. In this case a set element s is said to fit the Wrapped filter if all k hash functions hash to non-zero locations in the filter. Once an element fits into the filter, all corresponding hash locations are decremented and A continues to attempt to fit subsequent set elements into the resulting filter. After all elements are compared against the filter, a final estimate of δA = |SB − SA | is calculated as the sum of the resulting filter entries divided by k. The strength of the Wrapped filter rests in two features of the unwrapping algoP rithm. First, the total weight of the Wrapped filter (i.e., si ∈S WSB (si )) decreases



as each set element is unWrapped. As a result, the false positive probability also
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generally decreases with each unwrapping, yielding a better overall estimate, as we shall see in Section 3.5. The second feature of the Wrapped filter is that it can sometimes compensate for false positives. Intuitively, when a false positive element is unWrapped from the filter, it prevents (at least) one other non false positive element from being unWrapped. Since we are only concerned with estimating the number of set differences, rather than actually determining the differences, this feature can mitigate the effect of the false positive.



3.5



Analysis and performance



3.5.1



False positive statistics



Like traditional Bloom filters, Wrapped filters admit a small probability of false positives during the unwrapping process. A false positive occurs when the hash values hi (s) of an element s fit into the WSB despite the fact that s 6∈ SB . False positives can have two deleterious effects on our estimation procedure. First, they can reduce the overall set difference estimate by inappropriately reducing the weight of the Wrapped filter. Secondly, a false positive can prevent a valid set element (i.e., an element that is in the set intersection) from fitting in the resulting filter by reducing to zero (or causing to reduce to zero at some later time) one of the hash locations of the valid element. The inability to unwrap such valid elements results in unwanted residues at the conclusion of the unwrapping and thus adds error to our estimate. From the perspective of false positives, a Wrapped filter behaves like a changing Bloom filter.
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Lemma 3.5.1 After i insertions into a Wrapped filter, the probability of false positive is Pf (i) =







1 1− 1− m



ki !k



.



Proof The proof of the lemma follows analogously to the derivation of (B.1). After ki i insertions, the probability of a given location being zero is 1 − m1 . Thus, the probability of k locations being non-zero is precisely the statement of the lemma.



Alternatively, if a Wrapped filter has total weight w (i.e., the sum all its entries), then the probability of false positive is simply



Pf [w] =











1 1− 1− m



w k



,



(3.5)



because the independence of the hash functions allow us to view a total weight w Wrapped filter as having been generated from a set of



w k



elements. In general, we



shall denote by w(i) the weight of a Wrapped filter after i unwrapping iterations. The most accurate estimates are achieved when elements in SA ∩ SB are unWrapped first, thereby reducing the false positive probability for other entries. The best and worst unwrapping paths are shown in Figure 3.2. The remaining cases can be summarized by a simple binomial-style upper bound. Specifically, the probability of φ false positives occurring during a random unwrapping by host A of WSB is at most 



 φ  |SA |−φ |SA |  ˆ Pf (|SA |) 1 − Pf [∆] , φ



(3.6)
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Figure 3.2: The Wrapped filter weight never increases as the Wrapped filter is unWrapped. ˆ is the estimate returned by the unwrapping algorithm. where ∆



3.5.2



Effects of false positives



False positives introduce error in our estimate of the number of differences between two sets. Since the weight of our Wrapped filter decreases with each unwrapping iteration, so does the false positive probability (as per (3.5)). In fact, the following theorem shows that, in expectation, the decrease in weight of the Wrapped filter will be linear in the number of unwrapping iterations. This results in the superior performance of Wrapped filters over Bloom filters in some cases, as we shall confirm experimentally. Theorem 3.5.2 Consider a k-hash Wrapped filter W with initial false positive probability pf being (uniformly) randomly unWrapped. If d = |SA − SB | and pf ≪ 1 then the expected weight of W decreases by  |S | − d  A k |SA |
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at each unwrapping iteration. Proof Consider the i-th element xi ∈ SA being unWrapped by host A from host B’s Wrapped filter WSB . There are two possibilities for xi : xi ∈ / SB



The element xi might still fit into the Wrapped filter as a false positive.



For a correctly designed Wrapped filter this probability should be very low. x i ∈ SB



In this case xi might either be correctly unWrapped from the filter, or



it may fail to be unWrapped due to an earlier false positive(s) coinciding with one of its hashes. The probability of the latter case occurring, for any one hash function, is simply



z(i) , m



where z(i) is the number of zeroes introduced into WSB



by the f (i) false positives that have occurred up to the i-th iteration. We next compute the expected decrease in weight of WSB with each iteration. Let ∆i denote the decrease in the weight of the Wrapped filter WSi B after the i-th element of SA is unWrapped. Then,    E(∆i ) = k · Pr xi fits WSi B , x ∈ / SB + Pr xi fits WSi B , x ∈ SB     |SA | − d  d i = k · Pf [w(i − 1)] · + Pr xi fits WSB | x ∈ SB · |SA | |SA | Since the the false positive probability is strictly non-increasing with unwrappings, and we have assumed that Pf [w(0)] ≪ 1 (meaning that Pf [W (i − 1)] is small), we may conclude that



E(∆i ) −→ Pr xi fits



WSi B



  |SA | − d  | x ∈ SB · |SA |



(3.7)
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For the one remaining unknown term, we refer to the beginning of the proof, noting that Pr xi fits



WSi B



| x ∈ SB







 k z(i) = 1− . m



(3.8)



For small probabilities of false positives, as assumed, the right hand side of (3.8) is very close to 1, thereby proving the theorem.



The significance of Theorem 3.5.2 is that it identifies the expected Wrapped filter behavior as corresponding to roughly the diagonal of the trapezium in Figure 3.2. This, in turn, determines (in expectation) the probability of error at any iteration of the decoding algorithm, and it is left as an open problem how to compute and correct for this bias. We may also produce deterministic bounds on the effects of a false positive, as given by the following lemma. Lemma 3.5.3 Each false positive will contribute an error of ε to our estimate, with



−1 ≤ ε ≤ k − 1



(3.9)



Proof A given false positive s can prevent at most k valid elements from being unWrapped, resulting in an increase of the Wrapped filter weight by at most k(k − 1). At the other extreme, if all of the k positions decremented by unwrapping s were of invalid elements, then we incorrectly decrease the filter weight by k.
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Note that for k = 1, the right hand size of (3.9) is 0, meaning that such Wrapped filters will always produce a lower bound on the actual number of differences.



3.5.3



Wrapped filter size and compression



It is important that the size m of the Wrapped filter be as small as possible so as to minimize communication complexity between two hosts that are estimating their set difference. However, it is also clear that the accuracy of the Wrapped filter estimation relies on m being as large as possible, thereby reducing the probability of false positives. Fortunately, it is possible to compromise between these two requirements by using compression similarly to what has been done with Bloom filters [35]. We can compute the expected probabilities of a location being set to i = 0, 1, 2, . . . from the initial weight w = n · k of the Wrapped filter and then use arithmetic coding [59] to come very close to the entropy bound while compressing these filters. The probability of a location being incremented to i while constructing the Wrapped filter is given by   w 1 w−i  1 i pi = 1− . i m m This binomial distribution has mean



w m



and variance w m1 (1 −



1 ). m



The ratio



w m



is usually less than 1 when designing for small false positive values and thus the distribution of pi ’s is narrow and the Wrapped filter locations are populated by only a few distinct i’s. Given these probabilities, the size of the Wrapped filter is lower bounded by the entropy per location of the filter times the length of the filter:



Filter size ≥ m ·



X i



−pi · log(pi )



We shall revisit the effects of such compression in Section 3.6.



(3.10)
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3.5.4



Heuristics and refinements



The following heuristics promise to improve the Wrapped filter, but we leave their complete analysis as a direction for future work. Multiple decodings The error in our estimate depends on the order in which a filter is unWrapped. It is thus better to first unwrap the common elements of SA and SB , thereby insuring that further false positives will only reduce the estimate by 1. Of course, we do not know a priori which elements are common to both sets; however we can unwrap the filter several times in different random orders so as to improve our estimate. Since no operation in the unwrapping algorithm is super linear, this approach is computationally feasible. Unwrapping order Wrapped filters work best when the elements in the set intersection are decoded before the other elements because this would have already reduced the false positive probability before we try to decode potential false-positives. There is no way of knowing which elements are in the intersection of the two sets beforehand but in many practical instances such as data-sets that have many additions and only a few deletions, the ‘older’ elements can be decoded before the recent additions. A good example of this is a address-book where contacts are more likely to be added rather than deleted. Guard Elements As a last heuristic, we propose to introduce certain known (guard) elements in the sets. These guard elements are generated randomly according to a common random number generator. By counting the number of these guard elements that do not fit into the Wrapped filter, we can appropriately adjust the estimate returned by the unwrapping algorithm.
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Compressed size (Entropy) in bytes Figure 3.3: Set difference computation using Wrapped filters and Bloom filters. The probability of determining the exact number of differences is plotted versus the compressed size of the filters, which determines the communication complexity.



3.5.5



An example comparison



Despite its larger size, the Wrapped filter produces better set difference estimates than the standard Bloom filter for the same amount of communication. We illustrate this improvement with a simple but general example. As our setting, consider two data-sets SA and SB held on hosts A and B that are intermittently connected. We assume that the sets are identical at time t = 0 and that each contains 1, 000 elements before the network connection is severed. We further assume that each host makes independent additions and deletions from its



60



set and that the number of such modifications per unit time are Poisson distributed random variables with rates λAdd = 20 and λDel = 1. At time t = 20, a network connection is re-established between the two hosts, whereupon they each hold (in expectation) about n = 1, 400 elements. The hosts now try to determine the exact number of set differences (i.e., no tolerance for errors) between them using Bloom filters and Wrapped filters. In each case the use k = ln(2) ·



m |S|



hash functions, which produce the small-



est initial false positive probability Bloom filters [35] and, straightforwardly, also in Wrapped filters. We also assume that both filters are compressed nearly optimally using arithmetic coding, and that the Wrapped filter decoding makes use of the known 1, 000 initial intersection of the two sets to improve decoding performance (as per the heuristic in Section 3.5.4). Our results, in Figure 3.3 show that, for the same (compressed) communication complexity, the Wrapped filter performs better than the Bloom filter. The ‘clumping’ of data-points in the figure results from discrete jumps in the computed value of the number of hash functions k.



3.6



Experimental results



We now provide several experimental demonstrations of the efficacy and importance of our techniques. We compare this performance to various other estimation techniques in Section 3.6.1. Finally, in Section 3.6.2 we show how efficient set estimation can significantly improve two sample networking applications. In evaluating the effectiveness of Wrapped filters, we used sets whose elements each contained 1K of data, comparable in size to an entry in a simple distributed address book or memo pad. For our hash functions, we used the pseudo-random number generator (PRNG) from Victor Shoup’s Number Theory C++ Library [48],
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Transmission size Figure 3.4: Performance of the Wrapped filter, Bloom filter, min-wise sketches and, random sampling. 100 actual differences, averaged over 500 trials. The error is the overestimate or underestimate with respect to the exact number of differences. seeded with a 128-bit MD-5 hash [52] of the element data; the MD-5 seeding insured consistent hash values for element data across different hosts. We found that the choice of the hash functions significantly affects overall performance. Our experiments were averaged over 100 trials on an Intel Pentium-4 class machine and the time taken to construct and unwrap the Wrapped filters was found to be insignificant.
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3.6.1



Comparison of various techniques



Figure 3.4 depicts a comparison of random sampling, min-wise sketches, standard Bloom filter, and Wrapped filter approaches in estimating the number of differences between two sets. The accuracy of the techniques is plotted as a function of their compressed communication complexity. As may be expected, the standard Bloom filter and Wrapped filter approaches are very similar for very large filter sizes (relative to the size of the sets being compared). Random sampling, on the other hand, is quite inaccurate unless almost all the samples are transmitted. min-wise sketches and random sampling have a high standard deviation as compared to Bloom filters and Wrapped filters. As our analysis predicts, Bloom filters generally provide a lower (and less accurate) estimate of difference size than Wrapped filters.



3.6.2



Applications



Data synchronization - CPISync The CPISync algorithm and its variants [13, 33, 54] allow two hosts to synchronize their set data efficiently with respect to both communication and computation complexity. The algorithm’s performance can be significantly improved if a good estimate ˆ of the number of differences between reconciling data sets is known a priori. If ∆ this estimate is too high, then CPISync communicates unnecessarily many bits; on the other hand, if this estimate is too low, then CPISync requires more rounds and bits of communication than necessary. Thus, there is more of a penalty for low estimates than comparably high ones. In any case, the quality of the estimate does not improve the asymptotic worst-case performance of CPISync, only the multiplicative constants behind the asymptotic results [12].
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Figure 3.5: CPISync total bytes used - using a Bloom filter and Wrapped filter to estimate ∆. Each of the sets contains 1000 elements. All differences are symmetric. For the purposes of our experiments, we have fed CPISync an initial estimate ˆ from the algorithms described in this work, namely Bloom filter and Wrapped ∆ filter estimation each of size m = 32, 768 and utilizing k = 10 hash functions. The reported communication complexity includes the cost of computing this initial estimate. Figure 3.5 compares the number of bytes transmitted for a synchronization of remote sets using the various types of initial estimates. We can see that the Bloom filter performance is especially poor because its estimate is always lower than the actual number of differences, thereby incurring a harsher communication penalty.
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Figure 3.6: CPISync total rounds of communication - using a Bloom filter and Wrapped filter to estimate ∆. Each of the sets contains 1000 elements. All differences are symmetric. We also compare the number of rounds of communication needed for the various set synchronizations, adding a half a round to account for filter transmission in the initial difference estimation stage. Gossip Protocol Gossip protocols [11, 60] spread information in a network through random exchanges of information between hosts. Each host (node) in the network randomly selects a
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Figure 3.7: Gossip protocol with and without prior difference estimation between gossiping hosts on a 100-node (connected) graph with average degree 10. neighbor with a certain gossip probability and synchronizes information with this neighbor. If the average degree of the network and the gossip probability are sufficiently high then it has been shown that the information will reach every node in the network with high probability. Gossip protocols flood a network with a large number of messages, many of which are redundant because gossiping hosts may have little new information for each other. It is here that a prior estimate of the number of differences may reduce the overall communication, by letting hosts focus gossip on “interesting” neighbors (i.e., those



66



that differ by more than some threshold number of entries). In our simulations, chosen neighbors agreed to gossip if they differed by at least 8K of data, or they had no gossips in the previous round (a degenerate condition). We used a Bloom filter and a Wrapped filter of size m = 1, 024 and k = 6 to estimate the number of differences between two hosts before they gossiped. Initially, each node had 4K (representing one set element) of new information to share with others and 396K of common information. Our network consisted of 100 nodes connected at random so as to have an average degree of 10. All results are averaged over 85 different network graphs. Figure 3.7 shows, for different gossiping probabilities, the total number of bytes communicated until each host on the network learned all the new information available. The reported communication costs include both the gossiping and difference estimation costs. Interestingly, even through the overhead of one filter transmission is significantly lower for a Bloom filter than a Wrapped filter, the Bloom filter’s low estimates on differences cut off many useful gossips, resulting in a higher overall communication complexity. Overall, the figure also demonstrates that having a prior estimate on the number of differences between gossiping hosts significantly improves the communication overhead of the system for high gossiping probabilities.



Part II Structured data
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In this part we look at algorithms and protocols related to structured data synchronization i.e., reconciling strings and graphs based on the concepts presented in Part I.



Chapter 4



Practical string reconciliation 4.1



Introduction



We address the problem of reconciling similar strings held by two distinct hosts. The strings may be entire files existing on separate hosts whose differences need to be evaluated on either one or both hosts. Formally, we consider two distinct hosts A and B each with a string σA and σB , respectively, derived from the same alphabet Σ. The efficient string reconciliation problem is thus for host A to determine σB and for host B to determine σA with minimum communication. The problem of string reconciliation appears in a number of applications, most prominently in file synchronization. In network applications where frequent updates are made to copies of the same file, string reconciliation can be used to share the updates with one another. It can be used to reconcile document replicas in replicated file systems, such as Ficus [61], Coda [19] and Echo [62]. Data distribution systems can leverage the similarity between the current and earlier versions of data to transmit updates efficiently. Internet web server mirroring is a good example of an application where current and previous versions of files need to be reconciled repeatedly and
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efficiently. Image reconciliation can be thought of as a two dimensional generalization of string reconciliation, and, in general, string reconciliation algorithms can be used as a basis for reconciling various types of structured data. The original algorithm for string reconciliation using CPIsync is described in Appendix ??. In this Chapter we discuss ways of making the proposed algorithm scalable and practical for large files. The original algorithm was completely devoid of any practical use owning to high computational complexity.



4.2



Mask-length and maximum graph node degree



The expression for the number of Eulerian cycles R (Theorem 4) in any general Eulerian graph has the degree di as the dominant term. In order to keep the number of Eulerian cycles low, the maximum degree max(di ) should be as small as possible (ideally 1). We now formalize the intuitive idea mentioned previously that increasing the mask-length reduces the maximum degree of a Eulerian graph, and hence reduces the general decoding complexity of the decoding algorithm of Section C.2.2, at the cost of increased communication complexity of Equation 3. The analysis presented below is for a random binary bit-string σ of length n and probability of a bit being one is p. The bits comprising the string are assumed to the iid i.e., independent and identically distributed. Theorem 1 Consider the de Bruijn graph of a random binary string σ. If a mask of length lm is used to construct the de Bruijn graph then the expected degree d(k) of a node whose label has Hamming weight k is given by
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d(k) = (n − lm + 1)plm −k−1 (1 − p)k



(4.1)



Proof If we select any lm − 1 consecutive locations in the original string that comprise a node label in the de Bruijn graph, the probability of the this lm − 1 bit sequence being some particular sequence of weight k is pk (1 − p)lm −k−1 This lm − 1 bit node label has out-going edges labelled 0 and 1. The probability of an lm bit sequence with the first lm − 1 bits being the node label and the last bit being a 0 or a 1 in the original string is given by



pk (1 − p)lm −k + pk+1 (1 − p)lm −k−1 = plm −k−1 (1 − p)k The original string is divided into n − lm + 1 pieces using the lm bit mask. By the linearity of expectation, and given that all bits of the string are iid the out-degree of a node with a label of Hamming weight k (0 ≤ k ≤ lm − 1) we obtain the expression for the node degree in Equation 4.1.



Theorem 1 enables us to compute in expectation the maximum node degree in the de Bruijn graph, giving a rough idea of the number of Eulerian cycles in Theorem 4. If all the graph’s nodes have expected degree one then there will be only one Eulerian
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cycle in the graph. The degree d(k) in Equation 4.1 is a monotonically decreasing function of the mask-length and for a sufficiently long mask-lengths the maximum degree of every node in the graph will become one. Intuitively, by increasing the mask-length lm we are introducing more and more distinct nodes in the de Bruijn graph and reducing duplicate edges between nodes, hence decreasing the number of Eulerian cycles. Theorem 2 The mask-length lm required in order to reduce to unity the expected maximum out-degree of a de Bruijn graph of binary string σ, p ≥ 0.5 is lm =



n ln(p) + ln(p) + W (− ln(p)e−n ln(p) ) ln(p)



(4.2)



Where W is the LambertW function [63] that satisfies W (x)eW (x) = x



Proof For p ≥ 0.5 the node(s) with maximum out-degree d(k) correspond to those that have k = 0 in Equation 4.1 (0 ≤ k ≤ lm − 1). d(0) = (n − lm + 1)plm −1 = 1 Solving Equation 4.2 for out-degree equal to one we get the expression in Equation 4.2.



A similar result can be obtained for the case of p < 0.5 by replacing p by 1 − p in Equation 4.2.
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Corollary 1 The length of the mask required in order to maintain the maximum degree at unity grows at most logarithmically with n, the length of the bitwise random binary string σ. Proof To see this we observe that the lambertW function W(z) can be expanded as in [63] L2 L2 (−2 + L2 ) L2 (6 − 9L2 + 2L2 2 ) + + L1 2L1 2 6L1 3  5 ! L2 (−12 + 36L2 − 22L2 2 + 3L2 3 ) L2 + +O 4 L1 12L1



W (z) = L1 − L2 +



where L1 = ln(z) and L2 = ln(ln(z)) and ln(·) is the natural log function. Noting that



L2 L1



≤ 1 we can interpret the above LambertW expansion as W (z) ≤ L1 − L2 + c







L2 L1







(4.3)



Where c is a constant. Substituting Equation 4.3 into the expression for the masklength in Equation 4.2 and taking the limit n → ∞, we get lm = O(ln(n)).



As the value of p approaches 0 the required mask-length will approach n − lm + 1. Intuitively this suggests that when the entropy of the original string is high (p → 0.5) it is more unlikely to find repeating lm bit sequences in the string that would make the corresponding node degrees higher in the modified de Bruijn graph. This becomes clear in Figure 4.2 where we have plotted the mask length as a function of binary entropy of a random binary string.
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While the results hold for uniformly distributed random binary strings (and can be generalized for uniformly distributed k-ary strings) it is an open question as to the number of Eulerian cycles in standard language text. In our experiments we found that suitably long mask-lengths have the same desirous effect on English language strings of reducing the number of Eulerian cycles to a small number (usually 1).



4.3



Experiments and comparison to rsync



In the first set of experiments we implemented the proposed scheme and studied the communication performance for randomly generated binary strings. In Figure 4.3 we see that the communication complexity grows linearly with the number of edits since CPIsync requires more rational function evaluations. As Figure 4.4 shows, for a constant number of uniformly distributed random edits the communication grows logarithmically with the string length because the mask-length has to be be increased logarithmically with string length in order to allow only one Eulerian cycle. We compared our algorithm to the popular rsync [15] utility, an open-source incremental file-transfer program. In the most common setting host A wants to copy file σA onto host B that already has a similar file σB . Rsync works as follows. Host B first divides file σB into S byte disjoint blocks and sends a strong 128-bit MD4 [64] checksum as well as a weaker 32-bit rolling checksum of each block to Host A. Host A then determines the blocks at all offsets that match the checksums and determines file σA ’s data and block indices that need to be sent to host B for the latter to reconstruct file σA . If σA and σB are very similar then the overhead of sending the hashes is more than offset by the savings of only sending the literal data corresponding to the differing parts. Note that sending hashes of disjoint blocks corresponds to communication complexity that is linear in the length of the input file. There is
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some very recent work on using delta compression to improve rsync [65] in which the authors claim significant improvements to rsync under certain circumstances. In our work we compared our approach to the original rsync algorithm. Our input data was varying length snippets of the text of Winston Churchill’s ‘Their finest hour’ speech [66] from the English alphabet and punctuation. We introduced ‘edit bursts’ of changes in order to mimic a human editing the text of the speech. Each edit burst was 5 characters long and placed randomly in the text. In Figure 4.5 we show the comparison of the proposed scheme with rsync. As expected the communication complexity of the proposed scheme grows very slowly with increasing string length for a fixed number of differences. Note that the communication complexity could have been decreased substantially by reducing the mask-length, although at the cost of higher running time corresponding to more Eulerian cycles in the de Bruijn graph. Rsync performed well for larger number of edits as Figure 4.6 illustrates. The text of Shakespeare’s famous play ‘Hamlet’ (About 175 kB) was used in this experiment. The communication complexity of the proposed scheme grows linearly with the number of differences. This is also true in the case of rsync because differing text has to be transmitted from one host to the other irrespective of any algorithm. The difference is primarily in the order constant.
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Figure 4.2: Binary entropy of a string bit versus Mask-length lm in order for the expected maximum degree in the de Bruijn graph to be one.
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Figure 4.3: Communication - random binary strings, varying edits
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Figure 4.4: Communication - random binary strings, varying string length
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Figure 4.5: Comparison to rsync; The input string was snippets of varying length taken from Winston Churchill’s ‘Their finest hour’ speech. There was one edit burst that introduced an edit distance of 5 in the text.
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Figure 4.6: Comparison to Rsync; The input string was of constant length (Shakespeare’s play ‘Hamlet’ ). Each edit burst added an edit distance of 10 in the text.



Chapter 5



Graph reconciliation 5.1



Graph Synchronization



CPISync is a set reconciliation algorithm. We propose to use set reconciliation to synchronize directed graphs. We now show that using CPISync based reconciliation is close to the information-theoretic optimal communication while synchronizing directed graphs. Before getting into the analysis of what is the minimum communication required to synchronize graphs will be, we should first explain what we wish to synchronize. Figure 5.1 shows a directed graph stored on a host that we wish synchronize with another graph on another host as shown in the figure. The synchronization procedure should result in an identical graph being created at both the hosts. We can think of the resultant graph as the ‘union’ of the two initial graphs. There is the possibility of ‘conflicts’ - for example node 1 in the figure is attached to different positions on the two initial graphs. We assume that the synchronization algorithm can use some simple rule (for example, the second host is always right) to break such ties.
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Figure 5.1: Graph Synchronization



5.1.1



CPISync for graph synchronization



We use CPISync to synchronize graphs by creating ‘edge sets’ as shown in Figure 5.1. Each set element is the concatenation of the node IDs that comprise the edge. For example, the edge connecting node 2 to node 5 is edge ‘25’ in the set. The ordering of the nodes in the edge representation indicates the direction of the edge in the directed graph. These edge sets are synchronized using the normal CPISync algorithm and the resulting synchronized ‘edge set’ can be used to build the graph, as shown in the figure. In addition, if a node with ID p is added to the graph without connecting it to any other node, we can represent it in the ‘edge set’ as the element[p, p]. This will let us use CPISync to synchronize directed graphs that may not be connected. Let VM denote the maximum number of possible nodes in the graph. VM is the total number of unique node-IDs that can exist. In our analysis we assume that VM is much larger than the actual number of nodes in the graphs we are trying
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to synchronize. We consider directed graphs that may or may not be connected. Let GA (0) and GB (0) denote the initial synchronized graphs on hosts A and B respectively.



GA (0) = GB (0) = G(V0 , E0 )



(5.1)



V0 and E0 denote the initial number of nodes in the graph G. The parameter of GA (·) and GB (·) denotes the number of changes brought forth in the graph from the point when they were both synchronized. Thus after adding t nodes and edges to GB the graph on Host B is denoted GB (t). The ‘edge set’ that CPISync uses to synchronize the graphs will have elements that are 2log2 (VM ) bits each. There will be t differences between the edge sets representing GA (0) and GB (t). From [45] the communication complexity of synchronizing these sets is



Bcpi = O(2tlog2 (VM ))



5.1.2



(5.2)



Information theoretic lower bound



In order to show that CPISync based synchronization is a viable and efficient way to solve the problem, we try to obtain a lower bound on the amount of communication required to signal the other host that a specific change has occurred in a graph. We assume that the graphs were initially synchronized (identical) and subsequently the hosts holding them made independent edits to their copies. We start out with identical graphs on hosts A and B. Host B adds t edges and/or nodes to the initial graph. We wish to determine the amount of information that needs to be transmitted to Host A for it to learn these changes.
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There can be two type of additions to a graph. • Adding an edge A new edge can be added either between two existing nodes, a new node and an existing node or between two new nodes (the graph need not be connected). • Adding a node only A new node is added without connecting it to any other node in the graph. We denote the total number of possible ways of adding t edges to GB (0) to obtain unique GB (t)s as |GB (t)|. We will ignore those cases when a new node is added to the graph without connecting it to any other node (no new edge added) because we only need to get a lower bound on |GB (t)|. This will simplify the analysis. Theorem 5.1.1 The number of bits required to transmit information about t additions made to GB (0) is at least log2 |GB (t)|. Proof After making t edge additions to GB (0) we can obtain any one of |GB (t)| possible graphs. To transmit a signal to host A about a specific GB (t) out of |GB (t)| possibilities, we need at least log2 (|GB (t)|) bits, otherwise two different possibilities will have the same signal by the Pigeon-hole principle and there will be inadequate information at Host A to ascertain GB (t).



We now try to get a lower bound on |GB (t)|.
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Theorem 5.1.2 For VM ≫ V0 , t VM 2 |GB (t)| ≥ t  2 t ! VM |GB (t)| = O t 



(5.3) (5.4)



Proof



|GB (t)| ≥







 (VM (VM − 1) − E0 ) t



(5.5)



Where the inequality arises because we ignored the possibility of adding just nodes. For a directed graph, E0 ≤ V0 (V0 − 1) and we can approximate |GB (t)| |GB (t)| '







VM 2 t







(5.6)



The approximation is reasonable. A good real life example is the graph of the static IP servers all over the Internet. Assuming a million such servers making up the graph and a 32-bit IPv4 addressing scheme, we have V0 = 106 and VM = 232 and so VM 2 V0 2



=



264 1012



≈ 107 . So,  2 VM |GB (t)| ' t VM 2 (VM 2 − 1)(VM 2 − 2) . . . (VM 2 − t + 1) = t! 2 2 VM 2 − t + 1 VM VM − 1 · ... = t t−1 1



(5.7) (5.8) (5.9)
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For VM 2 ≥ t we have, |GB (t)| =







VM 2 t







≥







VM 2 t



t



(5.10)



From Stirling’s approximation [67, 68] it is known that



t! ≈



√



 t t 2πt e



(5.11)



From Equation 5.11 it is clear that  t t t! ≥ e



(5.12)



So, 



VM 2 t







VM 2 (VM 2 − 1)(VM 2 − 2) . . . (VM 2 − t + 1) t!    t t VM 2 eVM 2 ≤ = t! t =



(5.13) (5.14)



from Equations 5.10 and 5.14 we get 



VM 2 t



t



t  2  VM eVM 2 ≤ ≤ t t



(5.15)



Therefore we finally have t VM 2 |GB (t)| ≥ t  2 t ! VM |GB (t)| = O t 



(5.16) (5.17)
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Now taking the log we obtain



log2 (|GB (t)|) = O(2t · log2 (VM ) − t · log2 (t))



(5.18)



Comparing Equation 5.2 with Equation 5.18 we see that CPISync approaches the information theoretic bound on the minimum communication needed to synchronize the graphs. We propose to extend this analysis to the more general case where the hosts make tA and tB additions to their graphs, and finally to the case when we factor in the effects of deletions and conflicts.



Chapter 6



Conclusions 6.1



Summary of results



The research presented in this thesis is an excellent example of the application of information theory and graph theory concepts to solve real world communication bottlenecks in distributed systems. We have presented and analyzed algorithms that bring us closer to the ideal of scalable, ad hoc data reconciliation protocols for unstructured and structured data in distributed networks. Our findings will be useful in making distributed applications more efficient or alternately they will allow for maintaining better data consistency at a reduced cost to the user.



6.1.1



Synchronizing PDA datasets



In Chapter 2 we have shown that the current performance of PDA synchronization schemes can be tremendously improved through the use of more sophisticated existing computational methods. Our implementation demonstrated that it is possible to synchronize remote systems in a scalable manner, from the perspective of communication bandwidth, latency, and energy use. CPIsync is substantially faster 89
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and more energy-efficient than the current reconciliation scheme implemented on the Palm PDA. Moreover, CPIsync can outperform other fast synchronization approaches, such as Bloom filters, for which communication and latency were shown to depend linearly on the data sets’ size. Our implementation on the Linux PDA platform enabled us to build an ad hoc synchronization scenario where two PDAs synchronized their calendars without any centralized PC/server. We believe that this type of model will be an essential enabling technology for ad hoc mobile networks.



6.1.2



Set difference estimation



In Chapter 3 we analyzed and experimentally demonstrated several methods for estimating the number of differences between remote sets. We highlighted the impact of the communication efficiency of these techniques in two applications: data synchronization and gossip protocols. The approaches we described are generally based on the Bloom filter. The first approach involved transmission of a Bloom filter from one host to another, either using wholesale data transfer or using a fast synchronization technique from the literature. Both transmission methods were found to be practical in different circumstances, and analytical means were developed for designing the Bloom filter to fit desired accuracy or communication requirements. Our second approach involved a modification known as a wrapped filter, whose data structure is also known as a counting Bloom filter in the literature. Our novel decoding algorithm for the wrapped filter allows it to be generally more accurate than the standard Bloom filter for the same communication complexity in estimating the number of set differences. In addition, the wrapped filter technique is non-interactive and can be easily maintained in an incremental fashion as data is inserted or deleted
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from a set. The encoding and decoding process can also be made computationally efficient. All these qualities make wrapped filters particularly suitable for the many network applications where there is a need to quickly measure the consistency of distributed information. Wrapped filter estimation is especially attractive when the sets being compared (i) have a common baseline at a none point in time (as in the example from Section 3.5.5) or (ii) have relatively few differences, resulting in a quick reduction of filter weight during decoding.



6.1.3



Practical string reconciliation



In the second part of this thesis we have developed a novel string reconciliation algorithm that efficiently reconciles strings that differ by a relatively small number of edits. The key to our proposed solution was to effectively translate the string reconciliation problem to a comparable set reconciliation problem, for which efficient algorithms exist. As such, our reconciliation algorithm trades communication efficiency with computation efficiency, allowing it to adapt to a variety of network conditions in a heterogeneous system. Another feature of the protocol was that it required just few transmission rounds, thereby avoiding latency overheads that arise from interaction. Our analysis showed that computational costs can be limited to the computational needs of set reconciliation while communication costs grow logarithmically in file size even when the algorithm runs in ‘computation-saving’ mode by using increased mask-lengths. We showed through several experiments that this can be significantly better than existing string-reconciliation programs whose communication needs grow linearly will file size.
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We believe that that the proposed algorithm is particularly well-suited for a host of applications where large files are changed slowly but asynchronously, for example application mirroring on the web, peer-to-peer file maintenance, or incremental software updates. They should also be suitable for weakly-connected or high-latency systems, such as deep-space communication or Personal Digital Assistant access, where interaction is not feasible.



6.2



Future work



The overall research focus was on developing and experimentally evaluating alternatives to commonly used data synchronization algorithms and set difference estimation algorithms. To this end we have developed working prototypes that employ our approaches. The next step of research would be the ‘field test’ phase i.e., incorporating these proposed approaches in real world systems. For example we ported the scalable CPIsync algorithm to Linux based PDAs running in ad hoc wireless mode (Section 2.4). A common synchronization framework with a standardized API would speed up the process of deployment. The application space of data synchronization is huge: Figure 6.1 is a small sample of the possible applications that employ data synchronization in some way. This 0 wide scope means that the requirements and constraints placed on data synchronization algorithms vary considerably. Moreover, these requirements and constraints might even vary during the life cycle of a specific application. For example, a PDA user synchronizing over a high latency GPRS connection would prefer to avoid a communication intensive algorithm, as compared to when synchronizing over a high speed USB connection. Data synchronization therefore has to be adaptive and employ a mix of some or all of the algorithms discussed in this thesis and in other related
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Figure 6.1: Data synchronization is employed by a highly diverse set of distributed applications.



research. Only then will the user experience be of the highest possible quality. One of the most compelling directions of future work is to design a data synchronization system that will be able to achieve the required level of adaptation, keeping in view the diverse application space.



Appendix A Characteristic Polynomial Interpolation-Based Synchronization The key challenge to efficient PDA synchronization is a synchronization protocol whose communication complexity depends only on the number of differences between synchronizing systems, even when the conditions for a fast sync do not hold. In this section, we present a family of such protocols based on characteristic polynomial interpolation-based synchronization (CPIsync). We formalize the problem of synchronizing two hosts’ data as follows: given a pair of hosts A and B, each with a set of b-bit integers, how can each host determine the symmetric difference of the two sets (i.e., those integers held by A but not B, or held by B but not A) using a minimal amount of communication. Within this context, only the elements of the sets are important and not their relative positions within the set. Note also that the integer sets being synchronized can generically encode all types of data. In [45, 69] this formalization is called the set reconciliation 94
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problem. Natural examples of set reconciliation include synchronization of bibliographic data [70], resource availability [71, 72], data within gossip protocols [55, 73], or memos and address books. On the other hand, synchronization of edited text is not a clear-cut example of set reconciliation because the structure of data in a file encodes information; for example, a file containing the string “a b c” is not the same as a file containing the string “c b a”. The set reconciliation problem is intimately linked to design questions in coding theory and graph theory [29] from which several solutions exist. The following solution, which we have implemented on a PDA as described in Section 2.3, requires a nearly minimal communication complexity and operates with a reasonable computational complexity.



A.0.1



Deterministic scheme with a known upper bound



The key to the set reconciliation algorithm of Minsky, Trachtenberg, and Zippel [45, 69] is a translation of data sets into polynomials designed specifically for efficient reconciliation. To this end, [45] makes use of a characteristic polynomial χS (Z) of a set S = {x1 , x2 , . . . , xn }, defined to be: χS (Z) = (Z − x1 )(Z − x2 )(Z − x3 ) · · · (Z − xn ).



(A.1)



If we define the sets of missing integers ∆A = SA − SB and symmetrically ∆B = SB − SA , then the following equality holds f (z) =



χ∆A (z) χSA (z) = χSB (z) χ∆B (z)



because all common factors cancel out. Although the degrees of χSA (z) and χSB (z)
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Protocol 2 Set reconciliation with a known upper bound m on the number of differences m. [3] 1. Hosts A and B evaluate χSA (z) and χSB (z) respectively at the same m sample points zi , 1 ≤ i ≤ m. 2. Host B sends to host A its evaluations χSB (zi ), 1 ≤ i ≤ m. 3. The evaluation are combined at host A to compute the value of χSA (zi )/χSB (zi ) = f (zi ) at each of the sample points zi . The points (zi , f (zi )) are interpolated by solving a generalized Vandermonde system of equations [45] to reconstruct the coefficients of the rational function f (z) = χ∆A (z)/χ∆B (z). 4. The zeroes of χ∆A (z) and χ∆B (z) are determined; they are precisely the elements of ∆A and ∆B respectively.



may be very large, the degrees of the numerator and denominator of the (reduced) χ (z) rational function χ∆A (z) may be quite small. Thus, a relatively small number of ∆ B



sample points (zi , f (zi )) completely determine the rational function f (z). Moreover, the size of f (z) may be kept small and bounded by performing all arithmetic in an appropriately sized finite field. The approach in [45] may thus be reduced conceptually to three fundamental steps, described in Protocol 2. This protocol assumes that an upper bound m on the number of differences m between two hosts is known a priori by both hosts. Section A.0.3 describes an efficient, probabilistic, solution for the case when a tight bound m is not known. A straightforward implementation of this algorithm requires expected computational time cubic in the size of the bound m and linear in the size of the sets SA and SB . However, in practice an efficient implementation can amortize much of the computational complexity over insertions and deletions into the sets, thus maintaining characteristic polynomial evaluations incrementally.
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Overall, the algorithm in [45] communicates m computed samples from host A to B in order to reconcile at most m differences between the two sets; to complete the reconciliation, host B then sends back the m computed differences to A giving a total communication of 2m integers. By contrast, the information theoretic minimum amount of communication needed for reconciling sets of b-bit integers with an intersection of size N is [45]:  b  2 −N −m C ≥ lg ≈ bm − m lg m bits, m which corresponds to sending roughly m −



lg m b



integers. One should also note that



the only part of the communication complexity of Protocol 2 that depends on the set size is the representation of an integer. Thus, hosts A and B could each have millions of integers, but if the symmetric difference of their sets was at most ten then at most ten samples would have to be transmitted in each direction to perform reconciliation, rather than the millions of integers that would be transmitted in a trivial set transfer. Furthermore, this protocol does not require interactivity, meaning, for example, that host A could make his computed sample points available on the web; anyone else can then determine A’s set simply by downloading these computed values, without requiring any computation from A. Example 1 demonstrates the protocol on two specific sets.



A.0.2



Determining an upper bound



The CPIsync protocol described in the previous section requires knowledge of a tight upper bound, m, on the number of differing entries. One simple method for possibly obtaining such a bound involves having both host A and host B count the number of modifications to their data sets since their last common synchronization. The next
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Example 1 A simple example of the interpolation-based synchronization protocol. Consider the sets SA = {1, 2, 4, 16, 21} and SB = {1, 2, 6, 21} stored as 5-bit integers at hosts A and B respectively. We treat the members of SA and SB as members of a sufficiently large finite field (i.e., F71 in this case) so as to constrain the size of characteristic polynomial evaluations [45]. Assume an upper bound of m = 4 on the size of the symmetric difference between SA and SB . The characteristic polynomials for A and B are: χSA (z) = (z − 1) · (z − 2) · (z − 4) · (z − 16) · (z − 21), χSB (z) = (z − 1) · (z − 2) · (z − 6) · (z − 21). The following table shows evaluation points, the corresponding characteristic polynomial values, and the ratio between the these values. All calculations are done over F71 . z= −1 −2 −3 −4 χSA (z) 69 12 60 61 χSB (z) 1 7 60 45 χSA (z)/χSB (z) 69 22 1 55 Host B sends its evaluations to host A, who can now interpolate the following rational function from the evaluated sample points: f (z) = χSA (z)/χSB (z) =



z 2 + 51z + 64 z + 65



The zeros of the numerator and denominator are {4, 16} and {6} respectively, which are exactly equal to ∆A and ∆B . time that host A and host B synchronize, host A sends to host B a message containing its number of modifications, denoted mA . Host B computes its corresponding value mB so as to form the upper bound m = mA + mB on the total number of differences between both hosts. Clearly, this bound m will be tight if the two hosts have performed mutually exclusive modifications. However, it may be completely off if the hosts have performed exactly the same modifications to their respective databases. This may happen if, prior to their own synchronization, both hosts A and B synchronized with a third host C, as in Fig. 2.3. Another problem with this method is that it requires maintaining separate information for each host with which
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synchronization is performed; this may not be reasonable for large networks. Thus, the simple method just described could be rather inefficient for some applications. In the next section, we describe a probabilistic scheme that can determine, with very high probability, a much tighter value for m. This result is of fundamental importance because it allows CPIsync to achieve performance equivalent to fast sync in a general setting.



A.0.3



Probabilistic scheme with an unknown upper bound



In the general setting where no knowledge on a upper bound is provided, it is impossible to reconcile sets to a theoretical certainty without performing the equivalence of a slow sync [33, 57]. Fortunately, a probabilistic scheme can synchronize, with arbitrarily low probability of error, much more efficiently than the deterministic optimum given by slow sync. Specifically, the scheme in [45] suggests guessing such a bound m and subsequently verifying if the guess was correct. If the guessed value for m turns out to be wrong, then it can be improved iteratively until a correct value is reached. Thus, in this case, we may use the following scheme to synchronize: First, hosts A and B guess an upper bound m and perform Protocol 2 with this bound, resulting in host A computing a rational function f˜(z). If the function f˜(z) corresponds to the differences between the two host sets, that is if χS (z) f˜(z) = A , χSB (z)



(A.2)



then computing the zeroes of f˜(z) will determine precisely the mutual difference between the two sets. To check whether Equation (A.2) holds, host B chooses k random sample points
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Example 2 An example of reconciliation when no bound m is known on the number of differences between two sets. Consider using an incorrect bound m = 1 in Example 1. In this case, host B receives the evaluation χSA (−1) = 69 from host A, and compares it to its own evaluation χSB (−1) = 1 to interpolate the polynomial z + 70 f˜(z) = 1



(A.3)



as a guess of the differences between the two hosts. To check the validity of (A.3), host B then requests evaluations of A’s polynomial at two random points, r0 = 38 and r1 = 51. Host A sends the corresponding values χSA (r0 ) = 23 and χSA (r1 ) = 53, which B divides by its own evaluations χSB (r0 ) = 38 and χSB (r1 ) = 36 to get the two verification points f (r0 ) = 66 and f (r1 ) = 35. Since the guessed function f˜(z) in (A.3) does not agree at these two verification points, host B knows that the initial bound must have been incorrect. Host B may thus update its bound to m = 3 and repeat the process. ri , and sends their evaluations χSB (ri ) to host A, who uses these values to compute evaluations f (ri ) =



χSA (ri ) . χSB (ri )



By comparing f˜(ri ) and f (ri ), host A can assess whether Equation (A.2) has been satisfied. If the equation is not satisfied, then the procedure can be repeated with a different bound m. Example 2 demonstrates this procedure. In general, the two hosts keep guessing m until the resulting polynomials agree on all k random sample points. A precise probabilistic analysis in [45] shows that such an agreement corresponds to a probability of error 



|SA | + |SB | − 1 ǫ≤m 2b



k



,



(A.4)



assuming that each integer has a b-bit binary representation. Manipulating Equation (A.4) and using the trivial upper bound m ≤ |SA | + |SB |, we see that one needs
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an agreement of 



k ≥ logρ samples (where ρ =



|SA |+|SB |−1 ) 2b







ǫ |SA | + |SB |







(A.5)



to get a probability of error at most ǫ for the whole



protocol. Thus, for example, reconciling host sets of one million 64-bit integers with error probability ǫ = 10−20 would require agreement of k = 2 random samples. It was shown in [13] that this verification protocol requires the transmission of at most m + k samples and one random number seed (for generating random sample points) to reconcile two sets; the value k is determined by the desired probability of error ǫ according to Equation (A.5). Thus, though the verification protocol will require more rounds of communication for synchronization than the deterministic Protocol 2, it will not require transmission of significantly more bits of communication. We show in Section A.0.3 that the computational overhead of this probabilistic protocol is also not large. In the probabilistic version of the CPIsync algorithm, if host B uses CPISync for set reconciliation, the amount of communication needed to reconcile two sets is bounded above by 2(b + 1)m + b + bmA + m + k bits. where b is the length (in bits) of each element, m is the symmetric difference between the sets, mA = |∆A | and mB = |∆B | are the two components of this symmetric difference (m = mA + mB ) and k is a confidence parameter corresponding to the expected probability of success of CPISync. Notice that this protocol generalizes nicely to multi-set reconciliation. A recent extension to CPISync [20] runs in expected linear-time when multiple rounds of communication logarithmic in the number of differences are allowed between the reconciling hosts.



Appendix B Bloom filters Bloom filters [31, 32, 35] are used to perform efficient membership queries on sets. The Bloom filter of a set is simply a bit array; each element of the set is hashed with several hashes into corresponding locations in the array, which are thereby set to 1 and otherwise 0. To test whether a specific element x is in a set, one need only check whether the appropriate bits are 1 in the Bloom filter of the set; if they are not, then x is certainly not in the set, but otherwise the Bloom filter reports that x is in the set. In the latter case, it is possible for the Bloom filter to incorrectly report that x is an element of the set (i.e., a false positive indication) when, in fact, it is not. The probability of a false positive, pf , depends on the length of the Bloom filter, l, the number of elements in the original data set, |S|, and the number of hash functions, h, used to compute the Bloom filter. The false positive probability is given asymptotically (i.e., for large values of l) by [32]: pf = (1 − e−h|S|/l )h .
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(B.1)
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We can rewrite (B.1) as −h l = √  |S| ln 1 − h pf 1 , ≥ ln(2)



(B.2) (B.3)



where the inequality (B.3) can determined from inspecting the derivative of (B.2) with respect to h for a fixed pf . The linear length of Bloom filters (with respect to the set size) and their potentially high false positive rate make them less attractive for some practical set reconciliation problems, as we shall see in Section 2.3.3. In fact, almost all existing data compression schemes, whether lossless or lossy, compress data by at most a constant fraction, and will end up with a compressed signature whose length is linear in the original set size.



Appendix C Original string reconciliation algorithm This Appendix, taken from [74] details the string reconciliation approach first proposed in [24].



C.1



Approach



The idea behind the approach to string reconciliation is to divide each string into a multi-set of “puzzle pieces”. These multi-sets are reconciled using CPISync [17, 19, 27], a distributed algorithm for set and multi-set reconciliation. In the final step these “puzzle pieces” comprising the multi-set are put together, like a puzzle, in order to form the original string data. The edit distance between two strings is the minimum number of edit operations (insertion, deletion or replacement of single characters) required to transform one into the other. We show that the communication complexity of the proposed approach does not grow linearly with the string size but is linear in the edit distance between 104
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the reconciling strings. Puzzle pieces are constructed out of proximate characters of the original string by repeatedly applying a mask. Formally, a mask is a binary array; applying a mask to a string involves computing a dot product of the mask with a substring of the string. This process is known as ‘shingling’ [23, 34] in the special case when the mask comprises of all ones. In other words, applying a mask is equivalent to placing the mask over the string, beginning at a certain character, and reading off all characters corresponding to 1 bits in the mask, thus producing one piece. To divide a string into pieces, one simply applies the mask at all shifts (i.e. starting at each character) in the string. The following example demonstrates concretely how a string might be broken up into puzzle pieces. Consider the string 01010010011 under the mask 111, which has length lm = 3 . We artificially provide the string with anchors (i.e., characters not in the string alphabet) at the beginning and end of the string, in this case the character “$”. The resulting string would be $01010010011$ and the puzzle pieces from the string would be: {$01, 010, 101, 010, 100, 001, 010, 100, 001, 011, 11$}. To reconcile strings, one would reconcile the resulting multi-sets using CPISync and then each host can use the reconciled multi-sets to determine the other host’s string. The key observation is that, though there are many pieces, edit changes will only affect a small local number of pieces corresponding to masks that are applied within a small vicinity of the changes. In Section 1.4 we briefly discussed some well known string reconciliation bounds proposed by others. In sections C.2.1 thru C.2.4 we explain the graph theoretic
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concepts and algorithms to represent the string and reconstruct it from its set representation. Then in Section C.3 we analyze the proposed approach in terms of communication and computational complexity. We present an experimental comparison of the proposed approach with the well known open-source rsync [15] incremental file transfer utility in Section 4.3.



C.2



Theoretical Background



C.2.1



Concepts



An Eulerian cycle is a cycle in a graph which traverses each edge exactly once. The de Bruijn digraph Glm (Σ) for an alphabet Σ and a length lm contains |Σ|lm −1 vertices, each corresponding to an length (lm − 1) string over the alphabet. There is an edge from vertex vi to vj labelled lij if the string associated with vj contains the last lm − 2 characters of vi followed by lij . Thus, each edge (vi , vj ) represents a string defined by the label of vi followed by lij . Each edge represents a length lm string drawn from Σ. The de Bruijn digraph G3 ({0, 1}) is shown in Fig. C.1 Modified de Bruijn Digraph The following steps transform a de Bruijn digraph Glm (Σ) into a modified de Bruijn digraph for a particular multi-set of pieces for a string drawn from alphabet Σ and encoded with a mask of length lm : • Parallel edges are added to the digraph for each occurrence of a particular piece in the multi-set. • Edges which represent strings not in the multi-set are deleted.
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Figure C.1: The de Bruijn digraph G3 ({0, 1}) • Vertices with degree zero are deleted. • Two new vertices and edges corresponding to the first and last pieces of the encoded string are added. • An artificial edge is added between the two new vertices to make their in-degree equal their out-degree (i.e., one). There is a one to one correspondence between the edges in this graph and the pieces in the multi-set except for the artificial edge. The modified de Bruijn digraphs for the strings σA = 01010011 and σB = 01010010011 (after padding with anchors) on hosts A and B are shown in Fig. C.2. The problem of determining the original string from a multi-set of pieces was be shown to be equivalent to finding the correct Eulerian path in a modified de Bruijn digraph [42].
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Figure C.2: The modified de Bruijn digraphs for the strings on hosts A and B.



The in−degree din (i) of any vertex vi equals its out−degree dout (i) in an Eulerian graph. We may thus define



di = ˆ din (i) = dout (i).



We can form a diagonal matrix M from the degrees of the n vertices of the graph



M = diag(d1 , d2 , d3 , ..., dn )



that, when put together with the adjacency matrix A = [ai,j ] of the graph, produces the Kirchhoff matrix C defined to be



C = M − A. A weakly connected digraph is a directed graph in which any node is reachable from any other node using edges which need not necessarily point in the direction of
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traversal. The nodes in a weakly connected digraph therefore must all have either out − degree or in − degree of at least 1. All Eulerian graphs that we will deal with are weakly connected. The following theorem was stated and proved in [75] and we restate it here without proof. Theorem 3 (B.E.S.T-Theorem) Let D be a weakly connected Eulerian digraph, V (D) = vi , ..., vp and let ∆ be the determinant of any cofactor of the Kirchoff matrix of D. The number of Eulerian cycles R is given by R = ∆Πi (di − 1)!. Theorem 4, a modification of the well-known B.E.S.T theorem, provides the number of Eulerian cycles in a modified de Bruijn digraph. The Theorem and its proof were presented in [76], and we restate the Theorem here. Theorem 4 (Modified B.E.S.T-Theorem) For a general Eulerian digraph, the total number of Eulerian cycles R is given by



R=



C.2.2



∆Πi (di − 1)! . Πij aij !



The Backtrack Algorithm



Theorem 4 gives us the number of Eulerian cycles. In order to enumerate all the Eulerian cycles in the graph representing the string we may use the Backtrack method [77]. The Backtrack method is an approach for situations where all possibilities must be enumerated . The problem is to find all vectors



(a1 , a2 , ...., al )
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of given length l, whose entries satisfy a certain condition. In the Backtrack method, the vector is “grown” from left to right, and at each step, the partial vector is examined to determine whether it could possibly be extended to a valid vector. This way, the entire subtree which would lead to invalid vectors is trimmed. Thus, at the k -th stage (k = 1, l), we have a partial vector



(a1 , a2 , ...., ak−1 )



which is valid. We construct the list of all candidates for the k -th position in our vector. If x is a candidate, then the new partial vector



(a1 , a2 , ...., ak−1 , x)



does not yet show any inconsistency with our condition. If there are no candidates for the k-th position, we “backtrack” be reducing k by 1, deleting ak−1 from the list of candidates for position k − 1, and choosing a new element for the (k − 1)-th position from the reduced list of candidates. If and when we reach k = l, we exit with a1 , ...., al , which is the vector of desired length. Upon reentry into the program, we delete al from the list of candidates for position l and proceed as before.



C.2.3



Encoding and decoding algorithms



Suppose two hosts A and B have the same copy of string σ initially, and that σ = 01101010011. Host A makes some changes to σ and the modified string is σA = 01010011. Host B makes changes to σ and let us say that the modified string is σB = 01010010011. The problem now is to reconcile the two modified strings.



111



This kind of scenario occurs, for example, if the hosts were given their strings by a third party, or if the strings were derived by some foreign process that generates related output. If the original string is known by both the hosts, the hosts could efficiently encode the edit operations that they have carried out and transmit that information to each other, which leads to a significantly reduced communication complexity. A similar scheme of location coding has been mentioned in [41]. Encoding For purposes of illustration, let us use a mask 111 for encoding and decoding. At host A, σA = 01010011 will first be padded on both sides with an anchor (i.e., “$”) and then encoded as SA = {$01, 010, 101, 010, 100, 001, 011, 11$}. At host B, σB will be encoded as SB = {$01, 010, 101, 010, 100, 001, 010, 100, 001, 011, 11$}. This encoding is much like the shingling approach used in [23, 34]. Longer mask-lengths directly correspond to larger number of different set elements in the multi-set per string edit and hence larger CPIsync communication complexity. The reason for using longer mask-lengths is that it is possible to reduce the number of Eulerian cycles, an approach we analyze in Section 4.2. This results in higher communication complexity per string edit but reduces the computational complexity of the Backtrack algorithm. It is thus possible to trade-off communication complexity with computational complexity in the proposed approach. Decoding Once we have the pieces corresponding to a string, we can make them into a modified de Bruijn digraph as described in subsection C.2.1. The graph will have more than one Eulerian cycle and, thus, as each Eulerian cycle corresponds to a string, it would be possible to put the pieces together into more than one string. As such, we can use
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the Backtrack algorithm of C.2.2 to sequentially enumerate all the Eulerian cycles, and therefore the strings, for a given modified de Bruijn digraph, so that given a unique identifier for the desired cycle (say it’s index in the enumeration of cycles), host B can uniquely decode the string of host A.



C.2.4



STRING-RECON



We now have the necessary tools to describe our string reconciliation protocol (STRINGRECON). Consider two hosts A and B holding strings σA and σB respectively. The masklength lm is pre-determined on the basis of the analysis presented in Section 4.2. Host A determines σB and host B determines σA as follows: 1. Host A transforms string σA into a multi-set of pieces M SA using a masklength of lm and constructs a modified de Bruijn digraph from the pieces. Host B transforms string σB into M SB using the same mask-length lm and constructs a modified de Bruijn digraph from the pieces. 2. A and B determine the index of the desired decoding in the sequential enumeration of all Eulerian cycles in the graph. Thus, nA corresponds to the index of the Eulerian cycle producing string σA , and similarly nB corresponds to σB . 3. A and B transform multi-sets M SA and M SB to sets with unique (numerical) elements SA and SB by concatenating each element in the set with the number of times it occurs in the multi-set and hashing the result. The sets SA and SB store the resulting hashes. 4. The CPISync algorithm is executed to reconcile the sets SA and SB . In addition, A sends nA to B and B sends nB to A. At the end of this step, both A and B



113



know SA , SB , nA and nB . Host A then sends elements corresponding to hashes in the set SA \ SB to B and B sends elements corresponding to the hashes in the set SB \ SA to A. 5. A and B construct the multi-sets M SB and M SA respectively from the information obtained in the previous step. They also generate the corresponding modified de Bruijn digraphs. 6. The decoding algorithm is applied by A and B to determine σB and σA respectively.



C.3



Analysis



There are two important measures of the efficiency of the proposed string reconciliation protocol. One is the number of bytes exchanged (communication complexity) and the other is the computational complexity of the algorithm running on the hosts. Communication complexity depends on the number of differences in the shingle-sets that CPISync reconciles. The computational complexity is determined by the number of possible Eulerian cycles that the Backtrack algorithm finds in the modified de Bruijn graph. In this section we provide analytical bounds on the communication complexity and show how to reduce the number of Eulerian cycles by increasing mask-length. We then analytically show the tradeoff between the two measures.



C.3.1



String Edits and Communication Complexity



Suppose hosts A and B initially have strings σA and σB respectively which are of length n. The hosts use the same mask of length lm to generate piece multi-sets.
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The following lemmas bound the number of differences ∆AB that can occur between the piece multi-sets of A and B in the face of certain edits. Theorem 5 If two strings σA and σB differ by d edits then the number of differences ∆AB between resulting piece multi-sets is bounded by



d + 2(lm − 1) ≤ ∆AB ≤ min((2lm − 1)d, 2(n − lm + 1) + d). Proof It is assumed that the insertions occur at a distance of at least lm from the beginning and the end of the string, for the more general case, as this would ensure the maximum difference between the multi-sets. The best case would be achieved when the d insertions occur at a single location. In this case, the host that has the augmented string would have d+lm −1 different pieces. The other host will have lm −1 different pieces, totalling up to d + 2(lm − 1) differences. The worst case would occur when the insertions are spaced a distance lm apart. One such insertion would cause a difference of 2lm − 1 pieces. d such insertions would cause a difference of d(2lm − 1) pieces. When the insertions (so spaced) span the entire string, all the pieces are different on both the strings and thus the difference becomes 2(n − lm + 1) + d. Note that in this case, (2lm − 1)d exceeds 2(n − lm + 1) + d and thus, we have to resort to the min function for a tighter bound in the general case. Deletion is analogous, as deletion on one host can be considered as insertion on the other. A similar result can be derived for replacements.



115



Corollary 2 If d edits are made on σB , then the upper bound on the number of symmetrical differences between the multi-sets A and B can always be expressed as



∆AB ≤ 2lm d Proof We shall prove the result by induction. We have to prove the statement



P (d) : ∆AB ≤ 2lm d For d = 1, implying that we have either an insertion, deletion or replacement on σB , we observe that the maximum number of pieces that can be affected on one host is lm , so ∆AB can not be more than 2lm . We now have to show that if P (d1 ) holds, P (d1 + 1) also holds. As has been noted in the proof of Theorem 5, a single general edit operation cannot affect more than lm pieces of the corresponding multi-set and consequently, cannot increase ∆AB by more than 2lm pieces.



Thus, the number of elements in the multi-sets affected by such edits is linear in the number of edits performed. Corollary 3 The amount of communication used by STRING-RECON to reconcile binary strings
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differing in e edits using masks of length lm is bounded by COMM ≤ 2(b + 1)m + b + bmA + m + k +



mlm + log(R1 R2 )bits



where the symbols have the same meaning as in Appendix A.0.3 and R1 and R2 are the total number of Eulerian cycles for the modified de Bruijn digraphs at hosts A and B respectively. Proof By adding the symmetric difference between the sets bound of Theorem 5, number of bits transmitted using the probabilistic algorithm in [17] bounded above by 2(b + 1)m + b + bmA + m + k, the actual pieces corresponding to the hashes reconciled (mA lm , mB lm bits) and the index of the actual Eulerian cycle corresponding to each host (upper bounded by log(R1 ) + log(R2 ) bits) the result follows.
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