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Decentralized Supervisory Control with Conditional Decisions: Supervisor Existence Tae-Sic Yoo, Member, IEEE, and St´ephane Lafortune, Fellow, IEEE



Abstract— Most of the results on decentralized supervisory control are based on supervisors that make unconditional decisions: “enable” and “disable”. In this paper, we introduce and study the properties of decentralized supervisory control architectures where supervisors are allowed to make conditional decisions in addition to unconditional decisions. The conditional decisions we consider are of the form: “enable if nobody disables” and “disable if nobody enables”. We characterize the notion of conditional coobservability that appears in the necessary and sufficient conditions for the existence of supervisors in the context of such control architectures. This condition relaxes the previous notions of coobservability for unconditional architectures. The key properties of conditional coobservability are studied. We develop a polynomial-time algorithm for verifying the notion of conditional coobservability. A polynomial-time method of partitioning the controllable events between “enable by default” and “disable by default” is presented. Index Terms— Discrete-event systems, decentralized supervisory control, conditional decision.



I. I NTRODUCTION In decentralized systems, information and control responsibilities are distributed among the different local agents of the system. Based on their own information, these agents make control decisions that act in concert to induce the desired behavior of the decentralized system. Communication networks, integrated sensor networks, and networked control systems are characterized by the presence of such multiple decentralized agents interacting with each other in order to accomplish a common set of objectives. In this paper, we consider decentralized control problems for multi-agent systems that are posed in the framework of the theory of supervisory control of discrete-event systems (cf. [1] and [2]). In the decentralized control architecture originally studied in supervisory control [3, 4], the control actions of local agents (supervisors) are fused using union of locally disabled events. We refer to this architecture as the architecture with disabling decisions or simply the disabling architecture.1 Most of the results on decentralized supervisory control are based on this architecture [3, 4, 6–18]. This research was supported in part by NSF grant CCR-0082784. T. Yoo is with Argonne National Laboratory, Idaho Falls, ID 83403-2528, U.S.A., [email protected] S. Lafortune is with Department of Electrical Engineering and Computer Science, The University of Michigan, 1301 Beal Avenue, Ann Arbor, MI 48109–2122, U.S.A., [email protected]; www.eecs.umich.edu/umdes The major part of this work was done when the first author was at the University of Michigan as a Ph.D. student. 1 The architecture with disjunctive fusion of locally disabled events is equivalent to one with conjunctive fusion of locally enabled events. In [5], the disabling architecture is described with the conjunctive fusion of locally enabled events and referred to as the conjunctive architecture.



Recent works have considered decentralized supervision with different types of decisions [5, 19, 20]. In [5], a generalized form of the disabling architecture is considered. This architecture is described with a fixed combination of the conjunctive and disjunctive fusions of locally enabled events and referred to as the general architecture. Another way to describe the general architecture of [5] is as one where supervisors make local “enable” and “disable” decisions and where the control actions of the set of supervisors are fused using union of locally enabled and union of locally disabled events. The local “enable” and “disable” decisions are accepted globally whenever these are issued by local supervisors. Hence, we refer to “enable” and “disable” decisions as unconditional decisions. Under this architecture, we decide a priori that some controllable events should be disabled and the remaining ones should be enabled if at a given point no local decision is made over these events by any supervisor. This is the role of the partition of the set of controllable events, Σc , into Σc,e and Σc,d that is described in [5]. In this paper, we refer to the architecture of [5] as the architecture with unconditional decisions or simply the unconditional architecture. It has been demonstrated in [5] that the unconditional architecture is more powerful in general than either the disabling architecture or the enabling architecture when there are events that are controllable by two or more supervisors. In [20], in addition to unconditional decisions, supervisors are allowed to make a conditional decision: “enable if nobody disables”. Under this architecture, (i) if one supervisor issues the decision “enable if nobody disables” and no other supervisor disables the event, then indeed the event will be enabled; and (ii) a controllable event is disabled by default if there is no local decision (conditional or unconditional) over the event. We refer to this architecture as the architecture with conditional enabling decisions or simply the conditionalenabling architecture. The conditional-enabling architecture is more powerful than the architecture with unconditional decisions in the sense that a relaxed version of the notion of coobservability of [5] appears in the necessary and sufficient conditions for the existence of a set of supervisors that achieves a given desired language [20]. In this paper, we further develop and extend the approach of [20] and consider a decentralized control architecture where supervisors are allowed to make four decisions: “enable”, “disable”, “enable if nobody disables”, and “disable if nobody enables”. Similarly to the unconditional architecture of [5], we decide a priori that some controllable events should be disabled by default and the remaining controllable events should be enabled by default if no local decision (of any of
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the four above types) is made over those events. We refer to this architecture as the architecture with conditional decisions or simply the conditional architecture. In summary, the list of the architectures and types of decisions which are reviewed or investigated in this paper is: • Disabling (or conjunctive) architecture; “disable” [3, 4]. • Enabling (or disjunctive) architecture; “enable” [5]. • Unconditional (or general) architecture; “disable” and “enable” [5]. • Conditional-enabling architecture; “disable”, “enable”, and “enable if nobody disables” [20]. • Conditional-disabling architecture; “disable”, “enable”, and “disable if nobody enables” [this paper]. • Conditional architecture; “disable”, “enable”, “enable if nobody disables”, and “disable if nobody enables” [this paper]. The organization and contributions of this paper are as follows. 1) The conditional architectures for decentralized supervisory control are introduced in Section III. 2) Given a partition of the set of controllable events, we characterize the necessary and sufficient conditions for the existence of supervisors that achieve a given desired language in the context of the conditional architectures. For this purpose, we introduce three notions of conditional coobservability in Section IV. 3) In Section V, we compare the classes of languages achievable under the unconditional, conditionalenabling, conditional-disabling, and conditional architectures. In general, the class of languages achievable under the conditional architecture strictly includes those of the conditional-enabling and conditional-disabling architectures, when there are events that are controllable by two or more supervisors. 4) In Section VI, a polynomial-time algorithm for verifying conditional coobservability is developed. Moreover, a polynomial-time technique to partition the set of controllable events in the conditional architecture is presented. These results build upon the original results in [11] about C&P coobservability. 5) In Section VII, we present a motivating example illustrating the applicability of the conditional architecture. The control problem presented in the example can be solved by the conditional architecture but not by the other architectures mentioned in this paper. We shall assume some familiarity with supervisory control theory in the rest of this paper. For introductory material, the reader is directed to Chapter 3 of [21]. In the companion paper [22] and technical report [23], we explore the issue of synthesizing supervisors realizing the local decision rules developed in this paper. II. P RELIMINARIES Let us consider the decentralized control architecture depicted in Fig. 1 where n supervisors, denoted by SP1 , . . . , SPn , jointly control a system G by each observing subsets of the set of observable events Σo (denoted by Σo,i ) and controlling



subsets of the set of controllable events Σc (denoted by Σc,i ) in order to achieve a desired behavior K ⊆ L(G) ⊆ Σ∗ . The blocks Pi , i = 1, . . . , n, in the figure denote projection operations from Σ∗ to Σ∗o,i . We denote by Σuo = Σ \ Σo and Σuc = Σ \ Σc , the unobservable and uncontrollable event sets, respectively. We assume at the outset that the controllable event sets Σc,i , i = 1, . . . , n, are not mutually disjoint. The “Decision Fusion” block in Fig. 1 is assumed to be a simple memoryless boolean function that supports the four types of control actions of the local supervisors that are considered in this paper (namely, “enable”, “disable”, “enable if nobody disable”, and “disable if nobody enables”). We do not consider more complicated decision fusion blocks (with memory), such as “coordinators” that would receive state estimates from local supervisors, process them in some manner (e.g., intersection), and then compute on-line or read in a look-up table the appropriate control action (cf. the coordinator used for failure diagnosis in [24], which could easily be adapted to perform supervisory control, and the coordinator used for modular control in [25]). Architectures that use such coordinators are as powerful as a centralized architecture (cf. Protocol 1 of [24]). In contrast, our objective in this paper is to study the properties of decentralized architectures with the simplest possible types of fusion of local decisions. Moreover, we are interested in decentralized fusion rules, namely, in fusion rules that can be implemented independently at each of the actuators corresponding to the controllable events. (This point will become clear in later sections.)
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C&P coobservability is a key component of the necessary and sufficient conditions for the existence of a decentralized control system that exactly achieves the desired behavior in the context of the disabling (or conjunctive) architecture, namely when supervisors make “disable” decisions only and a controllable event is enabled by default if there is no “disable” decision over that event by any supervisor [3, 4, 10]. We follow the notation that is presented in [6, 21] for recalling the definition of C&P coobservability. Let Pi be the projection operation from Σ∗ to Σ∗o,i , Pi−1 (s) := {s0 ∈ Σ∗ : Pi (s0 ) = s}, and let Ic (σ) := {i : σ ∈ Σc,i }. Let us also define the estimation set Ei (s) := Pi−1 Pi (s) ∩ K. Definition 1: A language K ⊆ M = M is said to be C&P coobservable w.r.t. M , Σo,1 , Σc,1 ,. . ., Σo,n , Σc,n , if ∀s ∈ K and ∀σ ∈ Σc = ∪ni=1 Σc,i s.t. sσ ∈ M \ K, there exists
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i ∈ Ic (σ) s.t. Ei (s)σ ∩ K = ∅. C&P coobservability is for the conjunctive (or disabling) architecture. The “C” in C&P coobservability refers to the conjunctive fusion rule for locally enabled controllable events. The “P” refers to the permissive decision strategy taken by local supervisors if there is insufficient local knowledge to determine the correct control action. The permissive local decision rule implies that the default control action for a supervisor under insufficient information is to “enable” an event. The intuitive meaning of the permissive rule is to disable illegal continuation σ after trace s only if some local supervisor i has sufficient information to determine with certainty based on an “estimate” of the behavior so far, Ei (s) = Pi−1 Pi (s)∩K, that disabling σ will not prevent anything in K. Alternatively, we recast the above discussion as follows: (i) supervisors only use “disable” decisions (hence the name disabling architecture); (ii) if a supervisor has insufficient information to issue a “disable” decision for an event, then it does not issue any decision; (iii) the default for the decision fusion block in Fig. 1 is to enable events for which no decision is received from any supervisor. In [5], we considered another decentralized control architecture where the “disable” decision is replaced by the “enable” decision and a controllable event is disabled by default if there is no “enable” decision over that event by any supervisor. The analogue of C&P coobservability for this enabling architecture is called D&A coobservability and it is defined as follows [5]. Definition 2: A language K ⊆ M = M is said to be D&A coobservable w.r.t. M , Σo,1 , Σc,1 ,. . ., Σo,n , Σc,n , if ∀s ∈ K and ∀σ ∈ Σc = ∪ni=1 Σc,i s.t. sσ ∈ K, there exists i ∈ Ic (σ) s.t. Ei (s)σ ∩ M ⊆ K. The “D” in D&A coobservability stands for disjunctive because D&A coobservability is formulated for the disjunctive (or enabling) architecture. Furthermore, the “A” in D&A coobservability stands for antipermissive because we can interpret the enabling architecture as one where individual events are always “not enabled” by a local supervisor whenever that supervisor is unsure if the events should be enabled. The intuitive meaning of the antipermissive rule is to permit the occurrence of a controllable event after a trace s has occurred only if some local supervisor i has sufficient information to determine with certainty based on an “estimate” of the behavior so far, Ei (s) = Pi−1 Pi (s) ∩ K, that enabling the controllable event will be legal. Alternatively, we recast the above discussion as follows: (i) supervisors only use “enable” decisions (hence the name enabling architecture); (ii) if a supervisor has insufficient information to issue an “enable” decision for an event, then it does not issue any decision; (iii) the default for the decision fusion block in Fig. 1 is to disable events for which no decision is received from any supervisor. As was mentioned in the introduction, the unconditional architecture introduced in [5] can be viewed as one where the individual supervisors are allowed to make both “disable” and “enable” decisions. Under this architecture, we decide a priori that some controllable events should be disabled by default (corresponding to the set Σc,d ) and the remaining controllable



events should be enabled by default (corresponding to the set Σc,e ), if there is no decision over those events by any supervisor. These two sets Σc,d and Σc,e form a partition of Σc . This control architecture is more powerful than both the enabling and disabling architectures in the sense that a relaxed version of coobservability appears in the necessary and sufficient conditions for the existence of a set of supervisors that achieves a given desired language [5]. In order to present this relaxed version of coobservability, let us define the following sets of events: For i ∈ {1, . . . n}, Σc,e,i := Σc,i ∩ Σc,e and Σc,d,i := Σc,i ∩ Σc,d , where Σc,e ∩ Σc,d = ∅ and Σc,e ∪ Σc,d = Σc . We will denote this partitioning by Σc,d ∪˙ Σc,e = Σc hereafter. Σc,e,i is the set of locally controllable events whose default setting is enablement while Σc,d,i is the set of locally controllable events whose default setting is disablement. The notions of C&P and D&A coobservability are generalized in [5] to embrace the partition of Σc ; the resulting notion is called “coobservability” for the sake of simplicity. Definition 3: A language K ⊆ M = M is said to be coobservable w.r.t. M , Σo,1 , Σc,d,1 , Σc,e,1 , Σo,2 , Σc,d,2 , Σc,e,2 ,. . ., Σo,n , Σc,d,n , Σc,e,n , if the following two conditions hold: 1. K is C&P coobservable w.r.t. M, Σo,1 , Σc,e,1 , . . . , Σo,n , Σc,e,n , and 2. K is D&A coobservable w.r.t. M, Σo,1 , Σc,d,1 , . . . , Σo,n , Σc,d,n . III. C ONDITIONAL A RCHITECTURE In the unconditional architecture reviewed in the preceding section, the role of local supervisors is to decide which locally controllable events should be enabled and disabled. In this section, we consider a decentralized control architecture where supervisors are allowed to make conditional decisions: “enable if nobody disables” and “disable if nobody enables”. Consequently, the components of the decisions of local supervisors are “enable”, “disable”, “enable if nobody disables”, and “disable if nobody enables”. That is, SPi : Pi (Σ∗ ) → 2Σc,i × 2Σc,i × 2Σc,i × 2Σc,i , where SPi (Pi (s)) = (ei (Pi (s)), di (Pi (s)), eci ((Pi (s)), dci (Pi (s))), for i ∈ {1, . . . , n}. Hence, ei (Pi (s)), di (Pi (s)), eci (Pi (s)), and dci (Pi (s)), represent the “enable”, “disable”, “enable if nobody disables”, and “disable if nobody enables” decisions of the ith local supervisor, respectively. This architecture is called the conditional architecture. The joint control action of local supervisors SP1 , . . ., SPn is denoted by Sf c . For the Sf c supervisor, fc stands for “Fusion of decentralized unconditional and Conditional decisions”. Since Sf c is a joint action of local supervisors, the domain of Sf c is P (Σ∗ ) and the role of Sf c is to issue global “enable” and “disable” decisions. That is, Sf c : P (Σ∗ ) → 2Σc × 2Σc , Sf c (P (s)) = (e(P (s)), d(P (s))),
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where e(P (s)) and d(P (s)) are global “enable” and “disable” decisions, respectively, which are defined as follows. For σ ∈ Σc , Sn [σ ∈ e(P (s))] Sn⇔ [σ ∈ i=1 ei (Pi (s))]∨ Sn [σ ∈ i=1 eci (PS / i=1 di (Pi (s))], i (s)) ∧ σ ∈ (1) n [σ ∈ d(P (s))] Sn⇔ [σ ∈ i=1 di (Pi (s))]∨ Sn [σ ∈ i=1 dci (Pi (s)) ∧ σ ∈ / i=1 ei (Pi (s))].



Equation (1) implies that a global “enable” decision is issued whenever (i) there is a local “enable” decision or (ii) some supervisor issues an “enable if nobody disables” decision and no supervisor issues a “disable” decision. Similarly, a global “disable” decision is issued whenever (i) there is a local “disable” decision or (ii) some supervisor issues a “disable if nobody enables” decision and no supervisor issues an “enable” decision. Hence, unconditional decisions always override conditional decisions. The first eight cases in Table I summarize the effect of the fusion rule described by (1) in the conditional architecture. The situation where a controllable event is globally enabled and disabled simultaneously (case 11 in Table I) needs to be avoided. For this purpose, we say that Sf c is controlnonconflicting w.r.t. L(G), K, and Σc , if for all s ∈ K and σ ∈ Σc such that sσ ∈ L(G),



The marked language is defined as usual: Lm (Sf c /G) = L(Sf c /G) ∩ Lm (G). While equation (2) is technically consistent for supervisors Sf c that are control-conflicting, this situation is not acceptable in the architecture under consideration. Therefore, we shall require that the supervisors be control-nonconflicting; the supervisors that will be synthesized in Section IV will satisfy that property. Figure 2 shows a conceptual implementation of the conditional architecture. Each supervisor makes local unconditional and conditional decisions over locally controllable events and sends those to each corresponding actuator. Actuators collect the local decisions and perform appropriate fusions with the given default actions according to the rules summarized in Table I and feedback the fused global decisions to the system.
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σ∈ / e(P (s)) ∩ d(P (s)). Similar to the unconditional architecture of [5] briefly reviewed in Section II, we decide a priori that some controllable events should be disabled by default (corresponding to the set Σc,d ) and the remaining controllable events should be enabled by default (corresponding to the set Σc,e ), if there is no decision over those events by any supervisor. Cases 9 and 10 of Table I summarize this situation. When a supervisor does not issue “enable”, “disable”, “disable if nobody enables” or “enable if nobody disables” decisions over a locally controllable event σ, we denote this situation by “no decision over σ”. When all supervisors controlling σ issue “no decision over σ”, σ is disabled by default if σ ∈ Σc,d or enabled by default if σ ∈ Σc,e . Note that the fusion rule of the unconditional architecture studied in [5] can be summarized with Table I without cases 3 to 8. With this in mind, we define the prefix-closed language L(Sf c /G) generated in the context of the conditional architecture as follows: 1. 2.



 ∈ L(Sf c /G); sσ ∈ L(Sf c /G) ⇔ [s ∈ L(Sf c /G)] ∧ [sσ ∈ L(G)] ∧ [{σ ∈ Σuc } ∨ {(σ ∈ Σc,d ) ∧ (σ ∈ e(P (s))})}∨ {(σ ∈ Σc,e ) ∧ (σ ∈ / d(P (s))}].
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Under the above formulation, the problem addressed in this paper is the following: (P) Given automaton G modeling the uncontrolled behavior, automaton H representing the desired behavior, and local supervisors equipped with Σc,i , Σo,i , i ∈ {1, . . . , n}, respectively, find necessary and sufficient conditions for the existence of a partition of Σc = Σc,e ∪˙ Σc,d and of a nonblocking and control-nonconflicting supervisor Sf c such that Lm (Sf c /G) = Lm (H) and L(Sf c /G) = Lm (H).



(2)



The implication of above definition is that a feasible transition σ after trace s can occur if any of the following three cases is satisfied: • σ is uncontrollable; • σ is disabled by default (σ ∈ Σc,d ) but it is globally enabled (σ ∈ e(P (s))); • σ is enabled by default (σ ∈ Σc,e ) and it is not globally disabled (σ ∈ / d(P (s))).



IV. S UPERVISOR E XISTENCE R ESULT FOR F IXED PARTITION OF Σc In this section, we fix the partition of Σc and investigate the problem of the existence of a supervisor Sf c that achieves the desired behavior exactly without blocking and controlconflicting for this fixed partition. This partly answers the question posed in (P). Later, in Section VI, we answer the issue of partitioning Σc into Σc,e and Σc,d and complete the answer to (P).
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Case 1 2 3 4 5 6 7 8 9 10 11



Local decision 1 enable σ disable σ enable σ if nobody disables enable σ if nobody disables enable σ if nobody disables disable σ if nobody enables disable σ if nobody enables disable σ if nobody enables no decision over σ no decision over σ σ ∈ e(P (s))



σ σ σ σ σ σ



Local decision 2 no decision over σ no decision over σ enable σ disable σ no decision over σ enable σ disable σ no decision over σ no decision over σ no decision over σ σ ∈ d(P (s))



Global decision enable σ disable σ enable σ disable σ enable σ enable σ disable σ disable σ disable σ if σ ∈ Σc,d enable σ if σ ∈ Σc,e control-conflict if sσ ∈ L(G)



TABLE I L OCAL DECISIONS AND THEIR FUSION IN THE CONDITIONAL ARCHITECTURE



A. Architectures with Conditional-Enabling or ConditionalDisabling Decisions In order to address the issue of the existence of Sf c for a fixed partition, we first focus on two special cases of the conditional architecture: the conditional-enabling architecture and the conditional-disabling architecture. The conditionalenabling architecture is considered in [20] and corresponds to cases 1, 2, 3, 4, 5, and 9 in Table I. Under this architecture, in addition to unconditional decisions (cases 1 and 2), supervisors are allowed to make a conditional decision (cases 3, 4, and 5): “enable if nobody disables”. A controllable event is disabled by default if there is no local decision (conditional or unconditional) over the event (case 9 with Σc,d = Σc ). The conditional-enabling architecture is more powerful than the unconditional architecture in the sense that a relaxed version of the notion of coobservability in Definition 3 appears in the necessary and sufficient conditions for the existence of a set of supervisors that achieves a given desired language [20]. This notion was called “EDF-partitionability” in [20]. In this paper, we call this notion “conditional D&A coobservability”. We now describe this notion. Let us denote the joint control action of local supervisors by Sf ce , where fce stands for “Fusion of decentralized unconditional decisions and Conditional-Enabling decisions”. Then, the global fusion of local decisions in (1) is simplified as follows: Sn [σ ∈ e(P (s))] Sn⇔ [σ ∈ i=1 ei (Pi (s))]∨ Sn [σ ∈ i=1 eci (PS / i=1 di (Pi (s))], (3) i (s)) ∧ σ ∈ n [σ ∈ d(P (s))] ⇔ [σ ∈ i=1 di (Pi (s))]. The default control action of controllable events is fixed as follows: Σc,d = Σc and Σc,e = ∅.



The prefix-closed language L(Sf ce /G) generated in the context of the conditional-enabling architecture is simplified as follows: 1. 2.



 ∈ L(Sf ce /G); sσ ∈ L(Sf ce /G) ⇔ [s ∈ L(Sf ce /G)]∧ [sσ ∈ L(G)] ∧ [{σ ∈ Σuc } ∨ {σ ∈ e(P (s))}].



(4)



Conditional D&A coobservability for the conditional-enabling architecture is formally defined below. Definition 4: A language K ⊆ M = M is said to be conditionally D&A coobservable w.r.t. M , Σo,1 , Σc,1 ,. . ., Σo,n , Σc,n , if ∀s ∈ K and ∀σ ∈ Σc = ∪ni=1 Σc,i s.t. sσ ∈ K, (∃i ∈ Ic (σ))[CE] where CE denotes the following condition: (∀si σ ∈ Ei (s)σ∩(M \K))[∃j ∈ Ic (σ) s.t. Ej (si )σ∩K = ∅]. The CE condition implies that for each illegal controllable continuation σ that the ith supervisor estimates, there is a supervisor that can ensure that this continuation with σ is illegal. That is, the ith supervisor can infer that there is a supervisor (labelled j) that can disable σ with certainty. Therefore, the “enable if nobody disables” decision can be used for a possible legal continuation sσ. In other words, conditional D&A coobservability roughly implies the following: if σ is a legal controllable continuation, there exists a local supervisor that can infer that it is safe to enable σ conditionally when it cannot be enabled unconditionally. Under the dual conditional-disabling architecture, supervisors have three types of decisions to choose from: “enable”, “disable”, and “disable if nobody enables”. This architecture corresponds to cases 1, 2, 6, 7, 8, and 10 in Table I. Let us denote the joint control action of local supervisors by Sf cd , where fcd stands for “Fusion of decentralized unconditional decisions and Conditional-Disabling decisions”. Then, the global fusion of local decisions in (1) is simplified as follows: Sn [σ ∈ e(P (s))] ⇔ [σ ∈ Si=1 ei (Pi (s))], n [σ ∈ d(P (s))] (5) Sn Sn ⇔ [σ ∈ i=1 di (Pi (s))]∨ / i=1 ei (Pi (s))]. [σ ∈ i=1 dci (Pi (s)) ∧ σ ∈ The default control action of controllable events is fixed as follows: Σc,e = Σc and Σc,d = ∅. The prefix-closed language L(Sf cd /G) generated in the context of the conditional-disabling architecture is simplified as
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follows: 1.  ∈ L(Sf cd /G); 2. sσ ∈ L(Sf cd /G) ⇔ [s ∈ L(Sf cd /G)]∧ [sσ ∈ L(G)] ∧ [{σ ∈ Σuc } ∨ {σ ∈ / d(P (s))}].



(6)



With these notions in hand, we define conditional C&P coobservability for the conditional-disabling architecture, the analogue of conditional D&A coobservability for the conditional-enabling architecture. Definition 5: A language K ⊆ M = M is said to be conditionally C&P coobservable w.r.t. M , Σo,1 , Σc,1 ,. . ., Σo,n , Σc,n , if ∀s ∈ K and ∀σ ∈ Σc = ∪ni=1 Σc,i s.t. sσ ∈ L(G) \ K, (∃i ∈ Ic (σ))[CD] where CD denotes the following condition: (∀si σ ∈ Ei (s)σ ∩ K)[∃j ∈ Ic (σ) s.t. Ej (si )σ ∩ M ⊆ K]. The CD condition implies that for each legal controllable continuation σ that the ith supervisor estimates, there is a supervisor that can ensure that this continuation with σ is legal. That is, the ith supervisor can infer that there is a supervisor (labelled j) that can enable σ with certainty. Therefore, the “disable if nobody enables” decision can be applied for a possible illegal continuation sσ. Conditional C&P coobservability roughly implies the following: if σ is an illegal controllable continuation, there exists a local supervisor that can infer that σ can be disabled conditionally when it cannot be disabled unconditionally. B. Main Existence Result for Conditional Architecture We generalize conditional C&P and D&A coobservability to embrace the partition of Σc ; we call this generalized notion “conditional coobservability” for the sake of simplicity. Definition 6: A language K ⊆ M = M is said to be conditionally coobservable w.r.t. M , Σo,1 , Σc,d,1 , Σc,e,1 , Σo,2 , Σc,d,2 , Σc,e,2 ,. . ., Σo,n , Σc,d,n , Σc,e,n , if the following two conditions hold: 1. K is conditionally C&P coobservable w.r.t. M, Σo,1 , Σc,e,1 , . . . , Σo,n , Σc,e,n , and 2. K is conditionally D&A coobservable w.r.t. M, Σo,1 , Σc,d,1 , . . . , Σo,n , Σc,d,n . With this notion of conditional coobservability, the main existence result of the general architecture can be presented. Theorem 1: Consider the language K ⊆ Lm (G) where K 6= ∅ and consider a fixed partition of Σc such that Σc = Σc,d ∪˙ Σc,e . There exists a nonblocking and controlnonconflicting supervisor Sf c such that Lm (Sf c /G) = K and L(Sf c /G) = K iff the three following conditions hold: 1. K is controllable w.r.t. L(G) and Σuc , 2. K is conditionally coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , . . . , Σo,n , Σc,d,n , Σc,e,n , and 3. K is Lm (G)-closed. Proof: (⇒) Suppose that there exists a controlnonconflicting supervisor Sf c such that Lm (Sf c /G) = K and L(Sf c /G) = K. (Lm (G)-closure): Then, by the definition of Lm (Sf c /G), Lm (Sf c /G) = L(Sf c /G) ∩ Lm (G) ⇒



K = K ∩ Lm (G)



which is the Lm (G)-closure condition. (Controllability): Let s ∈ K, σ ∈ Σuc , and sσ ∈ L(G). Then, sσ ∈ L(Sf c /G) by the definition of L(Sf c /G) = K. In terms of languages, we have KΣuc ∩ L(G) ⊆ K, which is the controllability condition. (Conditional coobservability): Assume that K is not conditionally coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , . . ., Σo,n , Σc,d,n , Σc,e,n . This implies that K is not conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,e,1 , . . ., Σo,n , Σc,e,n , or K is not conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , . . ., Σo,n , Σc,d,n . (I) Assume that K is not conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,e,1 , . . ., Σo,n , Σc,e,n . This implies that there exist s ∈ K and σ ∈ Σc,e such that sσ ∈ L(G) \ K and, for all i ∈ Ic (σ), (∃si σ ∈ Ei (s)σ ∩ K) [∀j ∈ Ic (σ), Ej (si )σ ∩ L(G) 6⊆ K].



(7)



Since it is assumed that there exists a control-nonconflicting supervisor Sf c such that Lm (Sf c /G) = K and L(Sf c /G) = K, and σ ∈ Σc,e , we have σ ∈ d(P (s)). Then, from (1) we have that n n n [ [ [ [σ ∈ di (Pi (s))]∨[σ ∈ dci (Pi (s)) ∧ σ ∈ / ei (Pi (s))]. i=1



i=1



i=1



From (7), we know that for all i ∈ Ic (σ) there exists si ∈ K such that [Pi (si ) = Pi (s)] ∧ [si σ ∈ K]. We consider twoScases: n Case 1: (σ ∈ i=1 di (Pi (s))) implies that there exists l ∈ Ic (σ) such that σ ∈ dl (Pl (s)). Since σ ∈ dl (Pl (s)) = dl (Pl (sl )), we have σ ∈ d(P (sl )). Since Sf c is controlnonconflicting and sl σ ∈ K ⊆ L(G), we get σ ∈ / e(P (sl )). With σ ∈ d(P (sl )) and σ ∈ / e(P (sl )), we get sl σ ∈ / is a contradiction. L(Sf c /G) = K. This Sn Sn Case 2: (σ ∈ i=1 dci (Pi (s)) and σ ∈ / i=1 ei (Pi (s))) implies that there exists l ∈ Ic (σ) such that σ ∈ dcl (Pl (s)). Since σ ∈ dcl (Pl (s)) = dcl (Pl (sl )), we have σ∈



n [



dci (Pi (sl )).



(8)



i=1



With the assumption of the existence of a controlnonconflicting supervisor that achieves the desired language / d(P (sl )). That is, exactly and sl σ ∈ K, we have σ ∈ Sn [σ 6∈ i=1 dSi (Pi (sl ))] ∧ Sn (9) n [σ 6∈ i=1 dci (Pi (sl )) ∨ σ ∈ i=1 ei (Pi (sl ))].



With (8), (9) becomes [σ 6∈



n [



i=1



di (Pi (sl ))] ∧ [σ ∈



n [



ei (Pi (sl ))].



i=1



This implies that there exists j ∈ Ic (σ) such that σ ∈ ej (Pj (sl )).
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Moreover, from (7), we have that there exists sl,j ∈ K such that [Pj (sl,j ) = Pj (sl )] ∧ [sl,j σ ∈ L(G) \ K].



Moreover, from (10), we have that, there exists sl,j ∈ K such that [Pj (sl,j ) = Pj (sl )] ∧ [sl,j σ ∈ K].



Then, we have



Then, we have σ ∈ ej (Pj (sl )) = ej (Pj (sl,j )).



σ ∈ dj (Pj (sl )) = dj (Pj (sl,j )).



Consequently, we get σ∈



Consequently, we get n [



ei (Pi (sl,j )),



σ∈



i=1



(∃si σ ∈ Ei (s)σ ∩ L(G) \ K) [∀j ∈ Ic (σ), Ej (si )σ ∩ K 6= ∅].



(10)



Since it is assumed that there exists a control-nonconflicting supervisor Sf c such that Lm (Sf c /G) = K and L(Sf c /G) = K, and σ ∈ Σc,d , we have σ ∈ e(P (s)). Then, we have [σ ∈



ei (Pi (s))]∨[σ ∈



i=1



n [



eci (Pi (s)) ∧ σ ∈ /



i=1



n [



di (Pi (s))].



i=1



From (10), we know that for all i ∈ Ic (σ) there exists si ∈ K such that [Pi (si ) = Pi (s)] ∧ [si σ ∈ L(G) \ K]. We consider twoScases: n Case 1: (σ ∈ i=1 ei (Pi (s))) implies that there exists l ∈ Ic (σ) such that σ ∈ el (Pl (s)). Since σ ∈ el (Pl (s)) = el (Pl (sl )), we have σ ∈ e(P (sl )). Since Sf c is controlnonconflicting and sl σ ∈ L(G), we get σ ∈ / d(P (sl )). With σ ∈ e(P (sl )) and σ ∈ / d(P (sl )), we get sl σ ∈ L(Sf c /G) = K. This contradicts Snsl σ ∈ L(G) \ K. Sn Case 2: (σ ∈ i=1 eci (Pi (s)) and σ ∈ / i=1 di (Pi (s))) implies that there exists l ∈ Ic (σ) such that σ ∈ ecl (Pl (s)). Since σ ∈ ecl (Pl (s)) = ecl (Pl (sl )), we have σ∈



n [



di (Pi (sl,j )),



i=1



which implies that σ ∈ e(P (sl,j )) and sl,j σ ∈ L(Sf c /G). Since sl,j σ ∈ L(G) \ K and Sf c is supposed to achieve the desired language exactly, we get a contradiction. (II) Now assume that K is not conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , . . ., Σo,n , Σc,d,n . This implies that there exist s ∈ K and σ ∈ Σc,d such that sσ ∈ K and, for all i ∈ Ic (σ),



n [



n [



eci (Pi (sl )).



(11)



i=1



With the assumption of the existence of control-nonconflicting supervisor that achieves the desired language exactly and / e(P (sl )). That is, sl σ ∈ L(G) \ K, we have σ ∈



which implies that σ ∈ d(P (sl,j )) and sl,j σ 6∈ L(Sf c /G). Since sl,j σ ∈ K and Sf c is supposed to achieve the desired language exactly, we get a contradiction. (⇐) For s ∈ K, define local decision rules as follows: For all i ∈ {1, . . . , n}, SPf ic (Pi (s)) = (efi c (Pi (s)), dfi c (Pi (s)), ecfi c (Pi (s)), dcfi c (Pi (s))) where efi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, Ei (s)σ ∩ L(G) ⊆ K}, dfi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, Ei (s)σ ∩ K = ∅}, ecfi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, ∀si σ ∈ Ei (s)σ ∩ (L(G) \ K), ∃j ∈ Ic (σ) s.t. Ej (si )σ ∩ K = ∅}, dcfi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, ∀si σ ∈ Ei (s)σ ∩ K, ∃j ∈ Ic (σ) s.t. Ej (si )σ ∩ L(G) ⊆ K}.



(13)



Now let us show that Sf c (P (s)) = (e(P (s)), d(P (s))) is control-nonconflicting w.r.t. L(G), K, and Σc . Suppose that sσ ∈ L(G). For the sake of contradiction, let us assume that σ ∈ e(P (s)) ∩ d(P four cases. Sn Sn(s)). We must consider Case 1: (σ ∈ i=1 efi c (Pi (s)) ∩ i=1 dfi c (Pi (s))) implies Sn Sn σ ∈ i=1 efi c (Pi (s)) and σ ∈ i=1 dfi c (Pi (s)), which leads to sσ ∈ K and sσS∈ / K, respectively. This isS a contradiction. n n Case 2: (σ ∈ i=1 ecfi c (Pi (s)) ∧ σ 6∈ i=1 dfi c (Pi (s)) Sn f c Sn fc and σ ∈ i=1 dci (Pi (s)) ∧ σ 6∈ i=1 ei (Pi (s))) Suppose Sn that sσ ∈ L(G) \ K. Then, from σ ∈ i=1 ecfi c (Pi (s)) and sσ ∈ L(G) \ K, we get (∃j ∈ Ic (σ))[Ej (s)σ ∩ K = ∅]. Sn fc This implies that σ ∈ i=1 di (Pi (s)) and it is a contradiction. Now suppose that sσ ∈ K. Then, from σ ∈ S n fc i=1 dci (Pi (s)) and sσ ∈ K, we get



(∃j ∈ Ic (σ))[Ej (s)σ ∩ L(G) ⊆ K]. Sn n n n This implies that σ ∈ i=1 efi c (Pi (s)) and it is a contradic[ [ [ di (Pi (sl ))]. tion. eci (Pi (sl )) ∨ σ ∈ ei (Pi (sl ))]∧[σ 6∈ [σ 6∈ i=1 i=1 i=1 The other cases that cause control-conflict are: (12) Sn Sn Case 3: (σ ∈ i=1 efi c (Pi (s)) ∧ σ ∈ i=1 dcfi c (Pi (s))∧ With (11), (12) becomes Sn f c n n σ 6∈ i=1 ei (Pi (s))) and [ [ Sn Sn di (Pi (sl ))]. ei (Pi (sl ))] ∧ [σ ∈ [σ 6∈ Case 4: (σ ∈ i=1 dfi c (Pi (s)) ∧ σ ∈ i=1 ecfi c (Pi (s))∧ Sn i=1 i=1 σ 6∈ i=1 dfi c (Pi (s))). This implies that there exists j ∈ Ic (σ) such that These cases yield trivial contradictions. Therefore, Sf c (P (s)) σ ∈ dj (Pj (sl )). is control-nonconflicting w.r.t. L(G), K, and Σc .
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With SPf ic constructed above, we now prove that L(Sf c /G) = K. Then, the Lm (G)-closure condition will imply that Lm (Sf c /G) = K. The proof is done by induction on the length of the traces in the two languages K and L(Sf c /G). (Base of induction): The base case is for  ∈ Σ∗ . By definition of L(Sf c /G),  ∈ L(Sf c /G). Since K 6= ∅ by the assumption,  ∈ K. Thus the base case holds. (Induction Hypothesis): Assume for all traces such that |s| ≤ n, s ∈ L(Sf c /G)



iff s ∈ K.



(∃j ∈ Ic (σ))[Ej (s)σ ∩ L(G) ⊆ K].



(Induction Step): We now prove that for all σ ∈ Σ, sσ ∈ L(Sf c /G)



iff



sσ ∈ K



where |s| = n.



(I) Let sσ ∈ L(Sf c /G). By the definition of L(Sf c /G), this implies that [s ∈ L(Sf c /G)] ∧ [sσ ∈ L(G)]∧ [{σ ∈ Σuc } ∨ {(σ ∈ e(P (s))) ∧ (σ ∈ Σc,d )}∨ {(σ ∈ / d(P (s))) ∧ (σ ∈ Σc,e )}]



(14)



using the induction hypothesis. We examine the three following cases. Case 1: (σ ∈ Σuc ) Controllability immediately yields sσ ∈ K from (14). Case 2: (σ ∈ Σc,e ) Assume sσ ∈ / K. This implies that sσ ∈ L(G) \ K. By conditional C&P coobservability of K w.r.t. L(G), Σo,1 , Σc,e,1 ,. . ., Σo,n , Σc,e,n , there exists l ∈ Ic (σ) s.t. (∀sl σ ∈ El (s)σ ∩ K)[∃j ∈ Ic (σ) s.t. Ej (sl )σ ∩ L(G) ⊆ K]. Then, by local decision rule (13), we get σ ∈ dcfl c (Pl (s)). SinceSsσ ∈ L(G) \ K, by local decision rule (13), we also get n σ 6∈ i=1 efi c (Pi (s)). Therefore, we have σ ∈ d(P (s)). This implies that sσ ∈ / L(Sf c /G) and this is a contradiction. Case 3: (σ ∈ Σc,d ) Then, (14) becomes [s ∈ K] ∧ [sσ ∈ L(G)] ∧ [σ ∈ e(P (s))].



Consequently, we have σ ∈ efj c (Pj (s)) and σ ∈ e(P (s)). This contradicts that Sf c is control-nonconflicting w.r.t. L(G), K, and Σc . Therefore, we have sσ ∈ L(Sf c /G). Case 3: (σ ∈ Σc,d ) Since sσ ∈ K and K is conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,d,1 ,. . ., Σo,n , Σc,d,n , there exists l ∈ Ic (σ) s.t. (∀sl σ ∈ El (s)σ∩(L(G)\K))[∃j ∈ Ic (σ) s.t. Ej (sl )σ∩K = ∅].



which in turn implies that [s ∈ K] ∧ [sσ ∈ L(G)]∧ [{σ ∈ Σuc } ∨ {(σ ∈ e(P (s))) ∧ (σ ∈ Σc,d )}∨ {(σ ∈ / d(P (s))) ∧ (σ ∈ Σc,e )}]



Case 1: (σ ∈ Σuc ) By the definition of L(Sf c /G), we immediately have sσ ∈ L(Sf c /G). Case 2: (σ ∈ Σc,e ) Assume that sσ ∈ / L(Sf c /G). This implies that σ ∈ d(P (s)). That is, Sn [σ ∈ i=1 dfi c (Pi (s))]∨ Sn Sn [σ ∈ i=1 dcfi c (Pi (s)) ∧ σ 6∈ i=1 efi c (Pi (s))]. Sn If σ ∈ i=1 dfi c (Pi (s)), from (13) and (15), we get sσ ∈ L(G) \ K. This is a S contradiction. Sn n Suppose that σ ∈ i=1 dcfi c (Pi (s)), σ 6∈ i=1 efi c (Pi (s)). Sn Since sσ ∈ K and σ ∈ i=1 dcfi c (Pi (s)), we get



(15)



Since σ ∈ e(P (s)), we get Sn [σ ∈ i=1 efi c (Pi (s))] ∨ Sn Sn [σ ∈ i=1 ecfi c (Pi (s)) ∧ σ 6∈ i=1 dfi c (Pi (s))]. Sn If σ ∈ i=1 efi c (Pi (s)), from (13) and (15), we get sσ ∈ K. Sn Sn Suppose that σ ∈ i=1 ecfi c (Pi (s)), σ 6∈ i=1 dfi c (Pi (s)) Sn and sσ ∈ L(G) \ K. Then, from σ ∈ i=1 ecfi c (Pi (s)), we get (∃j ∈ Ic (σ))[Ej (s)σ ∩ K = ∅]. Consequently, we have σ ∈ dfj c (Pj (s)) and σ ∈ d(P (s)). This contradicts that Sf c is control-nonconflicting w.r.t. L(G), K, and Σc . Therefore, we have sσ ∈ K. This completes the proof that sσ ∈ K. (II) Let sσ ∈ K. Then, sσ ∈ L(G) since K ⊆ Lm (G) ⊆ L(G) by assumption. Similarly, we examine three cases.



Then, by local decision rule (13), we get σ ∈ ecfl c (Pl (s)). SinceSsσ ∈ K, by local decision rule (13), we also get n σ 6∈ i=1 dfi c (Pi (s)). Therefore, we have σ ∈ e(P (s)). This implies that sσ ∈ L(Sf c /G). This completes the proof of the induction step and K = L(Sf c /G). Equipped with the above theorem, we have an immediate corollary revealing the solvability condition of the conditionalenabling and conditional-disabling architectures. Corollary 1: Consider the conditional-enabling architecture described in Section IV-A and the language K ⊆ Lm (G) where K 6= ∅. There exists a nonblocking and controlnonconflicting supervisor Sf ce such that Lm (Sf ce /G) = K and L(Sf ce /G) = K iff the three following conditions hold: 1. K is controllable w.r.t. L(G), Σuc , 2. K is conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,1 , . . . , Σo,n , Σc,n , and 3. K = K ∩ Lm (G). Corollary 2: Consider the conditional-disabling architecture described in Section IV-A and the language K ⊆ Lm (G) where K 6= ∅. There exists a nonblocking and controlnonconflicting supervisor Sf cd such that Lm (Sf cd /G) = K and L(Sf cd /G) = K iff the three following conditions hold: 1. K is controllable w.r.t. L(G), Σuc , 2. K is conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,1 , . . . , Σo,n , Σc,n , and 3. K = K ∩ Lm (G). Table II shows the relationship between the various types of conditional decisions and their corresponding coobservability conditions. As (1) and Tables I and III show, local “enable” and “disable” decisions are always accepted globally (cases 1 and 2 in Table I). Therefore, local supervisors should enable/disable controllable events only if they are certain about it. This is the implication of local decision rule (13) in Table III regarding “enable” (13.1) and “disable” (13.2) decisions. The
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Architecture Conditional-enabling Conditional-disabling



Conditional decision Enable if nobody disables Disable if nobody enables



Coobservability Conditional D&A Conditional C&P



Σc,d Σc,d



Partition = Σc , Σc,e = ∅ = ∅, Σc,e = Σc



TABLE II C ONDITIONAL DECISIONS AND RELATED COOBSERVABILITY NOTIONS



Local decision Enable (13.1) Disable (13.2) Enable if nobody disables (13.3) Disable if nobody enables (13.4) Global enablement Global disablement Cases of enablement (2)



SPf ic (Pi (s)) := (efi c (Pi (s)), dfi c (Pi (s)), ecfi c (Pi (s)), dcfi c (Pi (s))) efi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, Ei (s)σ ∩ L(G) ⊆ K} dfi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, Ei (s)σ ∩ K = ∅} ecfi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, ∀si σ ∈ Ei (s)σ ∩ (L(G) \ K), ∃j ∈ Ic (σ) s.t. Ej (si )σ ∩ K = ∅} dcfi c (Pi (s)) := {σ ∈ Σc,i : Ei (s)σ ∩ L(G) 6= ∅, ∀si σ ∈ Ei (s)σ ∩ K, ∃j ∈ Ic (σ) s.t. Ej (si )σ ∩ L(G) ⊆ K} Sn Sn Sn [σ ∈ e(P (s))] ⇔ [σ ∈ Si=1 ei (Pi (s))] ∨ [σ ∈ Si=1 eci (Pi (s)) ∧ σ ∈ / Si=1 di (Pi (s))] n n n [σ ∈ d(P (s))] ⇔ [σ ∈ i=1 di (Pi (s))] ∨ [σ ∈ i=1 dci (Pi (s)) ∧ σ ∈ / i=1 ei (Pi (s))] [σ ∈ Σuc ] ∨ [σ ∈ e(P (s)) and σ ∈ Σc,d ] ∨ [σ ∈ / d(P (s)) and σ ∈ Σc,e ]



TABLE III S UMMARY OF LOCAL DECISIONS AND THEIR FUSION IN THE CONDITIONAL ARCHITECTURE



information involved in unconditional decisions is the estimation information. Figure 3 is a conceptual representation of the decision process at each local supervisor, where the box labelled “estimation” represents Ei (s), the current estimated set of traces at supervisor i after trace s. Essentially, local supervisors decide to enable or disable when they know surely about these decisions, as shown in Fig. 3. B



a local supervisor (labelled j) that can surely disable illegal event a if the true behavior of the system is illegal (namely, the trace is the one on the right in supervisor i’s estimation). Similarly, in the right part of Fig. 4, local supervisor i knows that there is a local supervisor (labelled j) that can surely enable legal event a if the true behavior of the system is legal (namely, the trace is the one on the left in supervisor i’s estimation).



B B



a



a



estimation



a



a



: legal a



estimation B : illegal (Bad)



enable a



Fig. 3.



B



a estimation i



infere



a f j by i



nce o



disable a



Cases of unconditional decisions



If all local supervisors are uncertain about enabling or disabling a controllable event, conditional decisions determine the outcome of the global decision as is described in (1), Table I, and Table III. According to (13.3), “enable if nobody disables” decisions are made only if local supervisors are certain that all illegal controllable continuations can be disabled by some local supervisor. Similarly, according to (13.4), “disable if nobody enables” decisions are made only if local supervisors are certain that all legal controllable continuations can be enabled by some local supervisors. As (13.3) and (13.4) show, the information involved in conditional decisions is the estimation (Ej (si )) of estimation (si ∈ Ei (s)) or the inference information. Figure 4 is a conceptual representation of cases where local supervisors should issue conditional decisions. In the left part of Fig. 4, local supervisor i knows that there is



supervisor i decides "enable a if nobody disables a " B a a



ce of



n infere



j by i



a estimation i



supervisor i decides "disable a if nobody enables a "



Fig. 4.



Cases of conditional decisions



Figure 5 shows the case where local supervisors cannot make any decision. Based on the estimation and the inference information, local supervisors cannot make either uncondi-
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tional or conditional decisions in this case. It is the case where all supervisors are in the situation depicted in Fig. 5 that the sets Σc,d and Σc,e play a role, namely, the event is globally enabled only if it is in Σc,e (see the last entry in Table III, which corresponds to cases 9 and 10 in Table I). B B



a a



nce infere



y of j b



i



a estimation i



infere



nce o f



a



j by i



no decision



Fig. 5.



Case of no decision



Remark 1: One can interpret the conditional architecture as a time-varying generalization of the unconditional ar˙ c,d is updated chitecture where the partition Σc = Σc,e ∪Σ dynamically along each trace of events, upon the occurrence of observable events. To substantiate this interpretation, we would need to rewrite the equations describing global enablement/disablement and fusion rules (bottom part of Table III) in a different way that could describe conditional decisions in terms of a time-varying partition in the unconditional architecture (see [20] where this is done for the enabling architecture). We shall not present these equations as we feel that the notion of conditional decision that we have adopted is a better framework for describing this kind of control architecture. Remark 2: In [5], the default of controllable events (Σc,d and Σc,d ) is assumed to be known to local supervisors and the local decision rule depends on this knowledge. For the conditional architecture, we do not assume that the status of the partition of Σc is known to local supervisors. The set of equations (13) shows that local decision rules do not depend on partition information. In other words, while the necessary and sufficient condition of conditional coobservability is inherently global, when this condition holds, it is possible to find local decision rules (namely, those in (13)) that exactly achieve the desired language K. Note that the general architecture in [5] can be reformulated as a special case of the conditional architecture. With this reformulation, local enablement and disablement decision rules do not have to depend on partition information. V. P ROPERTIES OF THE A RCHITECTURES Let us define the following classes of languages where M is assumed to be prefix-closed: Lob (K) = {L ⊆ K : L is observable w.r.t. M , Σo , Σc } LDA (K) = {L ⊆ K : L is D&A coobservable w.r.t. M , Σo,1 , Σc,1 , . . ., Σo,n , Σc,n } LCP (K) = {L ⊆ K : L is C&P coobservable w.r.t. M , Σo,1 , Σc,1 , . . ., Σo,n , Σc,n } Lcoob (K) = {L ⊆ K : ∃ Σc,d and Σc,e s.t. Σc,d ∪˙ Σc,e = Σc , L is coobservable w.r.t. M , Σo,1 , Σc,d,1 , Σc,e,1 , . . ., Σo,n , Σc,d,n , Σc,e,n }.



In [5], relations between the classes of languages defined above were investigated. Let us define more classes of sublanguages of K: Lc−DA (K) = {L ⊆ K : L is conditionally D&A coobservable w.r.t. M , Σo,1 , Σc,1 , . . ., Σo,n , Σc,n } Lc−CP (K) = {L ⊆ K : L is conditionally C&P coobservable w.r.t. M , Σo,1 , Σc,1 , . . ., Σo,n , Σc,n } Lc−coob (K) = {L ⊆ K : ∃ Σc,d and Σc,e s.t. Σc,d ∪˙ Σc,e = Σc , L is conditionally coobservable w.r.t. M , Σo,1 , Σc,d,1 , Σc,e,1 , . . ., Σo,n , Σc,d,n , Σc,e,n }. Since controllability of the desired language is a common required condition for the existence of supervisors among all architectures, the classes of languages defined above determine the performance (the class of achievable languages) of the corresponding architectures. First, we claim that Lc−DA (K) and Lc−CP (K) are incomparable. Theorem 2: In general, Lc−DA (K) 6⊂ Lc−CP (K) and Lc−CP (K) 6⊂ Lc−DA (K). Proof: We prove this by finding elements in Lc−DA (K)\ Lc−CP (K) and Lc−CP (K) \ Lc−DA (K). First we present an element in Lc−DA (K)\Lc−CP (K). Figures 6 and 7 depict the system model and specification where M = Lm (G) = L(G) and K = Lm (H1 ) = L(H1 ), respectively (marking is omitted for all states). We set Σo,1 = {a, a0 , c}, Σo,2 = {b, b0 , c}, 1 b
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c
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Fig. 6.
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G in proof of Theorem 2



1 b



a



c



c



4



2 a’ 5



Fig. 7.



6



b’ 7



8



H1 in proof of Theorem 2



Σc,1 = Σc,2 = {c}. Then it is clear that for c ∈ L(G)\L(H1 ), E1 ()c ∩ L(H1 ) = {bc} and E2 ()c ∩ L(H1 ) = {ac}. Moreover, E2 (b)c ∩ (L(G) \ L(H1 )) = {ba0 c} and E1 (b)c ∩ (L(G) \ L(H1 )) = {c}.
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E1 ()c ∩ (L(G) \ L(H2 )) = {bc} and E2 ()c ∩ (L(G) \ L(H2 )) = {ac}.



Therefore, supervisor 1 cannot disable “c” conditionally or unconditionally. Similarly, we have



Moreover,



E1 (a)c ∩ (L(G) \ L(H1 )) = {ab0 c} and E2 (a)c ∩ (L(G) \ L(H1 )) = {c}.



E2 (b)c ∩ L(H2 ) = {ba0 c} and E1 (b)c ∩ L(H2 ) = {c}.



Therefore, supervisor 2 also cannot disable “c” conditionally or unconditionally. Figure 8 illustrates this situation. We con: illegal 6 9 1 2 f 2 by nce o b inferever trace o 5



c



Therefore, supervisor 2 also cannot enable “c” conditionally or unconditionally. Figure 10 illustrates this situation. We
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clude that L(H1 ) is not conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . Hence, there does not exist a set of local supervisors using three types of decisions, “enable”, “disable”, and “disable if nobody enables”, that generates the desired language L(H1 ). The only legal traces of L(H1 ) terminated with controllable events are ac and bc. It is easy to verify that E1 (a)c ∩ (L(G) \ L(H1 )) = {ab0 c} and E2 (ab0 )c ∩ L(H1 ) = ∅. Therefore, ab0 c can be disabled unconditionally by supervisor 2 and ac can be enabled conditionally by supervisor 1. Similarly, we can show that, for bc ∈ L(H1 ), E2 (b)c ∩ (L(G) \ L(H1 )) = {ba0 c} and E1 (ba0 )c ∩ L(H1 ) = ∅. Therefore, ba0 c can be disabled unconditionally by supervisor 1 and bc can be enabled conditionally by supervisor 2. Overall, L(H1 ) is conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . This proves that Lc−DA (K) 6⊂ Lc−CP (K). Next, we present an example of an element in Lc−CP (K) \ Lc−DA (K). Let us change the desired behavior to K = Lm (H2 ) = L(H2 ) where H2 is shown in Fig. 9 (marking is omitted for all states). Then it is clear that, for c ∈ L(H2 ), 1
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E1 (a)c ∩ L(H2 ) = {ab0 c} and E2 (a)c ∩ L(H2 ) = {c}.
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Therefore, supervisor 1 cannot enable “c” conditionally or unconditionally. Similarly, we have
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conclude that L(H2 ) is not conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . Hence, there does not exist a set of local supervisors using three types of decisions, “enable”, “disable”, and “enable if nobody enables”, that generates the desired language L(H2 ). The only illegal traces of L(H2 ) terminated with controllable events are ac and bc. It is easy to verify that E1 (a)c ∩ L(H2 ) = {ab0 c} and E2 (ab0 )c ∩ (L(G) \ L(H2 )) = ∅. Therefore, ab0 c can be enabled unconditionally by supervisor 2 and ac can be disabled conditionally by supervisor 1. Similarly, we can show that, for bc ∈ L(H2 ), E2 (b)c ∩ L(H2 ) = {ba0 c} and E1 (ba0 )c ∩ (L(G) \ L(H2 )) = ∅. Therefore, ba0 c can be enabled unconditionally by supervisor 1 and bc can be disabled conditionally by supervisor 2. Overall, L(H2 ) is conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . This proves that Lc−DA (K) 6⊂ Lc−CP (K). Now, we show that Lcoob (K) ⊆ Lc−DA (K) and Lcoob (K) ⊆ Lc−CP (K). Theorem 3: In general, Lcoob (K) ⊆ Lc−DA (K) and Lcoob (K) ⊆ Lc−CP (K). Proof: The role of the conditional decision “enable if nobody disables” in the conditional-enabling architecture is to update Σc,e of the unconditional architecture dynamically (see Remark 1). Consequently, we have Lcoob (K) ⊆ Lc−DA (K). Similarly, Σc,d of the unconditional architecture is updated dynamically by “disable if nobody enables” in the conditional-disabling architecture. Therefore, we have Lcoob (K) ⊆ Lc−CP (K). With the incomparability result of Theorem 2, Lcoob (K) ⊆ Lc−DA (K), and Lcoob (K) ⊆
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Lc−CP (K), it is clear that the two sets Lc−CP (K)\Lcoob (K) and in Lc−DA (K) \ Lcoob (K) are not empty, in general. Theorem 4: In general, Lc−DA (K) ∪ Lc−CP (K) ⊆ Lc−coob (K). Proof: It is clear that the conditional architecture is reduced to the conditional-enabling (conditional-disabling) architecture when Σc,e = ∅ (Σc,d = ∅). This implies that, with the freedom of selection of Σc,d and Σc,e , the class of languages achievable under the conditional architecture includes those of the conditional-disabling and conditionalenabling architectures. There are instances where inclusion is proper. We present an example that demonstrates the existence of an element in Lc−coob (K) \ (Lc−DA (K) ∪ Lc−CP (K)). Consider the automata G and H shown in Figures 11 and 12, respectively. We set Σo,1 = {a, a0 , c, d}, Σo,2 = {b, b0 , c, d}, 1 b
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Since cd ∈ L(H), we have that L(H) is not observable w.r.t. L(G), Σo,1 , Σc,1 . However, it is trivial to see that L(H) is observable w.r.t. L(G), Σo , Σc .
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Proposition 1: In general, Lc−coob (K) ⊆ Lob (K). Proof: From the definition of conditional coobservability, it is clear that conditional coobservability w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , Σo,2 , Σc,d,2 , Σc,e,2 implies observability w.r.t. L(G), Σo , Σc . Therefore, we have Lc−coob (K) ⊆ Lob (K). There are instances where inclusion is proper. We present an example that demonstrates the existence of an element in Lob (K) \ Lc−coob (K). Consider again the uncontrolled behavior generated by the automaton G in Fig. 11 and the desired behavior generated by the automaton H in Fig. 12. We change the event settings as follows: Σo,1 = ∅, Σc,1 = {c, d}, Σo,2 = Σ, and Σc,2 = ∅. Under these settings, conditional coobservability is equivalent to observability w.r.t. L(G), Σo,1 , Σc,1 , since the second supervisor does not have control responsibility (Σc,2 = ∅). For cdd ∈ L(G) \ L(H), we have cdbd ∈ E1 (cd)d ∩ L(H).



The relations between the classes of languages defined at the beginning of this section are summarized as a lattice diagram in Fig. 13. In the diagram, A −→ B means that A ⊆ B.



1 b



Σo,2 , Σc,2 . Similarly, cdd ∈ L(G) \ L(H) cannot be disabled unconditionally or conditionally under the conditionaldisabling architecture without harming possible legal behavior (see Fig. 8). Therefore, L(H) is not conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . Let us set Σc,e = {c} and Σc,d = {d}. Simple modifications of the arguments provided in Theorem 2 suffice to show that L(H) is conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,e,1 , Σo,2 , Σc,e,2 and conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , Σo,2 , Σc,d,2 . Hence, L(H) is conditionally coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , Σo,2 , Σc,d,2 , Σc,e,2 .
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and Σc,1 = Σc,2 = {c, d}. Observe that K = Lm (H) = L(H) and M = Lm (G) = L(G) (i.e., marking is omitted for all states). Applying similar arguments to those used in Theorem 2 (see Fig. 10), under the conditional-enabling architecture, c ∈ L(H) cannot be enabled unconditionally or conditionally without causing possible illegal behavior. Therefore, L(H) is not conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,1 ,



Lc−DA (K)



Fig. 13.
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Lattice diagram



Remark 3: Recall that we made the assumption at the beginning of this paper that the sets Σc,i , i = 1, . . . , n, are not mutually disjoint. If the sets Σc,i are mutually disjoint, then (i) all the different notions of coobservability (C&P, D&A, unconditional, conditional C&P, conditional D&A, conditional) become equivalent (follows from the respective definitions) and (ii) the different architectures addressed in this paper (disabling, enabling, unconditional, conditional-disabling,
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conditional-enabling, conditional) are one the same (since each controllable event is controlled by only one supervisor, there is no benefit to having supervisors use more than one decision type - either “enable” or “disable” suffices). VI. V ERIFICATION OF C ONDITIONAL C OOBSERVABILITY In this section, we investigate the computational complexity of testing conditional coobservability. The language K to be tested is assumed to be generated by the trim finitestate deterministic automaton H. That is, K = Lm (H) and K = L(H) = Lm (H). Our notation for automata G and H is: H H H H G = (QG , Σ, δ G , q0G , QG m ) and H = (Q , Σ, δ , q0 , Qm ).



For σ 6∈ Σo,1 and σ 6∈ Σo,2 , Mcd (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 ), σ) 0 (q , q  1 2 , q3 , q4 , q5 , q6 , q7 )   0 0  (q , q , q3 , q4 , q5 , q6 , q7 )    1 2 0 (q1 , q2 , q3 , q4 , q5 , q6 , q7 ) = (q1 , q2 , q3 , q40 , q50 , q6 , q7 )     (q1 , q2 , q3 , q4 , q5 , q60 , q7 )    vcd if (?)



For σ ∈ Σo,1 and σ 6∈ Σo,2 ,



Mcd (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 ), σ) 0 0 0 (q , q  1 2 , q3 , q4 , q5 , q6 , q7 )   0 (q1 , q2 , q3 , q4 , q5 , q6 , q7 ) = (q1 , q2 , q3 , q40 , q50 , q60 , q7 )    vcd if (?)



For σ 6∈ Σo,1 and σ ∈ Σo,2 , A. Case of Conditional D&A Coobservability Following the approach of verifying C&P coobservability originally presented in [11], which was used in [5] for the case of D&A coobservability, we build a nondeterministic automaton Mcd (Σc ) that marks the violation of conditional D&A coobservability. The set Σc is a parameter in the construction of that automaton, which explains the notation used. The results are stated for two local supervisors. However, the extension to any finite number of supervisors is straightforward. Mcd (Σc )



Mcd (Σc ) = (QMcd (Σc ) , Σ, δ Mcd (Σc ) , q0



Mcd (Σc ) ) , Qm



where QMcd (Σc ) := QG × QH × QH × QG × QH × QH × QH ∪ {vcd}, Mcd (Σc ) q0 := (q0G , q0H , q0H , q0G , q0H , q0H , q0H ), and Mcd (Σc ) Qm := {vcd}. Hereafter, only the accessible part of the state space QMcd (Σc ) is considered when we refer to QMcd (Σc ) . Before presenting the nondeterministic transition rule for Mcd (Σc ), let us define the following set of conditions implying the violation of conditional D&A coobservability. For σ ∈ Σc ,  δ G (q1 , σ) is defined if σ ∈ Σc,1     δ H (q2 , σ) is not defined if σ ∈ Σc,1    H δ (q3 , σ) is defined if σ ∈ Σc,1 ∩ Σc,2   G δ (q4 , σ) is defined if σ ∈ Σc,2 (?)   δ H (q5 , σ) is not defined if σ ∈ Σc,2    δ H (q6 , σ) is defined if σ ∈ Σc,1 ∩ Σc,2     H δ (q7 , σ) is defined



For the sake of readability, let us introduce the following notation: qi0 ∈ δ G (qi , σ) for i ∈ {1, 4}, qi0 ∈ δ H (qi , σ) for i ∈ {2, 3, 5, 6, 7}.



With these, the transition relation δ Mcd (Σc ) is defined as follows.



Mcd (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 ), σ)  (q1 , q2 , q3 , q40 , q50 , q6 , q70 )   (q1 , q2 , q3 , q4 , q5 , q60 , q7 ) =  (q10 , q20 , q30 , q4 , q5 , q6 , q7 )   vcd if (?)



For σ ∈ Σo,1 and σ ∈ Σo,2 ,



Mcd (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 ), σ) (q10 , q20 , q30 , q40 , q50 , q60 , q70 ) = vcd if (?)



For σ ∈ Σ, δ Mcd (Σc ) (vcd, σ) is undefined. The state space QG × QH × QH × QG × QH × QH × QH tracks all traces s, s1 , s1,2 , s2 , s2,1 ∈ L(H) such that P1 (s) = P1 (s1 ), P2 (s1 ) = P2 (s1,2 ), P2 (s) = P2 (s2 ), P1 (s2 ) = P1 (s2,1 ). The transition relation of Mcd (Σc ) is defined to track the traces in the following manner: QG × QH × QH × QG × QH × QH × QH | {z } |{z} | {z } |{z} |{z} s1



s1,2



s2



s2,1



s



For the case of two supervisors, the violation of conditional D&A coobservability is characterized by traces s, s1 , s1,2 , s2 , s2,1 ∈ L(H) and event σ ∈ Σc such that sσ ∈ L(H) and s1 σ ∈ L(G) \ L(H), s1,2 σ ∈ L(H), s2 σ ∈ L(G) \ L(H), s2,1 σ ∈ L(H), P1 (s) = P1 (s1 ), P2 (s1 ) = P2 (s1,2 ), P2 (s) = P2 (s2 ), P1 (s2 ) = P1 (s2,1 ), when σ ∈ Σc,1 ∩ Σc,2 . Figure 14 depicts in a conceptual manner the situation where conditional D&A coobservability is violated. The characterization of the violation of conditional D&A coobservability demands to track two illegal traces, s1 σ and s2 σ, and three legal traces, sσ, s1,2 σ, and s2,1 σ. The occurrence of this violation that is captured by condition (?) causes a transition into state vcd. Consequently, we have the following result. Theorem 5: Lm (H) is conditionally D&A coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 , iff Lm (Mcd (Σc )) = ∅.
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With these, the transition relation δ Mcc (Σc ) is defined as follows. For σ 6∈ Σo,1 and σ 6∈ Σo,2 ,
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Mcc (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 , q8 ), σ) (q , q  1 2 , q3 , q4 , q5 , q6 , q70 , q80 )    (q 0 , q2 , q3 , q4 , q5 , q6 , q7 , q8 )    1 0 0 (q1 , q2 , q3 , q4 , q5 , q6 , q7 , q8 ) = (q1 , q2 , q3 , q40 , q5 , q6 , q7 , q8 )     (q1 , q2 , q3 , q4 , q50 , q60 , q7 , q8 )    vcc if (??)



For σ ∈ Σo,1 and σ 6∈ Σo,2 , The proof is omitted since it is tedious and does not provide further insight. The proof technique follows earlier related proofs about prior notions of coobservability, starting from the original proof in [11] for C&P coobservability. Given that the number of local supervisors is fixed, it is clear that the construction of Mcd (Σc ) can be done in polynomial time w.r.t. |QH | and |QG |. Thus, Theorem 5 provides a polynomial-time test for conditional D&A coobservability. With the facts that controllability and Lm (G)-closure can be verified in polynomial time w.r.t. |QH | and |QG |, we have that the solvability of the conditional-enabling architecture can be verified in polynomial time. B. Case of Conditional C&P Coobservability Following the approach of the previous section, we build a nondeterministic automaton Mcc (Σc ) that marks the violation of conditional C&P coobservability. As before, the results are stated for two local supervisors. Mcc (Σc )



Mcc (Σc ) = (QMcc (Σc ) , Σ, δ Mcc (Σc ) , q0



Mcc (Σc ) ) , Qm



where QMcc (Σc ) := QH × QG × QH × QH × QG × QH × QG × QH ∪ {vcc}, Mcc (Σc ) q0 := (q0H , q0G , q0H , q0H , q0G , q0H , q0G , q0H ), and Mcc (Σc ) Qm := {vcc}. Hereafter, only the accessible part of the state space QMcc (Σc ) is considered when we refer to QMcc (Σc ) . Before presenting the nondeterministic transition rule for Mcc (Σc ), let us define the following set of conditions implying the violation of conditional C&P coobservability. For σ ∈ Σc ,  δ H (q1 , σ) is defined if σ ∈ Σc,1     δ G (q2 , σ) is defined if σ ∈ Σc,1 ∩ Σc,2    H δ (q3 , σ) is not defined if σ ∈ Σc,1 ∩ Σc,2     δ H (q4 , σ) is defined if σ ∈ Σc,2 (??) δ G (q5 , σ) is defined if σ ∈ Σc,1 ∩ Σc,2    δ H (q6 , σ) is not defined if σ ∈ Σc,1 ∩ Σc,2      δ G (q7 , σ) is defined    H δ (q8 , σ) is not defined



For the sake of readability, let us introduce the following notation: qi0 ∈ δ G (qi , σ) for i ∈ {2, 5, 7}, qi0 ∈ δ H (qi , σ) for i ∈ {1, 3, 4, 6, 8}.



Mcc (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 , q8 ), σ) 0 (q , q  1 2 , q3 , q4 , q5 , q6 , q70 , q80 )   (q1 , q20 , q30 , q4 , q5 , q6 , q7 , q8 ) = (q1 , q2 , q3 , q40 , q50 , q60 , q7 , q8 )    vcc if (??)



For σ 6∈ Σo,1 and σ ∈ Σo,2 ,



Mcc (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 , q8 ), σ) 0 0 0 (q , q  1 2 , q3 , q4 , q5 , q6 , q7 , q8 )   0 0 (q1 , q2 , q3 , q4 , q5 , q6 , q7 , q8 ) = (q 0 , q 0 , q 0 , q4 , q5 , q6 , q7 , q8 )    1 2 3 vcc if (??)



For σ ∈ Σo,1 and σ ∈ Σo,2 ,



Mcc (Σc ) δ ((q1 , q2 , q3 , q4 , q5 , q6 , q7 , q8 ), σ) (q10 , q20 , q30 , q40 , q50 , q60 , q70 , q80 ) = vcc if (??)



For σ ∈ Σ, δ Mcc (Σc ) (vcc, σ) is undefined. The state space QH ×QG ×QH ×QH ×QG ×QH ×QG ×QH tracks all traces s, s1 , s1,2 , s2 , s2,1 ∈ L(H) such that P1 (s) = P1 (s1 ), P2 (s1 ) = P2 (s1,2 ), P2 (s) = P2 (s2 ), P1 (s2 ) = P1 (s2,1 ). The transition relation of Mcc (Σc ) is defined to track the traces in the following manner: QH × QG × QH × QH × QG × QH × QG × QH |{z} | {z } |{z} | {z } | {z } s1



s1,2



s2



s2,1



s



For the case of two supervisors, the violation of conditional C&P coobservability is characterized by traces s, s1 , s1,2 , s2 , s2,1 ∈ L(H) and event σ ∈ Σc such that sσ ∈ L(G) \ L(H) and s1 σ ∈ L(H), s1,2 σ ∈ L(G) \ L(H), s2 σ ∈ L(H), s2,1 σ ∈ L(G) \ L(H), P1 (s) = P1 (s1 ), P2 (s1 ) = P2 (s1,2 ), P2 (s) = P2 (s2 ), P1 (s2 ) = P1 (s2,1 ), when σ ∈ Σc,1 ∩ Σc,2 . See Fig. 15 for a depiction of this situation. The characterization of the violation of conditional C&P coobservability demands to track two legal traces s1 σ and s2 σ, and three illegal traces sσ, s1,2 σ, and s2,1 σ. The occurrence of this violation that is captured by condition (??) causes a transition into state vcc. The following result is analogous to Theorem 5.
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Theorem 6: Lm (H) is conditionally C&P coobservable w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 , iff Lm (Mcc (Σc )) = ∅. Theorem 6 provides a polynomial-time test for conditional C&P coobservability when the number of local supervisors is fixed. Hence, the solvability of the conditional-disabling architecture can be verified in polynomial time. C. Case of Conditional Coobservability To verify the existence of a nonblocking supervisor such that Lm (Sf c /G) = Lm (H) for the conditional architecture, we need to determine the existence of a partition of Σc into Σc,d and Σc,e that satisfies conditional coobservability. The number of combinations of Σc,e and Σc,d is exponential w.r.t. m, the number of controllable events. Here we propose a polynomial-time algorithm to find a partition satisfying conditional coobservability. This algorithm exploits the properties of the automata Mcd (Σc ) and Mcc (Σc ). We define the set of terminal events: Σter (K) := {σ : sσ ∈ K}. Σter (K) collects the events “terminating” the traces in K. The following theorem provides an algorithm to search for a partition of Σc satisfying conditional coobservability. Theorem 7: There exist Σc,e and Σc,d , a partition of Σc , such that Lm (H) is conditionally coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , Σo,2 , Σc,d,2 , Σc,e,2 , iff Σter (Lm (Mcd (Σc ))) ∩ Σter (Lm (Mcc (Σc ))) = ∅. (16) Proof: The proof follows the same steps as the proof of Theorem 6 in [5].



Theorem 8: Given two deterministic automata H and G, the existence of a partition of Σc , Σc,e and Σc,d , satisfying conditional coobservability of Lm (H) w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , . . ., Σo,n , Σc,d,n , Σc,e,n can be verified in polynomial-time with respect to |QH | and |QG |, and if such a partition exists, it can be found in polynomial-time with respect to |QH | and |QG | as well. An example of the construction of Mcd (Σc ) and Mcc (Σc ) and of the application of Theorem 8 can be found in [23]. Remark 4: It should be noted that the computational complexity of constructing Mcd (Σc ) and Mcc (Σc ) is exponential in the number of local supervisors, n. In [26], it is proved that deciding C&P coobservability is PSPACE-complete w.r.t. n. Applying a procedure similar to that presented in [26], we can show that deciding conditional coobservability is in PSPACE w.r.t. n. In addition, it is also clear that deciding conditional coobservability is not computationally easier than deciding C&P coobservability. Therefore, deciding conditional coobservability is PSPACE-complete w.r.t. n as well. VII. I LLUSTRATIVE E XAMPLE Let us consider the decentralized traffic control example depicted in Fig. 17. We have four detection instruments providing the traffic information characterized by the following four events: i1 i2 o1 o2



: : : :



incoming vehicle from west is detected incoming vehicle from east is detected outgoing vehicle from east is detected outgoing vehicle from west is detected



Station i, i ∈ {1, 2}, has direct access to the traffic information {ii , oi } and provides stop (event s) and pass (event p) commands to potential incoming vehicles. The desired behavior is to provide safe pass commands and timely stop commands for the narrow passage shown in the figure (i.e., one vehicle at a time). By assumption, both stations (i.e., supervisors) jointly control the single “traffic light” (i.e., controllable events p and s). Simplified models of the uncontrolled and desired behaviors are shown in Fig. 17. Figure 17(a) shows the automaton



Assuming that (16) holds, let us partition the set of controllable events as follows: Σc,d = Σter (Lm (Mcc (Σc ))) and Σc,e = Σc \ Σc,d .



station 1



(17)



The setting utilized in (17) is one of the partitions satisfying conditional coobservability (see Theorem 6 in [5] for its justification). Since Σter (Lm (Mcd (Σc ))) and Σter (Lm (Mcc (Σc ))) can be determined in polynomial time, this provides a polynomial-time algorithm for finding a partition meeting the requirements of conditional coobservability. Even though Theorem 7 is stated for two local supervisors, Mcd (Σc ) and Mcc (Σc ) can be straightforwardly extended to any finite number of local supervisors while still keeping polynomialtime complexity. Hence, Theorem 7 is generalizable to any finite number of local supervisors as well. Consequently, the following result can be stated.
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Decentralized Traffic Control Example



model, G, of the uncontrolled system, while Fig. 17(b) shows the automaton model, H, of the legal behavior. Observe that Lm (H) = L(H) and Lm (G) = L(G) (i.e., marking is omitted for all states). The set of locally controllable and observable



16



Let us set Σc,d = {s} and Σc,e = {p}. By applying the verification procedure presented in Section VI, we can verify that L(H) is conditionally coobservable w.r.t. L(G), Σo,1 , Σc,d,1 , Σc,e,1 , Σo,2 , Σc,d,2 , Σc,e,2 . We omit the demonstration of this verification procedure since it is tedious and does not provide further insights over the discussions in Section VI. Since L(H) is controllable w.r.t. L(G), Σuc and Lm (G)closed as well, we can achieve the desired behavior with the conditional architecture. We briefly discuss the realization of the decision rules (13). Figures 20 and 21 present the realizations of the decision rules described in (13) for supervisor 1. The set of events in each box (no event set implies no decision) represents the decisions to be made when supervisor 1 obtains local observations. The formal algorithmic procedures for obtaining the results in Figs. 20 and 21 are beyond the scope of this paper. We direct the reader to [22, 23] for a detailed treatment of this topic.
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Figure 18 presents a situation violating conditional C&P coobservability w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . Therefore, Fig. 20. : illegal
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we cannot achieve this desired behavior exactly with the conditional-disabling architecture. Figure 19 presents a situation violating conditional D&A coobservability w.r.t. L(G), Σo,1 , Σc,1 , Σo,2 , Σc,2 . Therefore, 3 5
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we cannot achieve this desired behavior exactly with the conditional-enabling architecture.



Supervisor 1: conditional decisions



VIII. C ONCLUSION In this paper, we considered a so-called “conditional architecture” for decentralized control of discrete-event systems. This architecture generalizes further the conditional-enabling architecture of [20] and the unconditional architecture of [5]. This architecture allows local supervisors to make four types of decisions: “enable”, “disable”, “enable if nobody disables”, and “disable if nobody enables”. In addition, the supervisors can choose to make no decision. Controllable events are partitioned according to the default control actions that are used when all the supervisors choose to make no decisions. We showed that by proper choice of the default control action of each controllable event, a larger class of languages is achievable by the conditional architecture compared with the unconditional architecture of [5] or the conditional-enabling
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