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Abstract This paper analyzes the role of initialization when testing for a unit root in panel data, an issue that has received surprisingly little attention in the literature. In fact, most studies assume that the initial value is either zero or bounded. As a response to this, the current paper considers a model in which the initialization is in the past, which is shown to have several distinctive features that makes it attractive, even in comparison to the common time series practice of making the initial value a draw from its unconditional distribution under the stationary alternative. The results have implications not only for theory, but also for applied work. In particular, and in contrast to the time series case, in panels the effect of the initialization need not be negative but can actually lead to improved test performance.



JEL Classification: C22; C23. Keywords: Panel unit root test; Initial value; Local asymptotic power.



1 Motivation Consider the panel data variable yi,t , observable for t = 1, ..., T time series and i = 1, ..., N cross-sectional units. While the literature concerned with the analysis of unit roots in such variables is huge and covers more than 20 years, the role of the initial value, yi,0 , is hardly ∗ The
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ever discussed. This is especially noteworthy given well-known initial value effect in the time series case. In fact, the size of the initial value strongly influences the performance of time series unit root tests, up to the point of reversing the ranking of different tests (see, for example, Stock, 1994). In practice this means that different conclusions can be reached with samples of the same data that differ only in the date at which the sample begin (see Elliott ¨ and Muller, 2006, for an illustration). It also means that the decision of which test to choose is not trivial, as the researcher is forced to take a stand on the size of the initial value, which is neither known nor is it amenable to estimation. The decision therefore comes down to ones prior beliefs, and in most situations it is hard to rule out small or large initial values ¨ (see Elliott and Muller, 2006). Most panel studies assume that the initial value is either a fixed constant, typically set to zero, or drawn from a bounded distribution. The reason for keeping with this rather unrealistic initial value assumption is that it is convenient; if yi,0 is bounded, as far as the asymptotic theory is concerned, it can be ignored. Relaxing the bounded initial value assumption also creates a need to be explicit about the allowable initializations, and it is not obvious how to do this. In the time series case, as an alternative to the bounded initial value assumption, it is common to assume that the initial value is drawn from its unconditional distribution under ¨ ¨ the stationary alternative (see, for example, Elliott, 1999; Elliott and Muller, 2006; Muller and Elliott, 2003), which is quite plausible, as the beginning of the sample is unlikely to coincide with the beginning of the process under study. In fact, one way to think about this assumption is as if the process has been running for some time prior to the start of the sample. In the local-to-unity setting with an autoregressive root that shrinks towards the null √ at the rate 1/T, this means the initial value is O p ( T ), which is very appealing in the sense that the magnitude of the initial value is the same as that of the observed data under the unit root null. In other words, if the observed time series wanders according to a stochastic trend, it seems fair to assume that the initialization itself may be regarded as the outcome of a similarly random wandering process. Unfortunately, the appeal of the unconditional distribution assumption does not extend to the panel context. The reason is that if yi,0 is drawn from its unconditional distribution √ under the usual panel local alternative in which the rate of shrinking is given by 1/ NT, √ then yi,0 = O p ( N 1/4 T ), suggesting that the magnitude of the initial condition for each unit 2



should depend on the total number of units, N, which is of course not very realistic. Harris et al. (2010) consider the local power of the Im et al. (2003) panel unit root test under this very assumption. As a rationale they state (on page 313): “we do not consider our specification to necessarily be empirically realistic (that is, the implication that the initial condition depends on the cross-sectional dimension has questionable plausibility), but is instead chosen simply for its suitability in the asymptotic analysis.” Moon et al. (2007, page 436) discuss the issue of initialization in the panels. Their conclusion is: This example [the fact that in panels the unconditional distribution assumption implies that yi,0 should grow with N] makes it clear that mechanical extensions of time series formulations that are commonly used for initial conditions can lead to quite unrealistic and unjustifiable features in a panel context. It is therefore necessary to consider initializations that are sensible for panel models, while at the same time having realistic time series properties. They end (again on page 436) by stating that: “it is an important matter for future research to extend the theory and relax this condition”. This paper can be seen as a step in this direction. Specifically, rather than assuming that yi,0 drawn from its unconditional distribution under the local alternative, we assume that the initialization takes place somewhere in the past, which is the same idea as in Phillips et al. (2001), Phillips and Magdalinos (2009), and Andrews and Guggenberger (2008), who study the effect of initialization in the pure time series case. But while the main attraction of past initialization in time series is that the reflects the idea that the process has been running for some time prior to the start of the sample, in the panel setting it has the additional attraction of breaking the link between the magnitude of the initial condition and the rate of shrinking of the local alternative, thereby making it a natural alternative to the unconditional distribution assumption. But it is not only the motivation that differs. In fact, the asymptotic results obtained in the current panel setting are materially different from those obtained in the pure time series case, which we illustrate using as an example the usual pooled ordinary least squares (OLS) t-statistic for a unit root in a simple but transparent model with time series and cross-section correlation free errors. Our main findings can be summarized as follows. First, in contrast to the time series case where the asymptotic null distribution depends critically on the extent of the initialization (as measured by how far in the past the initial value is allowed to reach), the asymptotic null distribution of the pooled unit root t-statistic is always standard normal, 3



even if fixed effects are not allowed for. Thus, if size accuracy is the only concern, under the assumptions of the paper, one does not need to bother about the initial value. Second, without fixed effects power is generally increasing in the extent of the initialization, which is again different from the time series case where power is generally decreasing in the extent of the initialization. Third, unless in the infinite past, if fixed effects are included the t-statistic considered here is asymptotically invariant with respect to the initialization. This is in contrast to what happens in time series where power is again decreasing in the initialization, even in models with fitted intercept and trend terms.1 The results reported here differ not only from what might be expected based on the related time series literature, but stand out also against other panel data studies. The most noticeable difference is, of course, that, unlike most previous work, in this study the initialization is given a formal treatment. In fact, as far as we are aware the only other panel study that does not assume that yi,0 is either zero or bounded is that of Harris et al. (2010). However, they assume that yi,0 is drawn from its unconditional distribution, which we have seen leads to the rather unrealistic prediction that the effect of the initialization should grow with N. Second, while most existing power functions are mere first-order approximations, our analysis is based on an expansion of the test statistic that keep terms that are of higher order in the magnitude, and is therefore expected to lead to better predictions in small samples, a result confirmed by our simulations.



2 Model discussion To be able to capture the distant past initialization, we assume that yi,t = β i + ui,t ,



(1)



ui,t = ρi ui,t−1 + ϵi,t ,



(2)



where t = − T0 + 2, ..., T, and ϵi,t is independently and identically distributed (iid) across 2 ) = σ2 > 0 and E ( ϵ4 ) < ∞. The fixed effect β need not be (i, t) with E(ϵi,t ) = 0, E(ϵi,t i i,t



present, which means that we will be considering two deterministic models; (i) β i = 0, and (ii) β i unrestricted. The process is initiated at ui,−T0 +1 = 0 and the relative extent of the initialization is governed by τT = T0 /T, where we assume for simplicity that T0 = T0 ( T ) = 1 While



under the null hypothesis time series tests (with at least an intercept) are invariant with respect to the ¨ initialization, this is not the case under the alternative (see Elliott and Muller, 2006).
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T κ , where κ ≥ 0, which in turn implies τT = T κ −1 . Hence, by determining κ we can control the value of τT . There are three cases; (i) κ ∈ [0, 1), (ii) κ = 1, and (iii) κ > 1, henceforth referred to as “recent past”, “distant past” and “infinite past” initialization, respectively (Phillips and Magdalinos, 2009). In order to appreciate fully the distinction between these cases, it is convenient to rewrite (2) as T0 −2



ui,t =



∑



s =0



ρit+s ϵi,−s +



t



∑ ρit−s ϵi,s = ρit ui,0 +



s =1



t



∑ ρit−s ϵi,s ,



s =1



√ where ui,0 = ∑sT=0 −0 2 ρis ϵi,−s is the initial value, which is of order O p ( T0 ) = O p ( T κ/2 ) (see Appendix). An alternative way of thinking about κ is therefore that it controls the relative order of the initial value effect, ρit ui,0 , when compared to the (near) random walk process √ ∑ts=1 ρit−s ϵi,s , whose order is given by O p ( T ). If κ = 1, then the initial value is of the same order as that of the random walk, whereas if κ > 1, then the initial value will tend √ to dominate. If κ ∈ [0, 1), then O p ( T κ/2 ) = o p ( T ), and therefore the initial value will be dominated by the random walk. Similarly to the assumption placed on T0 and T, in order to control the relative expansion rate of N and T, we assume that T = T ( N ) = N θ , where θ > 0. This means that τT can be further rewritten as τT = τN = N θ (κ −1) . While simple, as we will show later, the above model is able to deliver significant insight. It also allows us to put more focus on the initialization, which is going to depend in an intricate way on the persistency of ui,t , as measured by ρi . In order to capture this, the following local-to-unity model will be used: ρi = exp



(α c ) N i , T



(3)



where α N = 1/N η , η ≥ 0 and the drift parameter ci is assumed to be iid and independent of ϵi,t . All moments of ci exist, and in what follows it will be convenient to denote these as µm = E(cim ) for m ≥ 0 with µ0 = 1. θ, κ and η are related via θ (κ − 1) − η ≤ 0, which is mainly a technical condition (see remark 2 below). However, except for this and the requirement
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that κ, η ≥ 0 and θ > 0, nothing is assumed a priori regarding the values taken by these parameters, which are instead considered a part of the analysis. This stands in sharp contrast to existing studies where η = 1/2 is typically assumed from the outset (see, for example, Breitung, 2000). The null hypothesis that we will consider is that of a unit root, which can be written as H0 : c1 = ... = c N = 0, or equivalently, H0 : µ2 = 0. The formulation of the alternative hypothesis depends on what one is willing to assume regarding the sign and homogeneity of ci . Here we make no assumptions and therefore the alternative is formulated simply as H1 : ci ̸= 0 for some i, or H1 : µ2 > 0. Thus, while some units may be “locally stationary” (ci < 0), others might be “locally explosive” (ci > 0). There is also nothing to prevent some (but not all) of the units from being unit root non-stationary (ci = 0). Remarks. 1. The above model is general enough to nest most local alternatives and initializations considered so far in the literature. Consider the local alternative in (3). By considering η = {1/4, 1/2}, we cover almost the entire panel unit root literature, and by adding η = 0, we cover also the time series literature. As for the initialization, by setting κ = 1, the order of the initial value is the same as under the unconditional distribution assumption in the time series case. Our model also covers the panel version of this assumption. To illustrate this, suppose for simplicity that θ = 1, such that T = N, in which case the rate of expansion of the initial value under the panel unconditional √ distribution assumption is given by N 1/4 T = N 3/4 . The same rate can be obtained in the current model by simply solving T κ/2 = N κ/2 = N 3/4 for κ, giving κ = 3/2. Finally, if κ = 0, then T0 = 1, and so we are back in the fixed initial value setup with ui,−T0 +1 = ui,0 = 0. 2. Many of the above assumptions are not necessary and can be relaxed at the expense of added technical complexity, which is unnecessary in the present case, because the test statistic that we will consider has already been extended to accommodate more general data generating processes. The assumption that ϵi,t is homoskedastic and independent through time can, for example, be relaxed in a relatively straightforward manner (see, for example, Westerlund and Blomquist, 2012). Relaxing the assumed independence across the cross-section is more involved, although factor model approaches have been 6



shown to work (see, for example, Bai and Ng, 2010; Moon and Perron, 2004). Similarly, the requirement that ui,t is initiated at zero can be relaxed by assuming that ui,−T0 +1 = O p (1).2 The assumption that ci has all its moments is also not necessary, but is made here in order to keep with the rest of the local asymptotic literature (see, for example, Moon et al., 2007). That ci need not have finite moments is particularly obvious under the null, in which case ci and all its moments are zero. The condition that θ (κ − 1) − η ≤ 0 is only binding when κ > 1. In order to appreciate the need for this requirement, note first that the slowest rate of shrinking of the local alternative possible is obtained by setting η = 0, such that α N = 1 and therefore ρi = exp(α N ci /T ) = exp(ci /T ), which is nothing but the conventional local-to-unity specification in the time series case (see Andrews and Guggenberger, 2008, for a discussion). The rate of shrinking must therefore be at least 1/T, which is satisfied if κ ∈ [0, 1] (see Appendix). However, if κ > 1, then the appropriate “drift” of the initial value is no longer given by α N ci , but rather by α N τN ci . Hence, in order to ensure that the rate of shrinking is at least 1/T, we need α N τN = N θ (κ −1)−η = O(1), which is satisfied if θ (κ − 1) − η ≤ 0. 3. Suppose for simplicity that κ ∈ [0, 1]. In this case, the condition that T0 = T κ implies τN → {0, 1}, which is less “flexible” than the setup of Phillips and Magdalinos (2009), in which T0 /T → τ ∈ [0, 1]. However, since the conclusions are qualitatively the same, and since assuming T0 = T κ greatly simplifies both transparency and notation, in the present paper we opt for the less flexible specification. Similarly, while T ∼ N θ is relatively more “flexible”, T = N θ is more transparent. In the terminology of Phillips and Moon (1999), we assume a “diagonal path” relationship between T0 , T and N. Under this scheme, in order to pass all three indices (T0 , T and N) to infinity, it is enough to let N → ∞. 2 In



many testing situations there are no reasons to expect the initial observation to be “unusual”, where unusual starting observations imply an unbounded initial condition. Therefore, in situations like this the assumption that ui,−T0 +1 = O p (1) is not very restrictive.
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3 Asymptotic results 3.1 No fixed effects A natural candidate for a unit root test statistic when β i = 0 is given by the following pooled OLS t-statistic: t=



√1 NT



σˆ



√



∑iN=1 ∑tT=2 ∆yi,t yi,t−1 1 NT 2



∑iN=1 ∑tT=2 yi,t−1



A = √N , σˆ BN



with obvious definitions of A N and BN (which are only subscripted by N, because T is a √ function of N), and σˆ 2 being any consistent estimator of σ2 satisfying N (σˆ 2 − σ2 ) = o p (1).3 The reason for considering this particular test statistic is in part because of its popularity in the panel unit root literature (see, for example, Levin et al., 2002; Moon and Perron, 2008; Moon et al., 2007), in part because it has been used as a basis for numerous extensions, including tests for cointegration (see Westerlund and Breitung, 2012). By using Taylor expansion of the type ρi = exp(α N ci /T ) = 1 + α N ci /T + O p (α2N /T 2 ) and then (2), it is clear that A N can be rewritten as (√ 2 ) √ Nα N , A N = Nα N A1N + A2N + O p T2 where A1N A2N



= =



1 NT 2



√



1



N



T



∑ ∑ ci y2i,t−1 ,



i =1 t =2 N T



NT



∑ ∑ yi,t−1 ϵi,t .



i =1 t =2



Lemma 1 provides the limits for A1N , A2N and BN . Lemma 1. Under β i = 0 and the conditions laid out in Section 2, as N → ∞, (a) A1N = σ2 (λ1N + τN γ1N ) + o p (1), ( (b) A2N →d σ2



)1/2 lim (λ0N + τN γ0N )



N →∞



N (0, 1),



(c) BN = σ2 (λ0N + τN γ0N ) + o p (1), 3 See



Section 4 for an example of how σˆ 2 might be constructed.
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(4)



where →d signifies convergence in distribution and ∞



λ pN



=



∑ ϕjN µ j+ p ,



j =0 ∞



γ pN



=



∞



∑ ∑ ( j + 2)(k + 2)τN ϕjN ϕkN µk+ j+ p , j



j =0 k =0



ϕjN



=



(2α N ) j . ( j + 2) !



From Lemma 1 we can deduce easily the limiting distribution of t. Indeed, by using (4) √ and the consistency of σˆ 2 , provided that η + θ ≥ 1/4, such that Nα2N /T 2 = N 1/2−2(η +θ ) = o (1) (only required under H1 ), we have t=



√



A1N A Nα N √ + √2N + o p (1), σ BN σ BN



(5)



where A1N √ σ BN A2N √ σ BN



=



λ + τN γ1N √ 1N + o p (1), λ0N + τN γ0N



(6)



→d N (0, 1)



(7)



as N → ∞. Thus, if the null hypothesis is true so that ci and all its moments are zero, then λ1N = γ1N = 0, and therefore t=



A2N √ + o p (1) →d N (0, 1). σ BN



Because this result holds independently of τN , any dependence on the initial value must come from power, as captured by the first term on the right-hand side of (5), which also determines the mean of the test statistic. Making use of (6), this term can be written as



√



√ √ A1N λ + τN γ1N Nα N √ + o p ( Nα N ), = Nα N √ 1N λ0N + τN γ0N σ BN √ where η ≥ 1/2 ensures that the remainder is o p ( Nα N ) = o p ( N 1/2−η ) = o p (1).4 It follows that if κ ∈ [0, 1), since θ > 0, τN = N θ (κ −1) → 0, and therefore the initial value effect, captured by τN γ1N and τN γ0N , disappears. If, on the other hand, κ = 1 such that τN = 1, then τN γ1N and τN γ0N are of the same order as λ0N and λ1N (which do not depend on the 4 The



order of the remainder terms in Lemma 1 (a) and (c) is not the sharpest possible. Hence, from this point of view, the assumption that η ≥ 1/2 is probably stronger than necessary. However, since the same assumption is needed to ensure a meaningful analysis of local power (see remark 7), there seem to be little or no point in trying to relax it here.
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initialization), and therefore power will depend on the initialization. Finally, if κ > 1, then τN → ∞, and so



√



[ ( )] √ λ1N + τN γ1N γ 1 Nα N √ = NτN α N √ 1N + O , γ0N τN λ0N + τN γ0N



(8)



suggesting that now the initial value has a dominating effect (with λ0N and λ1N being absorbed by the O(1/τN ) reminder term). Remarks. 4. Lemma 1 generalizes the previous work on the local power of panel unit root tests in two directions. Firstly, it shows how t is affected by past initialization, an issue that has not been considered before. Secondly, while most research assume that α N = o (1) and only report results for the resulting first-order approximate power function (see, for example, Moon et al., 2007), which only depends on µ1 , Lemma 1 accounts for all the moments of ci and is therefore expected to produce more accurate predictions, a result that is verified using Monte Carlo simulation in Section 4.5 5. Previous works by Breitung (2000, Theorem 4) and Moon et al. (2007, Section 3.3.1) have shown that under the null hypothesis and in the special case when κ = 0, t →d N (0, 1). Lemma 1 shows that the same result applies even when the initialization is in the past. The fact that the same result applies regardless of what is being assumed regarding κ stands in sharp contrast to the pure time series case, in which the validity of the conventional unit root theory requires T0 /T → 0 (see Phillips and Magdalinos, 2009). In other words, even when applied directly to the raw data (without demeaning) the asymptotic size of the test is independent of the initialization. Panel data tests are therefore more robust in this regard. This a great advantage, because it means that the appropriate critical values to use are the same regardless of the value of κ, which in practice is of course unknown. 6. While the asymptotic size of the test does not depend on the initialization, power does. The fact that the results differ depending on whether κ ∈ [0, 1), κ = 1 or κ > 1 is in agreement with the time series results of Andrews and Guggenberger (2008, Proposition 1). The way in which this difference materializes itself is, however, very different. 5 In



fact, when it comes to the accuracy of the approximation, the only study that comes close is that of Westerlund and Larsson (2012), and then only the first four moments of ci are accounted for.
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In Andrews and Guggenberger (2008), while κ ∈ [0, 1] leads to a conventional unit root type distribution, κ > 1 leads to a Cauchy distribution. In our case, the distribution is always normal but with a differing mean. If κ ∈ [0, 1), the mean is given √ √ √ √ by Nα N λ1N / λ0N , if κ = 1, it is given by Nα N (λ1N + τN γ1N )/ λ0N + τN γ0N , √ √ and if κ > 1, it is given by NτN α N γ1N / γ0N (as shown in the discussion following Lemma 1). Note that γ1N = µ1 + O(α N ), where in case of a locally stationary alternative, µ1 < 0. This means that if κ ≥ 1 a larger τN is going to make the numerator of the mean of the test statistic more negative, which is suggestive of higher power. This is in contrast to the time series case in which power is typically decreasing in the size ¨ of the initial condition (see, for example, Elliott and Muller, 2006).6 Hence, even under the alternative the use of panel data leads to a measure of robustness that is not there in time series. If explosiveness is permitted, such that µ1 > 0 cannot be ruled out, since this is going to push the mean of the test statistic in the other (positive) direction, we recommend making the test double-sided. 7. As pointed out in remark 6 above, power depends on whether κ ∈ [0, 1), κ = 1 or κ > 1. However, the most important difference is between the cases of κ ∈ [0, 1] and κ = 1. √ Consider first the case when κ ∈ [0, 1]. If η > 1/2, such that Nα N = N 1/2−η → 0, √ then power is negligible, whereas if η < 1/2, such that Nα N → ∞, then t diverges and therefore power goes to one as N → ∞. Only in the intermediate case when √ η = 1/2, such that Nα N = 1, is power non-negligible and non-increasing. The corresponding condition for non-negligible and non-increasing power when κ > 1 is √ given by NτN α N = N θ (κ −1)/2−η +1/2 = 1, which is satisfied if θ (κ − 1)/2 − η + 1/2 = 0. Hence, since θ > 0, for this to hold, we need η = (θ (κ − 1) + 1)/2 > 1/2, which means that η = 1/2 (the standard value in the literature) is effectively ruled out as being too large for non-increasing power. That is, setting η = 1/2 causes power to go to one with the sample size. In other words, if we compare the two cases of κ ∈ [0, 1] and κ > 1, the latter actually implies an increase in the 1/N η T-neighborhoods around unity for which power is non-negligible, meaning that in this case we can be even closer to the null than before and still have power. 8. The fact that when κ > 1 and η = 1/2 power goes to one with the sample size (see 6 See



Harris et al. (2010) for a similar result in the panel data context.
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remark 7) is a reflection of the fact that the rate of convergence of the pooled OLS slope √ estimator in a regression of ∆yi,t onto yi,t−1 is now given by NτN T (see Appendix), √ which is faster than the usual NT rate. This is consistent with the results reported by Andrews and Guggenberger (2008, Theorem 1), and Phillips and Magdalinos (2009, Theorem 2) for the time series case. 9. η and κ determine not only the extent of power (see remark 7), but also how power is affected by the moments of ci . There are two cases, depending on whether κ ∈ [0, 1] or κ > 1. If κ ∈ [0, 1], such that τN → {0, 1}, since τN γ1N and τN γ0N are either asymptotically zero or independent of τN , the effect of the moments of ci is determined by η alone. On the one hand, if η = 0, such that α N = 1, then ϕjN = (2α N ) j /( j + 2)! = O(1), and therefore all the moments of ci affect power (via λ pN and γ pN ). On the j



other hand, if η > 0, such that α N = o (1), then ϕjN = O(α N ) = o (1) and therefore λ1N = µ1 /2 + o (1) and γ1N = µ1 + o (1), suggesting that now µ1 is going to have a √ dominating effect. For instance, if η = 1/2 and κ = 0, then t1 →d µ1 / 2 + N (0, 1), which is the same result as in, for example, Breitung (2000, Theorem 2) and Moon et al. (2007, Section 3.3.1). This previous result can therefore be seen as a special case of the more general theory developed here. If κ > 1, then the effect of the moments of ci is determined by both η and κ.



3.2 Fixed effects ∗ , A∗ and B∗ be defined as A , A Let yi = ∑tT=1 yi,t /T and let A1N 2N and BN , respectively, 1N 2N N ∗ = ( y − y ) in place of y . Lemma 2 provides the relevant asymptotic results but with yi,t i,t i,t i



for the case when β i unrestricted. Lemma 2. Under the conditions laid out in Section 2, as N → ∞ with θ > 1/2, ∗ ∗ ∗ = σ2 (λ1N + τN γ1N ) + o p (1), (a) A1N



(b)



∗ A2N



−



√



( Nσ θ N →d σ 2



2



lim



N →∞



∗ (ω N + τN γ0N



∗ ∗ (c) B∗N = σ2 (λ0N + τN γ0N ) + o p (1),
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− θ 2N )



)1/2 N (0, 1),



where ∞



λ∗pN



=



(2 j −1 ( j − 1 ) + 1 ) ϕjN µ j+ p , 2 j −1 ( j + 3 ) j =0



γ∗pN



=



∑ ∑ ( j + 2)(k + 2)ϕkN ϕjN τN µ j+k+ p



∑ ∞



∞



j



j =0 k =0



−



∞



∞



∞



∑ ∑ ∑ ( j + 2)



j =0 k =0 l =0



( k + 2) ( l + 2) j ϕkN ϕlN ϕjN τN µ j+k+l + p , k l 2 2



∞



ϕjN µ j , j j =0 2



θN



= −∑



ωN



=



∞



(2 j ( j + 3) − 2(2 j+1 − j))( j + 4) + 4(2 j+3 − j − 5) ϕjN µ j . 2 j ( j + 3)( j + 4) j =0



∑



An important difference when compared to the results reported in Lemma 1 is that while ∗ is not. This is due to the demeaning and the fact A2N is (asymptotically) mean zero A2N



that yi is correlated with ϵi,t , which calls for some kind of bias correction. As Moon and Perron (2008) point out, there are essentially two ways in which such a correction might be performed; either we bias-correct the numerator only, or we bias-correct the entire test statistic. Let us therefore consider as an example the following test statistic with a corrected numerator: t0∗



√ 2 √ ∗ ∗ − √ A1N Nσ θ N A2N A N − N σˆ 2 θ N √ ∗ √ ∗ = = Nα N √ ∗ + + o p (1), σˆ BN σ BN σ BN



(9)



where the second equality follows from the consistency of σˆ 2 and assuming η + θ ≥ 1/4 (as in (5)). According to Lemma 2, A∗ √1N∗ σ BN



√ 2 ∗ − A2N Nσ θ N √ ∗ σ BN



= →d



∗ λ∗ + τN γ1N √ 1N∗ + o p (1), ∗ λ0N + τN γ0N ( ∗ − θ 2 )1/2 ω N + τN γ0N N lim N (0, 1) ∗ + τ γ∗ N →∞ λ0N N 0N



(10) (11)



as N → ∞ with θ > 1/2. The problem with t0∗ is that it is not really feasible, as both the mean in (10) and the variance in (11) depend on unknowns. However, note that under the ∗ = 1/6 and γ∗ = 0. Thus, letting null, ω N = 1/3, θ N = −1/2, λ0N pN √ 2 √ ∗ 2( A N + N σˆ /2) √ t∗ = , σˆ B∗N



we can show that (again under the null), √ 2 ( ∗ − θ 2 )−1/2 A∗ − ˆ θN ω N + τN γ0N N N √ Nσ = t∗ + o p (1) →d N (0, 1) ∗ + τ γ∗ ∗ λ0N σˆ BN N 0N 13



(12)



as N → ∞ with θ > 1/2, suggesting that t∗ can be used as a test statistic. Thus, as in the case when β i = 0, the asymptotic null distribution of t∗ is independent of the initialization. The local power function of this test statistic, which is identically the Moon and Perron (2008) t# statistic, can be deduced from √ √ 2 √ ∗ + σ2 ( θ + 1/2)) ∗ − 2N (α N A1N 2( A2N Nσ θ N ) N ∗ √ ∗ √ ∗ + + o p (1), t = σ BN σ BN



(13)



where the second term on the right-hand side is as in (11) (except for the multiplication by √ 2). As for the first term, which determines the mean of the test statistic, by using Taylor expansion and the fact that 1 2



=



∗ ∗ λ0N + τN γ0N



=



∗ ∗ α N (λ1N + τN γ1N ) + θN +



α3 µ3 α2N µ2 + N (1 + 2τN ) + O p (α4N ), 24 24 α2 µ2 1 α N µ1 + + N (3 + 5τN ) + O p (α3N ), 6 12 60



we obtain √ √ ∗ + σ2 ( θ + 1/2)) √ 2N (α N A1N 12Nα2N µ2 N √ ∗ = + O p ( Nα3N ), (14) 24 σ BN √ with the O p ( Nα3N ) remainder capturing the dependence on both τN and higher order mo√ ments of ci . Hence, unlike the situation when β i = 0, provided that O p ( Nα3N ) = o p (1), the mean of t∗ is asymptotically independent of τN . Because the same is true for the variance in (11), we have that when κ ∈ [0, 1] the asymptotic distribution of t∗ is completely independent of the initialization. Thus, not only is size independent of the initialization, but provided that κ ∈ [0, 1], so is power. When κ > 1 the mean and variance of the statistic simplify to [ ( )] ∗ + τ γ∗ ) + θ + 1/2 ∗ √ α N (λ1N γ1N 1 N 1N N √ ∗ = α N τN √ ∗ + O ∗ τN γ0N λ0N + τN γ0N ( ) √ √ α2N τN µ3 αN 3 √ , = + O( τN α N ) + O √ τN 24µ2 ( ) ∗ − θ2 ω N + τN γ0N 1 N = 1 + O . ∗ + τ γ∗ λ0N τ N 0N N



(15) (16)



Thus, just as in the case when β i = 0, the initial value has a dominating effect. However, since O(1/τN ) = o (1), the effect works only through the mean of the test statistic. Another implication of (16) is that the appropriate test statistic to use when κ > 1 is no longer given √ by t∗ but rather by t∗ / 2. Remarks. 14



10. The fact that when κ ∈ [0, 1] the asymptotic distribution of t∗ does not depend on the initialization stands in stark contrast to previous results. In fact, the power of all unit root tests proposed in the literature so far, including the Im et al. (2003) panel test considered by Harris et al. (2010), depend on the initial condition (even when fixed effects are allowed for), and usually in a negative way. 11. For power to be non-negligible and non-increasing when β i is unrestricted and κ ∈ √ [0, 1], according to (14), we need Nα2N = 1, which is satisfied for η = 1/4 but not for η = 1/2 (as in the case when β i = 0). The demeaning therefore has an order effect on the neighborhood around unity for which power is negligible, which is in agreement with the results reported by Moon and Perron (2008, Theorem 4.1) for the case when √ κ = 0. The condition for non-negligible power when κ > 1 is given by NτN α2N = N θ (κ −1)/2−2η +1/2 = 1 (see (15)), which is satisfied if η = (θ (κ − 1) + 1)/4 > 1/4. This again illustrates the power increasing potential of the initial value when in the infinite distant past.7



√ 12. The fact that t∗ has no power in 1/ NT-neighborhoods of the null when κ ∈ [0, 1] is due to the fact that we have replaced θ N by −1/2, which is only appropriate under H0 . Knowledge of θ N makes the otherwise infeasible test statistic in (9) operational, and this statistic has power also when η = 1/2.8 13. By plugging in η = 1/4 and κ ∈ [0, 1], and then taking the limit as N → ∞, we obtain √ t∗ →d −µ2 /4 3 + N (0, 1), which is the same result as the one reported by Moon and Perron (2008, Theorem 4.2) for the case when κ = 0. This first-order theory leads to very simple predictions, as power can only stem from µ2 . However, as (14) makes clear, this need not be the case. In particular, given the relatively slow rate of convergence in this case, in small-samples there is a potential offsetting effect as higher moments (as √ captured by the NτN α3N remainder term), while asymptotically negligible, may come into play. Similarly, although asymptotically there should be no dependence on τN , in finite samples the initialization can have an effect on power. 14. The analysis of the case when the bias-correction is done to the entire test statistic is 7 The minimum requirement for power when η = 1/2 is that θ ≥ 3/ (κ − 1). Thus, if κ = 2, then we need θ ≥ 3, which is obviously quite restrictive, even in the typical macroeconomic application with T >> N. 8 Of course, if all the moments of c were known there would be no point in testing for a unit root in the first i place.
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entirely analogous to the one presented above. To illustrate this, consider the following infeasible test statistic:



√ A∗N Nθ N √ ∗ −√ ∗ ∗ σˆ BN λ0N + τN γ0N



√ A∗N − N σˆ 2 θ N √ = σˆ B∗N [ ] √ 1 σˆ + Nθ N √ ∗ − √ ∗ , ∗ BN λ0N + τN γ0N



where the first term on the right-hand side is as in (10), while the second can be expanded as



√



[



] 1 σˆ Nθ N √ ∗ − √ ∗ ∗ BN λ0N + τN γ0N ] √ [ B∗N θN ∗ ∗ − (λ0N + τN γ0N ) + o p (1). = − ∗ + τ γ∗ )3/2 N σ ˆ2 2(λ0N N 0N



Since this term is mean zero, it is clear that power, and hence also the dependence on τN , will be driven by the first term. 15. In contrast to Lemma 1, Lemma 2 assumes that θ > 1/2, which implies



√



N/T → 0



as N, T → ∞. The reason for this requirement is the fixed effects, whose elimination induces an estimation error in T, which is then aggravated when pooling across N. √ The condition that N/T → 0 prevents this error from having a dominating effect.



4



Simulations



A small-scale simulation study was conducted to assess the accuracy of our theoretical results in small samples. The data generating process is given by (1)–(3), where ϵi,t ∼ N (0, 1), s m−s / ( m + 1). The data are β i = 0, δ = 1 and ci ∼ U ( a, b), suggesting that µm = ∑m s =0 a b



generated for 3,000 panels with θ = 1. To also ensure that τN α N ≤ 1 in the case when κ > 1 (see remark 2), we set κ ≤ η + 1, where η = 1/4 when fixed are allowed for and η = 1/2 when not. t and t∗ are implemented with σˆ 2 set equal to σˆ 2 = ∑iN=1 ∑tT=2 (∆yi,t )2 /NT. The results are compared with the infinite-order power functions derived in Section 3 and also with the corresponding first-order power functions based on assuming T0 = 0 (as summarized in Moon et al., 2007). We also report the results from the infeasible test statistic in the fixed effects
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model, t0∗ , and its power function. All tests are carried out at the 5% level, and the infiniteorder power functions are truncated such that they only include the first 100 moments of ci . All tests are double-sided.9 The results reported in Tables 1–3 are generally in agreement with theory and can be summarized as follows: • The size accuracy of the tests is generally very good. There are some distortions but these diminish as N increases. As expected, the results are not sensitive to the initialization (as measured by κ). • Power is generally very close what is predicted by the (truncated) infinite-order power functions of Section 3. When κ = 0, the predictions based on the first-order power functions are also quite close, but only when a and b are relatively close to zero, and the precision deteriorates as κ and the deviation from the null increases. In fact, the first-order theory is way off target in most cases, especially in the fixed effects model. To take an extreme example, consider the case when a = b = −6 and κ = 0, 1, in which predicted power based on the first-order theory is about 100 times as large as actual power. The fact that the bias is mainly driven by ( a, b) suggests that the poor accuracy is not due to the initialization but rather to the error coming from the firstorder approximation. • As expected, when β i = 0 and η = 1/2 power is driven mainly by µ1 . However, there is also a second-order effect working through variance of ci . In particular, while the first-order theory completely misses this, both the empirical and infinite-order theoretical power seem to be decreasing in | a − b|. • When β i = 0 and κ = 3/2, since θ = 1 and η = 1/2, we have



√



NτN α N = N 1/4 ,



suggesting that in this case power should be increasing in N. The results reported in Table 1 are quite suggestive of this. • In the fixed effects model, since η = 1/4 in the simulations, the power of t0∗ should go to one with the sample size, and this just what we see in the table. In fact, there are only a few occasions when power less than 100%. The power of t∗ is, on the other hand, very poor and it is only rarely that power actually raises above the nominal 5% level. 9 The



one-sided rejection frequencies are available from the author upon request.
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We also see that, as alluded in remark 4 of Section 3.2, if κ ∈ [0, 1], while asymptotically there should be no dependence on κ, there is some variation in the results depending on whether κ = 0 or κ = 1. Again, while the existing theory completely misses this, our asymptotic theory is able to capture the effect of κ.



5 Conclusion The results obtained here are interesting in their own right but also because of the implications they have for applied work. The fact that with fixed effects the pooled unit root t-statistic considered here is asymptotically invariant with respect to distant past initialization is, for example, extremely useful. Motivated by the otherwise so common relationship between power and size of the initial value, much effort has recently gone into the devel¨ opment of “robust” testing strategies (see, for example, Elliott and Muller, 2006; Harvey et al., 2009). Unfortunately, such strategies cannot remove the effect of the initial value (see ¨ Elliott and Muller, 2006, for a formal proof), and therefore only provide a partial solution to the problem. They can also be quite difficult to implement, and no one strategy seem to dominate the others (see Harvey and Leybourne, 2006). Our results suggest that with panel data there is no need for robust testing strategies. In fact, since size is unaffected and power is either flat or increasing in the extent of the initialization, there seem to be no immediate cause for concern. In an essence, our results give some credence to the common empirical approach of simply ignoring the initial value. Several interesting extensions of the current work come to mind. Firstly, although the introduction of incidental trends is unlikely to affect of the initialization, the current analysis can be extended to the case with detrended data. Secondly, and perhaps more importantly, while in the case of fixed effects the current paper focuses on the use of OLS demeaned data, one could also consider generalized least squares (GLS) demeaning (see Elliott et al., 1996). This avenue is currently being pursued by the author in a separate work.
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Appendix: Proofs Proof of Lemma 1. Consider first the case when κ ∈ [0, 1]. We begin with (a). Define yi,0 = ∑sT=0 −0 2 ρis ϵi,−s such that yi,t = ρit yi,0 +



t



∑ ρit−s ϵi,s .



s =1



0 = exp( c α τ t/T ), we have Hence, by further defining ri,t = exp(ci α N t/T ) and ri,t 0 i N N



1 1 1 √ yi,t = √ ρit yi,0 + √ T T T



t



∑ ρit−s ϵi,s = ri,t



√



s =1



0 τN xi,T + xi,t , 0



(A1)



where, by virtue of the serial independence of ϵi,t , the processes 0 xi,t =



xi,t =



1 √ T0 1 √ T



t



∑ ri,s0 ϵi,−s ,



s =0 t



∑ ri,t−s ϵi,s



s =1



are independent of each other. It follows that ( ) ( ) T √ 1 T 1 0 ci y2i,t−1 |ci E = E + xi,t−1 )2 |ci ∑ ci (ri,t−1 τN xi,T 0 T 2 t∑ T =2 t =2 0 = τN E[ci ( xi,T )2 | c i ] 0



1 T



T



1 T



∑ ri,t2 −1 +



t =2



T



∑ E(ci xi,t2 −1 |ci ).



(A2)



t =2



Assume that τN → τ and α N → α as N → ∞, where τ, α ∈ {0, 1} (which is without loss of generality, as we have already assumed that κ ∈ [0, 1]). Hence, since conditional on ci , ri,t is purely deterministic, ri,t |ci → ri (w) = exp(ci αw) as N → ∞ (implying T → ∞), where t = ⌊wT ⌋, w ∈ [0, 1] and ⌊ x ⌋ denotes the integer part of x. This implies, with s = ⌊vT ⌋ and v ≤ w, E( xi,t xi,s |ci )



=



1 T



→ σ =



2



σ2



t



s



∑ ∑



ri,t−m ri,s−n E(ϵi,m ϵi,n |ci ) = σ2



m =1 n =1 ∫ v u =0



ri (w − u)ri (v − u)du = σ



2



∫ v



1 T



u =0



s



∑ ri,t−n ri,s−n



n =1



ri (w + v − 2u)du



1 (ri (w + v) − ri (w − v)). 2ci α



(A3)



0 | c → r 0 ( w ) = exp( c ατw ), suggesting that We similarly have ri,t i i i 0 0 E( xi,t xi,s |ci ) → σ2



1 (r0 (w + v) − ri0 (w − v)). 2ci ατ i 21



(A4)



Therefore, since ri (0) = ri0 (0) = 1, 1 (r0 (2w) − 1), 2ci ατ i 1 2 E( xi,t | ci ) → σ2 (ri (2w) − 1) 2ci α



0 2 E[( xi,t ) | ci ] → σ2



as N → ∞. By using this, j! = ( j − 1)!j and then Taylor expansion of the type exp( x ) = j ∑∞ j=0 x /j!, we obtain



1 1 0 E[( xi,T )2 | c i ] → σ 2 (ri0 (2) − 1) = σ2 0 2ci ατ 2ci ατ



(



∞



(2ci ατ ) j ∑ j! − 1 j =0



)



∞



(2ci ατ ) j ( j + 1) ! j =0



= σ2 ∑



∞



σ2 ∑ ( j + 2)ϕj (τci ) j .



=



j =0



Similarly, since 1 T



T



∑



1 → σ 2ci α



2 E( xi,t | ci )



2



t =2



∫ 1



1 (ri (2w) − 1)dw = σ 2ci α w =0



(



2



1 (r i (2) − 1) − 1 2ci α



)



∞



=



∞ (2ci α) j j = σ2 ∑ ϕ j ci ( j + 2) ! j =0 j =0



σ2 ∑



as N → ∞, we can show that 1 T



T



∑ E(ci xi,t2 ) =



t =2



1 T



∞



∞ (2α) j µ j +1 = σ 2 ∑ ϕ j µ j +1 . ( j + 2) ! j =0 j =0



T



∑ E[ci E(xi,t2 |ci )] → σ2 ∑



t =2



Also, from ri (w) p = ri ( pw) for p > 0, 1 T



T



∑



t =2



2 ri,t | ci



→



∫ 1 w =0



and therefore ( ) 1 T E ci y2i,t−1 T 2 t∑ =2



ri (2w)dw =



=



1 T



1 (r i (2) − 1) = 2ci α



(



∑ E(ci xi,t2 −1 |ci ) + τN E



t =2 ∞



∞



j =0



(2αci ) j



j =0



T



→ σ 2 ∑ ϕ j µ j +1 + σ 2 τ ∑ =



∞



∞



∑ ( j + 1) ! = ∑ ( j + 2) ϕ j c i , j



j =0



1 0 E[ci ( xi,T )2 | c i ] 0 T



T



)



∑ ri,t2 −1



t =2



∞



∑ ( j + 2)(k + 2)τ j ϕj ϕk µ j+k+1



j =0 k =0



σ (λ1 + τγ1 ). 2



(A5)



We now verify conditions (i) and (ii) of the law of large numbers of Phillips and Moon (1999, Corollary 1), as is done in, for example, Moon and Phillips (2000, page 975). In their notation, we have Qi,T = ∑tT=2 ci y2i,t−1 /T 2 , which is iid across i. The following convergence results 0 hold: xi,t →w σJi0 (w) and xi,t →w σJi (w), where →w signifies weak convergence, t0 = 0 ∫w ⌊wT0 ⌋, t = ⌊wT ⌋, and Ji (w) = v=0 ri (w − v)dWi (v) is a diffusion process that is independent
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of the reverse diffusion Ji0 (w) =



∫w



r0 (v)dWi0 (−v). v =0 i



Wi (v) and Wi0 (v) are independent √ standard Brownian motions. Making use of these results, letting Ki (w) = ri (w) τ Ji0 (1) + Ji (w), we have Qi,T =



1 T



√ 0 + xi,t−1 )2 →w σ2 ∑ ci (ri,t−1 τN xi,T 0 T



t =2



∫ 1 w =0



ci Ki (w)2 dw = Qi



as N → ∞. Moreover, it is clear from the above that E( Qi ) = σ2 (λ1 + τγ1 ). Therefore, since Qi,T →w Qi and E( Qi,T ) → E( Qi ), we have that | Qi,T | is uniformly integrable (see Moon and Phillips, 2000, page 971). This establishes condition (i). Moreover, since the scaling coefficient (“Ci ” in Phillips and Moon, 1999) is just one, (ii) is automatically satisfied. We can therefore show that A1N =



1 N



N



∑ Qi,T → p σ2 (λ1 + τγ1 )



(A6)



i =1



as N → ∞, where → p signifies convergence in probability. In order to prove (b) we use the same steps as in Moon and Phillips (2000, page 994) to verify that Qi,T = ∑tT=2 yi,t−1 ϵi,t /T satisfies conditions (i)–(iv) of the central limit theorem of Phillips and Moon (1999, Theorem 2). We begin by noting that Qi,T is iid, and, denoting by Ft the sigma-field generated by {ϵi,t }ts=−T0 +2 , it is further clear that ) ( ) ( √ 1 T 1 T 0 E( Qi,T ) = τN E xi,T0 √ ∑ ri,t−1 E(ϵi,t |ci , Ft−1 ) + E √ ∑ xi,t−1 E(ϵi,t | Ft−1 ) = 0. T t =2 T t =2 As for the variance of Qi,T , we have ( )2  T 1 E( Q2i,T |ci ) = E  yi,t−1 ϵi,t |ci  T t∑ =2 ) ( ( 1 T 2 1 2 0 = E xi,t−1 E(ϵi,t | Ft−1 )|ci + τN E ( xi,T )2 ∑ 0 T t =2 T



=



1 T



T



1



T



)



∑ ri,t2 −1 E(ϵi,t2 | Ft−1 )|ci



t =2



T



0 2 2 )2 |ci ] ∑ ri,t ∑ E(xi,t2 −1 |ci )σ2 + τN E[(xi,T −1 σ T



t =2 ∞



0



∞



→ σ4 ∑ ϕ j ci + σ4 τ ∑ j



j =0



∞



t =2



∑ ( j + 2)(k + 2)τ j ϕj ϕk ci



j+k



j =0 k =0



as N → ∞, giving ∞



∞



E( Q2i,T ) → σ4 ∑ ϕj µ j + σ4 τ ∑ j =0



∞



∑ ( j + 2)(k + 2)τ j ϕj ϕk µ j+k = σ4 (λ0 + τγ0 ),



j =0 k =0
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(A7)



which is finite. Moreover, Qi,T =



1 T



T



∑ yi,t−1 ϵi,t →w σ2



∫ 1



t =2



w =0



Ki (w)dWi (w) = Qi



as N → ∞, and it is not difficult to verify that E( Q2i ) = σ4 (λ0 + τγ0 ). Together Qi,T →w Qi and E( Q2i,T ) → E( Q2i ) imply that conditions (i), (ii) and (iv) are satisfied. Condition (iv) follows from noting that, by the continuous mapping theorem, Q2i,T →w Q2i . It follows that 1 A2N = √ N



N



∑ Qi,T →d σ2



√



λ0 + τγ0 N (0, 1)



(A8)



i =1



as N → ∞. Finally, consider (c). ∑tT=2 y2i,t−1 /T 2 satisfies the conditions of Corollary 1 of Phillips and Moon (1999) (which can be verified in the same way as in the proof of (a)). Therefore, BN =



1 NT 2



N



T



∑ ∑ y2i,t−1 → p σ2 (λ0 + τγ0 )



(A9)



i =1 t =2



as N → ∞. This completes the proof for the case when κ ∈ [0, 1]. The results for the case 0 (w) = when κ > 1 are the same, provided that α N τN ≤ 1, thus ensuring that the limit of ri,t j exp(ci α N τN t/T0 ) exists and that it admits to the Taylor expansion exp( x ) = ∑∞ j=0 x /j!.







Proof of Lemma 2. As in the proof of Lemma 1 we assume that κ ∈ [0, 1]. The results for the case when κ > 1 are the same if we assume that α N τN ≤ 1 (see the discussion following (A9) above). Consider (a). By using



√ 1 0 √ (yi,t − yi ) = (ri,t − ri ) τN xi,T + xi,t − xi , 0 T 0 and x , we obtain and the independence of xi,t i,t ) ( 1 1 T 0 = τN E[ci ( xi,T )2 | c i ] ci (yi,t−1 − yi,−1 )2 |ci E ∑ 2 0 T t =2 T



+



1 T



T



∑ (ri,t−1 − ri,−1 )2



t =2



T



∑ E[ci (xi,t−1 − xi,−1 )2 |ci ],



t =2
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(A10)
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∞
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∞
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∞
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→ σ2 ∑ ϕj ci − 2σ2 ∑ j



j =0 ∞



(2 j −1 ( j − 1 ) + 1 ) j ϕ j ci 2 j −1 ( j + 3 ) j =0



σ2 ∑



=



as N → ∞. The former result uses that r i | ci =



1 T



T



∑ ri,t |ci →



∫ 1



t =2



w =0



ri (w)dw =



1 (r i (1) − 1) = ci α



∞



αj j ∑ ( j + 1) ! c i = j =0



∞



( j + 2) j ϕ j ci , 2j j =0



∑



whereas the latter uses that, because of symmetry, E( x2i,−1 |ci )



=



1 T2



= =



T



∑ ∑ E(xi,t−1 xi,s−1 |ci )



t =2 s =2 ∫ 1 1



∫ 1



(ri (w + v) − ri (w − v))dwdv 2ci α w=0 v=0 ∫ 1 ∫ w 2 1 σ (ri (w + v) − ri (w − v))dwdv c i α w =0 v =0 ) ( 1 1 2 2 σ (r i (1) − 1) + (r i (2) − 1) 1− ( c i α )2 ci α 2ci α ( ) ∞ ∞ 1 (2ci α) j ( ci α ) j 2 σ 1−2∑ + ( c i α )2 ( j + 1)! j∑ ( j + 1) ! j =0 =0



→ σ2 =



T



∞



∞ ( 2 j +1 − 1 ) ( 2 j +1 − 1 ) j (ci α) j = 2σ2 ∑ j ϕ j ci . ( j + 3) ! j =0 j =0 2 ( j + 3 )



= 2σ2 ∑



By adding these results, ) ( 1 T 2 E ci (yi,t−1 − yi,−1 ) |ci T 2 t∑ =2 ∞



(2 j −1 ( j − 1 ) + 1 ) j +1 ϕ j ci 2 j −1 ( j + 3 ) j =0 (



→ σ2 ∑



∞



+



τσ2 ∑ ( j j =0



j +1 + 2) ϕ j τ j c i



∞



∞



∞



( k + 2) ( l + 2) ϕk ϕl cik+l ∑ (k + 2)ϕk cik − ∑ ∑ 2k l 2 k =0 k =0 l =0
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)



as N → ∞, and therefore, ( ) ∞ 1 T ( 2 j −1 ( j − 1 ) + 1 ) 2 2 E c ( y − y ) → σ ϕ j µ j +1 i i,t − 1 ∑ ∑ i,−1 T 2 t =2 2 j −1 ( j + 3 ) j =0 ∞



τσ2 ∑



+



∞



∑ ( j + 2)(k + 2)ϕk ϕj τ j µ j+k+1



j =0 k =0 ∞



∞



∞



−



τσ2 ∑



=



σ (λ1∗ + τγ1∗ ).



∑ ∑ ( j + 2)



j =0 k =0 l =0



( k + 2) ( l + 2) ϕk ϕl ϕj τ j µ j+k+l +1 2k 2l



2



(A11)



By following the same steps used in the proof of Lemma 1 (a) it is possible to show that ∑tT=2 ci (yi,t−1 − yi,−1 )2 /T 2 satisfies the conditions of Corollary 1 of Phillips and Moon (1999). Hence, ∗ A1N =



1 NT 2



N



T



∑ ∑ ci (yi,t−1 − yi,−1 )2 → p σ2 (λ1∗ + τγ1∗ )



(A12)



i =1 t =2



as N → ∞. Consider (b). We have 1 T



T



∑ (yi,t−1 − yi,−1 )ϵi,t =



t =2



√



1 0 √ τN xi,T 0 T



T



1



T



∑ (ri,t−1 − ri,−1 )ϵi,t + √T ∑ (xi,t−1 − xi,−1 )ϵi,t , (A13)



t =2



t =2



where the first term on the right-hand side is clearly mean zero, while, for s = ⌊vT ⌋, t =



⌊wT ⌋ and v > w, 1 √ T



T



∑ E[( xi,t−1 − xi,−1 )ϵi,t |ci ]



t =2



1 −√ T



=



T



1



T s −1



∑ E(xi,−1 ϵi,t |ci ) = − T3/2 ∑ ∑ E(xi,s−1 ϵi,t |ci )



t =2



∫ 1 ∫ v



s =2 t =2



∫



1 1 → −σ ri (v − w)dwdv = −σ (ri (v) − 1)dv c i α v =0 v =0 w =0 ( ) ∞ ∞ 1 1 ( ci α ) j 1 j (r i (1) − 1) − 1 = − σ 2 ∑ = − σ2 ∑ j ϕ j ci = − σ2 ci α ci α ( j + 2 ) ! 2 j =0 j =0 2



2



as N → ∞, suggesting 1 √ T



T



∑ E[( xi,t−1 − xi,−1 )ϵi,t ] = σ2 θ + o(1),



(A14)



t =2



j where θ = − ∑∞ j=0 ϕ j µ j /2 . The order of the error of approximation reported here is not the



sharpest possible. In order to work out this order more exactly we make use of the following: ( ) 1 k k , sup sup |(t/T ) − r | = O T 1≤t≤ T (t−1)/T ≤r ≤t/T ( ) 1 sup sup | exp(t/T ) − exp(r )| = O T 1≤t≤ T (t−1)/T ≤r ≤t/T 26



(see Moon and Phillips, 2000, page 992), from which it is possible to show that ( ) 1 T 1 2 √ ∑ E[( xi,t−1 − xi,−1 )ϵi,t ] = σ θ + O . T T t =2



(A15)



As for the variance of this term, we use T



1 √ T



T



1 ∑ (xi,t−1 − xi,−1 )ϵi,t = √T t =2



∑ xi,t−1 ϵi,t −



√



Txi,−1 ϵi ,



t =2



suggesting that ( ( )2  T 1 1 E  √ ∑ ( xi,t−1 − xi,−1 )ϵi,t  = E  √ T t =2 T (



)2  ∑ xi,t−1 ϵi,t  T



t =2



T



)



− 2E xi,−1 ϵi ∑ xi,t−1 ϵi,t



+ TE[( xi,−1 ϵi )2 ],



(A16)



t =2



where the first term on the right-hand side is the same as in the proof of Lemma 1 (b). Consider the second term. Clearly, ( ) E



T



xi,−1 ϵi



∑ xi,t−1 ϵi,t |ci



t =2



= =



1 T 1 T



T



T



∑ ∑ E(xi,s−1 xi,t−1 ϵi,t ϵi |ci )



t =2 s =2 T s −1



T



1



T



∑ ∑ E(xi,s−1 xi,t−1 ϵi,t ϵi |ci ) + T ∑ ∑ E(xi,s−1 xi,t−1 ϵi,t ϵi |ci ), s =2 t = s



s =2 t =2



where, with s = ⌊vT ⌋, t = ⌊wT ⌋ and w > v, E( xi,s−1 xi,t−1 ϵi,t ϵi |ci )



= = = =



1 T



∑ E(xi,s−1 xi,t−1 ϵi,t ϵi,k |ci ) =



k =2 t −1 t −1



1 T2 σ4 σ4



→ σ4 =



t



σ4



1 2 E( xi,s−1 xi,t−1 ϵi,t | ci ) T



∑ ∑ ri,t−1−k ri,s−1−m E(ϵi,k ϵi,m E(ϵi,t2 | Ft−1 )|ci )



k =2 m =2 t −1 t −1



1 T2 1 T2 ∫



∑ ∑ ri,t−1−k ri,s−1−m E(ϵi,k ϵi,m |ci )



k =2 m =2 t −1



∑ ri,t−1−k ri,s−1−k



k =2 w



u =0



ri (w − u)ri (v − u)du = σ4



1 (ri (w + v) − ri (w − v)) 2ci α
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∫ w u =0



ri (w + v − 2u)du



as N, T → ∞. It follows that 1 T



T s −1



∑ ∑ E(xi,s−1 xi,t−1 ϵi,t ϵi |ci )



=



σ4



s =2 t =2



T s −1 t −1



1 T3



∑ ∑ ∑ ri,t−1−k ri,s−1−k



s =2 t =2 k =2 ∫ 1 ∫ w



∫



v 1 → σ (ri (w + v) − ri (w − v))dudvdw 2ci α w=0 v=0 u=0 ( ) 1 2 1 4 = σ 1− (r i (1) − 1) + (r i (2) − 1) 2( c i α )2 ci α 2ci α 4



∞



=



( 2 j +1 − 1 ) j ϕ j ci . j j =0 2 ( j + 3 )



σ4 ∑



On the other hand, if w ≤ v, E( xi,s−1 xi,t−1 ϵi,t ϵi |ci ) =



+



1 T



t −1



1



∑ E(xi,s−1 xi,t−1 ϵi,t ϵi,k |ci ) + T E(xi,s−1 xi,t−1 ϵi,t2 |ci )



k =2



1 2 2 E( xi,t −1 ϵi,t | ci ), T



where the second term on the right-hand side is the same as before and ( ) T 1 1 T 2 2 2 1 2 E( xi,t−1 ϵi,t |ci ) = σ 2 ∑ E( xi,t−1 |ci ) = O . ∑ 2 T s =2 T s =2 T As for the first term, we have 1 T



t −1



∑



E( xi,s−1 xi,t−1 ϵi,t ϵi,k |ci ) =



k =2



=



1 T2 1 T2



= σ2 = σ4



t −1 s −1 t −1



∑ ∑ ∑ ri,s−1−m ri,t−1−n E(ϵi,k ϵi,m ϵi,n ϵi,t |ci )



k =2 m =2 n =2 t −1 t −1



∑ ∑ ri,s−t−1 ri,t−1−n E(ϵi,k ϵi,n E(ϵi,t2 | Ft−1 )|ci )



k =2 n =2 t −1 t −1



1 T2 1 T2



∑ ∑ ri,s−t−1 ri,t−1−n E(ϵi,k ϵi,n |ci )



k =2 n =2 t −1



∑ ri,s−t−1 ri,t−1−k ,



k =2



giving 1 T2



T



T t −1



∑ ∑ ∑ E(xi,s−1 xi,t−1 ϵi,t ϵi,k |ci )



=



σ4



t =2 s = t k =2



→ σ4 = = =



1 T3



∫ 1



T



T t −1



∑ ∑ ∑ ri,s−t−1 ri,t−1−k



t =2 s = t k =2 ∫ 1 ∫ w



w =0 ∫ 1



v=w ∫ 1



u =0 ∫ w



ri (v − w)ri (w − u)dudvdw



ri (v − u)dudvdw v = w u =0 ( ) 1 2 4 σ 1 + r i (1) − (r i (1) − 1) ( c i α )2 ci α ∞ ( j + 1) j σ4 ∑ j ϕ j ci , j =0 2 ( j + 3 ) σ4



28



w =0



which in turn implies ( E



xi,−1 ϵi



)



T



∑ xi,t−1 ϵi,t |ci



t =2



∞



∞ ( j + 1) (2 j +1 − 1 ) j j 4 ϕ c + 2σ ϕ j ci j i ∑ j j j =0 2 ( j + 3 ) j =0 2 ( j + 3 )



→ σ4 ∑ ∞



=



(2 j +2 + j − 1 ) j ϕ j ci 2 j ( j + 3) j =0



σ4 ∑



(A17)



as N → ∞. Next, consider TE[( xi,−1 ϵi )2 ]. We have TE( xi,t−1 xi,s−1 ϵ2i |ci ) 1 T



=



+ 2



t −1 t −1



∑∑



E( xi,t−1 xi,s−1 ϵi,k ϵi,m |ci )



k =2 m =2 T t −1



1 T



∑∑



E( xi,t−1 xi,s−1 ϵi,k ϵi,m |ci ) +



k = t m =2



T



T



1 T



k=t m=t



T



s −1 s −1



∑ ∑ E(xi,t−1 xi,s−1 ϵi,k ϵi,m |ci ),



where, for t > s, T



T



∑ ∑ E(xi,t−1 xi,s−1 ϵi,k ϵi,m |ci )



=



k=t m=t



=



1 T 1 T



T



∑ ∑ ∑ ∑ ri,t−1−n ri,s−1−l E(ϵi,k ϵi,m ϵi,n ϵi,l |ci )



k = t m = t n =2 l =2 T s −1



2 2 |ci ) E(ϵi,n | ci ) ∑ ∑ ri,t−1−n ri,s−1−n E(ϵi,k



k = t n =2



= ( T − t)



1 T



s −1



∑ ri,t−1−n ri,s−1−n .



n =2



Moreover, t −1 t −1



∑∑



E( xi,t−1 xi,s−1 ϵi,k ϵi,m |ci ) k =2 m =2 s −1 s −1



=



∑∑



E( xi,t−1 xi,s−1 ϵi,k ϵi,m |ci )



k =2 m =2 s −1 t −1



t −1 t −1



k =2 m = s



k=s m=s



+ 2∑



∑ E(xi,t−1 xi,s−1 ϵi,k ϵi,m |ci ) + ∑ ∑ E(xi,t−1 xi,s−1 ϵi,k ϵi,m |ci ),



where, since E(ϵi,k ϵi,m ϵi,n ϵi,l |ci ) is equal to σ4 for (k, m) = (n, l ), (k, m) = (l, n) and (k, n) =



(m, l ), and zero otherwise, s −1 s −1



∑∑



E( xi,t−1 xi,s−1 ϵi,k ϵi,m |ci )



k =2 m =2



=



1 T



s −1 s −1 s −1 s −1



∑ ∑ ∑ ∑ ri,t−1−n ri,s−1−l E(ϵi,k ϵi,m ϵi,n ϵi,l |ci )



k =2 m =2 n =2 l =2 s −1



= σ 4 ( s − 2)



1 T



∑



ri,t−1−m ri,s−1−m + 2σ4



m =2
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1 T



s −1 s −1



∑ ∑ ri,t−1−n ri,s−1−l .



n =2 l =2



A similar calculation reveals that s −1 t −1



1 T



t −1 s −1



∑ ∑ E(xi,t−1 xi,s−1 ϵi,k ϵi,m |ci )



= σ4



∑ ∑ E(xi,t−1 xi,s−1 ϵi,k ϵi,m |ci )



= σ 4 ( t − s − 1)



k =2 m = s t −1 t −1



∑ ∑ ri,s−1−l ri,t−1−n ,



n = s l =2



k=s m=s



1 T



s −1



∑ ri,t−1−n ri,s−1−n ,



n =2



and therefore TE( xi,t−1 xi,s−1 ϵ2i |ci )



=



σ 4 ( T − 2)



→ σ4 = +



∫ v u =0



1 T2



s −1



∑



ri,t−1−n ri,s−1−n + 2σ4



n =2



ri (w + v − 2u)du + 2σ4



1 T2



∫ w ∫ v u =0



t −1 s −1



∑ ∑ ri,t−1−n ri,s−1−l



n =2 l =2



z =0



ri (w + v − u − z)dudz



1 (ri (w + v) − ri (w − v)) 2ci α 1 2σ4 (r ( w + v ) − r i ( w ) − r i ( v ) + 1). ( c i α )2 i σ4



Thus, since 1 2ci α



∫ w



∫ 1



=



(ri (w + v) − ri (w − v))dvdw ) ( 1 1 2 (r i (1) − 1) + (r i (2) − 1) = 1− 2( c i α )2 ci α 2ci α



w =0



v =0



∞



(2 j +1 − 1 ) j ϕ j ci , ∑ j j =0 2 ( j + 3 )



and 2 ( c i α )2



=



∫ 1



∫ w



w =0



2 ( c i α )2



v =0



(



(ri (w + v) − ri (w) − ri (v) + 1)dvdw



1 1 1 1 + (r i (1) − 1) − (r i (2) − 1) − (r (1) − 1) 2 2 2( c i α ) ci α ( c i α )2 i



)



∞



=



2 (2 j +3 − j − 5 ) j ∑ 2j ( j + 4)( j + 3) ϕj ci , j =0



we obtain, via symmetry, TE[( xi,−1 ϵi )2 |ci ]



=



1 T2



→ 2σ4



T



T



∑ TE(xi,t−1 xi,s−1 ϵ2i |ci ) =



∑



t =2 s =2



(



∞



∑



j =0



∞



2 T2



T t −1



∑ ∑ TE(xi,t−1 xi,s−1 ϵ2i |ci )



t =2 s =2



− 1) j − j − 5) j ϕ j ci + ∑ j ϕ j ci j 2 ( j + 3) 2 ( j + 4 )( j + 3 ) j =0



( 2 j +1



2 (2 j +3



)



∞



(2 j+1 − 1)( j + 4) + 2(2 j+3 − j − 5) j ϕ j ci 2 j ( j + 3)( j + 4) j =0



= 2σ4 ∑ as N → ∞.
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(A18)



Thus, by putting everything together, ( )2  T 1 E  √ ∑ ( xi,t−1 − xi,−1 )ϵi,t  T t =2 ∞



∞



(2 j +2 + j − 1 ) ϕj µ j 2 j ( j + 3) j =0



→ σ4 ∑ ϕj µ j − 2σ4 ∑ j =0



∞



(2 j+1 − 1)( j + 4) + 2(2 j+3 − j − 5) ϕj µ j 2 j ( j + 3)( j + 4) j =0



+ 2σ4 ∑ ∞



=



(2 j ( j + 3) − 2(2 j+1 − j))( j + 4) + 4(2 j+3 − j − 5) ϕj µ j = σ4 ω j ( j + 3)( j + 4) 2 j =0



σ4 ∑



as N → ∞, implying ) ( 1 T var √ ∑ ( xi,t−1 − xi,−1 )ϵi,t T t =2 ( )2  ( T 1 1 = E  √ ∑ ( xi,t−1 − xi,−1 )ϵi,t  − √ T t =2 T



)2



T



∑ E[(xi,t−1 − xi,−1 )ϵi,t ]



t =2



→ σ 4 ( ω − θ 2 ). Therefore, since ( √ 1 0 √ E τN xi,T 0 T (



= τN E = σ τN E



(A20)



)2  ∑ (ri,t−1 − ri,−1 )ϵi,t  T



t =2



0 ( xi,T )2 0



( 2



(A19)



1 T



T



)



T



∑ ∑ (ri,t−1 − ri,−1 )(ri,s−1 − ri,−1 )E(ϵi,t ϵi,s |ci )



t =2 s =2



1 0 E[( xi,T )2 | c i ] 0



T



)



T



∑ (ri,t−1 − ri,−1 )



2



→ σ4 τγ0∗



(A21)



t =2



as N → ∞, we obtain ( ) 1 T var (yi,t−1 − yi,−1 )ϵi,t → σ4 (ω + τγ0∗ − θ 2 ), T t∑ =2



(A22)



which in turn implies, via Theorem 2 of Phillips and Moon (1999) (the conditions of which can be verified in the same manner as in the proof of Lemma 1 (b)), (√ ) √ √ N ∗ A2N − Nσ2 θ N ∼ σ2 ω + τγ0∗ − θ 2 N (0, 1) + O p , T



(A23)



√ where ∼ signifies asymptotic equivalence. The proof is completed by noting that O p ( N/T ) = √ o p (1) if θ > 1/2 such that N/T → 0. 31



As for (c), by application of Corollary 1 of Phillips and Moon (1999), we have B∗N → p σ2 (λ0∗ + τγ0∗ )



(A24)



as N → ∞. This completes the proof.
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5.3 5.4 5.4 25.5 26.5 28.7 71.9 75.5 76.5 69.2 72.6 75.0 61.2 66.8 70.6



40 80 160



40 80 160



40 80 160



40 80 160



40 80 160



56.1 61.9 67.2



62.0 67.4 71.3



64.2 69.2 72.5



24.2 25.5 27.7



4.5 4.6 5.3



81.4 80.4 79.7



81.4 80.4 79.7



81.4 80.4 79.7



28.8 28.8 30.3



4.5 4.6 5.3



MPP



80.9 81.9 80.2



a = b = −4 94.7 90.8 97.4 95.6 98.7 97.7



a = −8, b = 0 79.7 76.8 90.0 87.4 94.6 93.3



80.9 81.9 80.2



b = −2 88.0 80.9 94.2 81.9 97.1 80.2



30.5 29.5 29.7



a = b = −2 52.5 51.2 57.7 55.1 60.7 57.5



a = −6, 92.0 96.4 98.3



4.6 4.5 4.9



MPP



a=b=0 5.2 4.6 5.1 4.5 5.9 4.9



t



κ=1 Theory



75.9 87.9 96.0



95.6 99.1 99.9



97.7 99.4 100.0



73.6 86.9 95.2



4.7 4.8 5.7



t



72.1 87.2 95.2



92.3 98.1 99.8



94.5 98.9 99.9



69.8 85.6 94.1



4.5 4.9 5.1



κ = 3/2 Theory



79.9 82.1 80.1



79.9 82.1 80.1



79.9 82.1 80.1



29.5 30.0 29.0



4.5 4.9 5.1



MPP



Notes: The data is generated as yi,t = ρi yi,t−1 + ϵi,t , where t = − T0 + 2, ..., T, i = 1, ..., N, yi,−T0 +1 = 0, ϵi,t ∼ N (0, 1), ρi = exp(ci /N η T ), ci ∼ U ( a, b), T = N and T0 = ⌊ T κ ⌋. t1 refers to the actual t-test, “Theory” refers to the asymptotic power function derived in Section 3 and “MPP” refers to the first-order power function that assumes κ = 0, as given in Moon et al. (2007). All tests are conducted at the 5% level.



t



N



κ=0 Theory



Table 1: Size and power without fixed effects.
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4.1 6.0 8.7



40 80 160



8.4 9.6 13.7



7.7 9.6 13.7



13.9 21.2 30.6



7.8 9.8 14.0



4.5 4.6 5.3



Theory



87.0 87.2 86.1



71.1 71.1 69.7



99.9 99.9 99.9



63.8 64.5 63.2



4.5 4.6 5.3



κ=0 MMP



99.4 100.0 100.0



99.9 100.0 100.0



100.0 100.0 100.0



100.0 100.0 100.0



6.8 5.7 4.9



t0∗



99.0 100.0 100.0



99.8 100.0 100.0



100.0 100.0 100.0



100.0 100.0 100.0



4.5 4.6 5.3



Theory



2.1 2.4 2.2



1.9 1.9 1.9



0.9 1.0 1.1



1.8 1.9 2.0



5.7 5.7 5.0



t∗



a = −8, 5.5 4.7 4.7



b=0 86.4 86.9 86.9



99.5 100.0 100.0



b = −2 69.4 99.9 70.5 100.0 70.3 100.0



100.0 100.0 100.0



a = b = −6 5.1 99.9 4.2 100.0 4.4 100.0 a = −6, 4.4 3.8 4.1



100.0 100.0 100.0



a = b = −4 4.2 62.6 3.4 63.4 3.9 64.3



t0∗ 5.7 5.7 5.0



κ=1 MMP



a=b=0 4.6 4.6 4.5 4.5 4.9 4.9



Theory



99.0 100.0 100.0



99.8 100.0 100.0



100.0 100.0 100.0



99.9 100.0 100.0



4.6 4.5 4.9



Theory



2.1 2.0 2.5



1.9 2.0 2.4



0.9 0.9 1.2



1.8 1.8 2.3



6.8 5.1 4.6



t2



5.9 5.2 4.8



4.9 4.3 3.8



5.5 4.6 4.0



4.5 4.1 3.6



5.1 4.7 4.7



Theory



Notes: t∗ and t0∗ refer to the feasible and infeasible t-tests, respectively. See Table 1 for an explanation of the rest.



4.2 6.0 9.0



40 80 160



4.3 6.3 9.6



40 80 160



3.9 9.5 22.7



6.8 5.7 4.9



40 80 160



40 80 160



t∗



N



Table 2: Size and power with fixed effects.



86.3 87.6 87.3



72.1 70.3 71.9



99.9 100.0 100.0



65.6 63.3 64.9



5.1 4.7 4.7



99.3 100.0 100.0



99.8 100.0 100.0



100.0 100.0 100.0



99.9 100.0 100.0



6.8 5.1 4.6



κ = 5/4 MMP t02



99.1 100.0 100.0



99.8 100.0 100.0



100.0 100.0 100.0



99.9 100.0 100.0



5.1 4.7 4.7



Theory



























[image: Culture Points: 1 Motivation]
Culture Points: 1 Motivation












[image: Moral motivation]
Moral motivation












[image: Motivation for Study]
Motivation for Study












[image: Download MOTIVATION: BIOLOGICAL ...]
Download MOTIVATION: BIOLOGICAL ...












[image: Motivation for a specialized MAC -]
Motivation for a specialized MAC -












[image: Self-Rewards and Personal Motivation]
Self-Rewards and Personal Motivation












[image: Gamification - Positive effects for learning, motivation and ...]
Gamification - Positive effects for learning, motivation and ...












[image: QUASI-CONSTANT CHARACTERS: MOTIVATION ...]
QUASI-CONSTANT CHARACTERS: MOTIVATION ...












[image: Symbolism-In-Terrorism-Motivation-Communication-And-Behavior ...]
Symbolism-In-Terrorism-Motivation-Communication-And-Behavior ...












[image: Acknowledgements Motivation and problem ... - Miguel Gamboa]
Acknowledgements Motivation and problem ... - Miguel Gamboa












[image: Self-confidence and Personal Motivation]
Self-confidence and Personal Motivation












[image: Destroying Motivation & Support In Seconds .pdf ...]
Destroying Motivation & Support In Seconds .pdf ...












[image: Motivation Requirements User Surface -]
Motivation Requirements User Surface -












[image: Motivation, Emotion and Cognition.pdf]
Motivation, Emotion and Cognition.pdf















1 Motivation






Mar 15, 2013 - support under research grant numbers P2005â€“0117:1 and W2006â€“0068:1. â€ Deakin University ... Telephone: +61 3 924 46973. Fax: +61 3 924. 






 Download PDF 



















 155KB Sizes
 2 Downloads
 235 Views








 Report























Recommend Documents







[image: alt]





Culture Points: 1 Motivation 

Department of Mathematics and Computer Science, Moravian College. Abstract. In the typical first-year mathematics course â€“ whether it be calculus or a general ... Many students enter our classrooms with a certain degree of fear or antago-.














[image: alt]





Moral motivation 

Keren's important insight here is that there is an important connection between moral ...... In light of her uncertainty regarding the permissibility of eating meat ...














[image: alt]





Motivation for Study 

cutting energy use, using renewable energy sources, and pushing more sustainable .... See Table 1 for means and standard deviations for these four conditions.














[image: alt]





Download MOTIVATION: BIOLOGICAL ... 

About the Author Lambert Deckers is a professor of psychological science at Ball State University in Muncie, Indiana. He teaches courses mainly in motivation ...














[image: alt]





Motivation for a specialized MAC - 

on the scheme, collisions may occur during the reservation period, the transmission period can then be accessed without collision. One basic scheme is demand assigned multiple access (DAMA) also called reservation. Aloha, a scheme typical for satelli














[image: alt]





Self-Rewards and Personal Motivation 

May 15, 2013 - nomics, Shabolovka 26, 119049 Moscow Russia, Email: [email protected]. d: University of Amsterdam ... Self-gifts can act as self-contracts in which the reciprocity for the gift is also ... The pleasure of the moment often seduces people 














[image: alt]





Gamification - Positive effects for learning, motivation and ... 

Gamification - Positive effects for learning, motivation and engagement within educational environments.pdf. Gamification - Positive effects for learning, ...














[image: alt]





QUASI-CONSTANT CHARACTERS: MOTIVATION ... 

Aug 24, 2017 - quasi-constant cocharacters in the setting of our program outlined in loc. cit. Contents. 1. Introduction. 2 ... E-mail address: [email protected], ...














[image: alt]





Symbolism-In-Terrorism-Motivation-Communication-And-Behavior ... 

Page 1 of 3. Download ]]]]]>>>>>(-EPub-) Symbolism In Terrorism: Motivation, Communication, And Behavior. (PDF) Symbolism In Terrorism: Motivation, Communication,. And Behavior. SYMBOLISM IN TERRORISM: ... The World Trade Center was targeted by Al Qa














[image: alt]





Acknowledgements Motivation and problem ... - Miguel Gamboa 

Which data is shared from within an atomic operation? ... access with an STM barrier, even for unshared data!!! ... Lightweight runtime capture analysis. Overview.














[image: alt]





Self-confidence and Personal Motivation 

The fact that higher self-confidence enhances the individual's motivation ...... apy aims at changing people's self-image through selective recol- lection and ..... Phelps, E., and R. Pollack, â€œOn Second-Best National Savings and Game-Equilib-.














[image: alt]





Destroying Motivation & Support In Seconds .pdf ... 

Sign in. Loadingâ€¦ Page 1. Whoops! There was a problem loading more pages. Retrying... Destroying Motivation & Support In Seconds - Google Docs.pdf.














[image: alt]





Motivation Requirements User Surface - 

i.e. change the value of the variable to its default value, if any. Presto. Server returns True on successful ... PrestoSessionConfigManager has a map between all alive sessions and their associated configurations. It supports ... will appropriately 














[image: alt]





Motivation, Emotion and Cognition.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Motivation ...


























×
Report 1 Motivation





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















