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Transfer Learning for Semisupervised Collaborative Recommendation WEIKE PAN, College of Computer Science and Software Engineering, Shenzhen University QIANG YANG, Hong Kong University of Science and Technology YUCHAO DUAN and ZHONG MING, Shenzhen University



Users’ online behaviors such as ratings and examination of items are recognized as one of the most valuable sources of information for learning users’ preferences in order to make personalized recommendations. But most previous works focus on modeling only one type of users’ behaviors such as numerical ratings or browsing records, which are referred to as explicit feedback and implicit feedback, respectively. In this article, we study a Semisupervised Collaborative Recommendation (SSCR) problem with labeled feedback (for explicit feedback) and unlabeled feedback (for implicit feedback), in analogy to the well-known Semisupervised Learning (SSL) setting with labeled instances and unlabeled instances. SSCR is associated with two fundamental challenges, that is, heterogeneity of two types of users’ feedback and uncertainty of the unlabeled feedback. As a response, we design a novel Self-Transfer Learning (sTL) algorithm to iteratively identify and integrate likely positive unlabeled feedback, which is inspired by the general forward/backward process in machine learning. The merit of sTL is its ability to learn users’ preferences from heterogeneous behaviors in a joint and selective manner. We conduct extensive empirical studies of sTL and several very competitive baselines on three large datasets. The experimental results show that our sTL is significantly better than the state-of-the-art methods.
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1. INTRODUCTION



In a typical online system such as Amazon.com, a variety of information is usually available, including users’ behaviors and profiles and items’ descriptions. Users’ behaviors such as numerical ratings and browsing logs are recognized as one of the most important and valuable sources of information for learning users’ preferences, which The reviewing of this article was managed by associate editor Derek Bridge. Weike Pan, Yuchao Duan and Zhong Ming acknowledge the support of National Natural Science Foundation of China (NSFC) Nos. 61502307 and 61170077, Natural Science Foundation of Guangdong Province Nos. 2014A030310268 and 2016A030313038, and Natural Science Foundation of SZU No. 201436. Qiang Yang akcnowledges the support of China National 973 project 2014CB340304, and Hong Kong CERG projects 16211214 and 16209715. Q. Yang and Z. Ming are corresponding authors. Authors’ addresses: W. Pan, Y. Duan, and Z. Ming, College of Computer Science and Software Engineering, Shenzhen University, Shenzhen, China; emails: [email protected], [email protected], [email protected]; Q. Yang, Department of Computer Science and Engineering, Hong Kong University of Science and Technology, Hong Kong, China; email: [email protected]. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or [email protected]. c 2016 ACM 2160-6455/2016/07-ART10 $15.00  DOI: http://dx.doi.org/10.1145/2835497
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Fig. 1. Illustration of the Semisupervised Collaborative Recommendation (SSCR) problem consisting of labeled feedback (left part) and unlabeled feedback (right part), and the iterative knowledge transfer process between target data (i.e., labeled feedback) and auxiliary data (i.e., unlabeled feedback) in the proposed Self-Transfer Learning (sTL) algorithm in the middle part.



is usually considered as a necessary condition to make personalized recommendations. But most previous works on preference learning and personalized recommendation focus on exploiting users’ homogeneous behaviors such as ratings [Salakhutdinov and Mnih 2008; Weimer et al. 2008], browsings [Kabbur et al. 2013; Rendle et al. 2009], and check-ins [Liu et al. 2015; Ying et al. 2014], and very few are for digesting both explicit feedback and implicit feedback in a single framework. Such a situation is largely due to the dominant research trend of making use of explicit feedback from the very beginning of the collaborative filtering history in the early 1990s [Goldberg et al. 1992] to late 2000s [Koren 2008], and the recent trend of exploiting implicit feedback [Rendle et al. 2009; Kabbur et al. 2013]. Exploiting both explicit feedback and implicit feedback [Jawaheer et al. 2014] is very important considering the ubiquity of such a recommendation setting in various online systems, which is illustrated in the left and right parts of Figure 1. But this problem has not been well studied yet. As far as we know, very few works have been proposed for modeling explicit feedback and implicit feedback in a single algorithm, among which SVD++ [Koren 2008] and Factorization Machine (FM) [Rendle 2012] are the stateof-the-art solutions. SVD++ [Koren 2008] generalizes the basic matrix factorization model [Salakhutdinov and Mnih 2008] via using a separate set of item-specific latent feature vectors to characterize the items related to users’ implicit feedback, which is then integrated into the prediction rule of matrix factorization with explicit feedback as an additional term. FM [Rendle 2012] is able to represent one piece of explicit feedback and all implicit feedback of a certain user in a design vector, which is then used to model zero-, first- and second-order interactions among all nonzero entries of the design vector. Empirical results in previously published works [Koren 2008; Rendle 2012] and our experiments show that implicit feedback can indeed bring improvement to that using explicit feedback only. The major merit of SVD++ and FM is their flexibility to combine two different types of feedback in one single framework, that is, the ability to address the heterogeneity challenge. But both SVD++ and FM do not address the uncertainty challenge associated with the implicit feedback. For a piece of implicit feedback, for example, a browsing record, it may indicate some level of favor of the user to the item, but is of high uncertainty. Treating all implicit feedback equally important in SVD++ and FM may not be appropriate. In this article, we aim to address the heterogeneity challenge and uncertainty challenge of explicit feedback and implicit feedback in one framework. First, we formally define the recommendation problem with explicit feedback and implicit feedback as ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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a Semisupervised Collaborative Recommendation (SSCR) problem, via taking users’ explicit feedback as labeled feedback and implicit feedback as unlabeled feedback. Secondly, we further map the labeled feedback and unlabeled feedback to the target data and auxiliary data in the transfer-learning paradigm [Pan and Yang 2010], respectively. Thirdly, in order to address the uncertainty and heterogeneity challenges, we design a Self-Transfer Learning (sTL) algorithm to iteratively identify and integrate some likely positive unlabeled feedback into the learning task of labeled feedback, which is shown in the middle part of Figure 1. Note that the iterative process between labeled feedback and unlabeled feedback is inspired by the general forward/backward process in machine learning, which is found to be very useful in our studied problem. As far as we know, there is no previous work that addresses the uncertainty challenge and heterogeneity challenge simultaneously in one single algorithm. Furthermore, our sTL is a novel algorithm with a good balance between model flexibility and complexity, and is able to absorb SVD++ [Koren 2008] and the basic matrix factorization method [Salakhutdinov and Mnih 2008] as its special cases. We conduct experiments on three large datasets and study the performance of sTL, FM, SVD++, and other competitive recommendation algorithms. The experimental results show that our sTL is significantly better than all other methods. We summarize our main contributions as follows: (i) we formally define the rarely studied recommendation problem with explicit and implicit feedback as a SSCR problem, which is further mapped to the semisupervised transfer-learning paradigm for model development; (ii) we design a novel sTL algorithm inspired by the general forward/backward process in machine learning in order to address the heterogeneity and uncertainty challenges of SSCR in one single algorithm; and (iii) we conduct experiments on three large datasets and obtain significantly better results of sTL over the state-of-the-art methods on different evaluation metrics and perspectives. The rest of the article is organized as follows. First, we describe the studied problem, that is, SSCR, its associated challenges, and an overview of our solution in Section 2. Secondly, we describe some background and preliminaries of factorization-based methods for collaborative recommendation with different types of user feedback in Section 3, which will be heavily used in subsequent sections. Thirdly, we introduce our proposed solution to the studied problem, that is, sTL, in Section 4. Fourthly, we conduct extensive empirical studies of the proposed method and the state-of-the-art methods on three large datasets in Section 5. Fifthly, we discuss some related work of transfer learning and collaborative recommendation in Section 6. Finally, we conclude the article with some summaries on the proposed transfer-learning algorithm, and discussions on its applicability to cases involving human interactions and some future directions in Section 7. 2. SEMISUPERVISED COLLABORATIVE RECOMMENDATION 2.1. Problem Definition m In our studied problem, we have n users and m items, denoted as {u}nu=1 and {i}i=1 , respectively. There are two types of feedback associated with those users and items, that is, explicit feedback in the form of (user, item, rating) triples R = {(u, i, rui )} and implicit feedback in the form of (user, item) pairs O = {(u, i)}. Explicit feedback encode users’ explicit preferences on some items with grade scores such as {0.5, 1, . . . , 5}, while users’ preferences beneath implicit feedback are of high uncertainty. The goal of the studied problem is to accurately predict the rating of each (user, item) pair in the test data via exploiting both the explicit feedback R and implicit feedback O. For the explicit feedback, the rating rui and the corresponding (user, item) pair (u, i) is a kind of a real-valued label and a featureless instance, respectively, in the context
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of supervised machine learning. For the implicit feedback, the (user, item) pair (u, i) is an unlabeled instance without supervised information in analogy to the instance of unsupervised machine learning. The studied problem thus contains both labeled data (i.e., explicit feedback) and unlabeled data (i.e., implicit feedback), which is why we call it SSCR. Note that the major difference between SSCR and Semisupervised Learning (SSL) (or regression) [Chapelle et al. 2010] is that the instances in SSCR are not associated with any features, which makes the existing learning techniques not applicable. And the new perspective of recommendation with heterogeneous feedback, that is, SSCR, also gives us new clues for data modeling and algorithm design. 2.2. Challenges



In order to solve the SSCR problem, we have to design an algorithm to integrate the labeled feedback and unlabeled feedback in a principled way. Specifically, we have to address the following two fundamental challenges: (1) The labeled feedback and unlabeled feedback are very different, one with explicit and accurate preferences and the other with implicit and uncertain preferences. We call the challenge on how to integrate two different types of feedback in a seamless and principled way the heterogeneity challenge. (2) The labeled feedback explicitly indicate users’ preferences with different levels from most disliked to most liked. But the unlabeled feedback are associated with high uncertainty with respect to users’ true preferences. For example, a user may like an examined item or dislike an examined item, which requires automatic identification of the likely positive unlabeled feedback. We call the challenge on how to identify some likely positive unlabeled feedback the uncertainty challenge. 2.3. Overview of Our Solution



In this article, we aim to address the aforementioned two fundamental challenges in a transfer-learning framework, because the labeled feedback and unlabeled feedback can be mapped to the transfer-learning paradigm naturally. We then follow the general forward/backward process in machine learning and design an iterative knowledge transfer algorithm with two basic steps, including unlabeled-to-labeled knowledge flow and labeled-to-unlabeled knowledge flow: (1) For the first step of knowledge flow from the unlabeled feedback to the labeled feedback, we focus on integrating the identified likely positive unlabeled feedback into the learning task of labeled feedback, which is designed to address the heterogeneity challenge. (2) For the second step of knowledge flow from the labeled feedback to the unlabeled feedback, we use the tentatively learned model for further identification of likely positive unlabeled feedback, which is designed to address the uncertainty challenge. Note that we iterate those two steps of knowledge flows in several times in order to achieve sufficient knowledge transfer between labeled feedback and unlabeled feedback. 2.4. Notations



We list some notations in Table I, which mainly includes those for the training and test data, the model parameters, and the iteration numbers of the algorithm. ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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Table I. Some Notations n m u i, i  rui rˆui R = {(u, i, rui )} O = {(u, i)} Rte = {(u, i, rui )} I˜ u = {i} μ∈R bu ∈ R bi ∈ R d∈R Uu· ∈ R1×d U ∈ Rn×d 1×d Vi· , Wi(s) · ∈ R (s) m×d V, W ∈ R T, L



user number item number user ID item ID observed rating of (u, i) predicted rating of (u, i) labeled feedback (training) unlabeled feedback (training) labeled feedback (test) examined items by user u global average rating value user bias item bias number of latent dimensions user-specific feature vector user-specific feature matrix item-specific feature vector item-specific feature matrix iteration number



3. BACKGROUND AND PRELIMINARIES



In this section, we will describe some background and preliminaries of factorizationbased methods for collaborative recommendation with labeled feedback only, and for collaborative recommendation with heterogeneous feedback of both labeled feedback and unlabeled feedback. In the subsequent section, we will introduce our solution, which is heavily dependent on the background and preliminaries in this section. 3.1. Matrix Factorization for Collaborative Recommendation with Labeled Feedback



Matrix factorization-based recommendation algorithms have been well recognized as the state-of-the-art methods for making use of users’ labeled feedback [Salakhutdinov and Mnih 2008; Rendle 2012; Koren 2008]. Matrix Factorization (MF) models a user u’s preference on an item i via a global average rating μ, a user bias bu, an item bias bi , a user-specific latent feature vector Uu ∈ R1×d, and an item-specific latent feature vector Vi· ∈ R1×d. Specifically, the prediction rule for the preference of a (user, item) pair, that is, (u, i), is as follows: MF rˆui = μ + bu + bi + Uu· Vi·T .



(1)



The preference prediction is made via a summation of μ, bu, bi and the inner product of Uu· and Vi· , which denotes the compatibility between user u and item i. The prediction rule can then be embedded in a pointwise loss function, for example, the square loss MF 2 (rui − rˆui ) . Finally, the model parameters, that is, μ, bu, bi , Uu· , and Vi· , can be learned in an optimization problem consisting of a square loss function and some regularization terms. Once we have learned the model parameters for each user u and item i, we can MF predict the corresponding preference rˆui via Equation (1). Matrix factorization-based methods and their extensions have been recognized as one of the best single algorithms for many different recommendation problems. Our proposed solution also belongs to this family. 3.2. SVD++ for Collaborative Recommendation with Heterogeneous Feedback



Users’ heterogeneous feedback in a typical recommendation problem setting usually consists of both labeled feedback and unlabeled feedback. ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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As far as we know, one of the most successful and well-known methods for exploiting users’ heterogeneous feedback such as labeled feedback and unlabeled feedback is SVD++ [Koren 2008]. SVD++ generalizes the prediction rule in basic MF as shown in Equation (1) via introducing an additional term associated with users’ unlabeled feedback. Specifically, the predicted rating of user u on item i is as follows: SVD++ rˆui = μ + bu + bi + Uu· Vi·T + fuiSVD++ , (2)  √1 Vi· i ∈I˜u WiT · is the newly introduced term. Intuitively, ˜



where fuiSVD++ = |Iu|  √1  ∈I ˜ u Wi  · can be considered as a virtual profile of user u, in addition to the user i ˜ |Iu|



profile Uu· in basic matrix factorization. The virtual user profile is defined to be similar to that of another user u if their examined items, that is, I˜ u and I˜ u , are similar, which is in a similar spirit to that of manifold-based SSL [Belkin et al. 2006]. We can see that the difference between SVD++ in Equation (2) and MF in Equation (1) is from the last term, that is, fuiSVD++ . SVD++ is probably the first principled modelbased recommendation method that integrates unlabeled feedback into the learning task of labeled feedback. The idea to constrain two users with similar examination behaviors of items (or similar examined items) to have similar latent profiles intuitively makes sense and provides a novel way to integrate those two types of user feedback. But SVD++ treats all unlabeled feedback equally important without considering their uncertainties with regards to users’ true preferences. And our solution is motivated to address this limitation. 3.3. Factorization Machine for Collaborative Recommendation with Heterogeneous Feedback



FM [Rendle 2012] is a generic recommendation model for users’ labeled feedback and additional information such as unlabeled feedback, social context, and users’ profiles. For our studied problem of heterogeneous user feedback in Figure 1, the prediction rule of user u on item i can be customized from the generic prediction rule [Rendle 2012] as follows: FM rˆui = μ + bu + bi + Uu· Vi·T + fuiFM , (3)     where fuiFM = |I˜1 | Vi· i ∈I˜u WiT · + |I˜1 | Uu· i ∈I˜u WiT · + 2|I˜1 |2 i , j∈I˜u,i = j Wi · W j·T + |I˜1 | i ∈I˜u bi  u u u u denotes complex interactions among latent features of user u, rated item i, and examined items from I˜ u. Comparing the term fuiFM in Equation (3) and the term fuiSVD++ in Equation (2), we can see that FM is able to mimic SVD++ [Koren 2008], because fuiFM contains a similar  term |I˜1 | Vi· i ∈I˜u WiT · to that of fuiSVD++ . Furthermore, FM models pairwise interactions u between entities of each pair, that is, a user and a rated item, a user and an examined item, a rated item and an examined item, and two examined items. Such complex and rich pairwise interactions are expected to more accurately model a user’s preference via capturing more hidden factors. Similar to that of SVD++, the major limitation of FM is its ignoring the uncertainty of the unlabeled feedback when designing the prediction rule for heterogeneous feedback integration. In the subsequent section, we will describe our transfer-learning solution that explicitly addresses the uncertainty of unlabeled feedback.



4. sTL



For a SSL problem with both labeled data and unlabeled data [Chapelle et al. 2010], transfer learning has been a state-of-the-art solution, especially when the labeled data and unlabeled data are in different conditional and/or marginal distributions [Pan and ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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Yang 2010]. Successful applications include text mining [Dai et al. 2007], visual categorization [Shao et al. 2015], and social recommendation [Guo et al. 2015], etc. In a typical semisupervised transfer-learning paradigm, we usually take the labeled data as target data (or target domain), and unlabeled data as auxiliary data (or source domain), and then design some knowledge transfer strategy to achieve common knowledge sharing between two data (or two domains). We study the SSCR problem in Figure 1 in a transfer-learning perspective. Specifically, we take users’ labeled feedback (i.e., explicit feedback) as target data and users’ unlabeled feedback (i.e., implicit feedback) as auxiliary data, and then design a transfer-learning algorithm to integrate the unlabeled feedback into the labeled feedback via bidirectional knowledge sharing in an iterative manner. 4.1. Model Formulation



In this subsection, we will describe our solution for the aforementioned two fundamental challenges in SSCR, that is, the heterogeneity challenge and the uncertainty challenge. In order to address the uncertainty challenge associated with the unlabeled feedback, we propose to identify some likely positive unlabeled feedback for each user, because similar positive feedback usually encode users’ similar preferences on certain items. More specifically, in a typical step s, we aim to select some likely to prefer items I˜ u(s) for each user u from his/her examined items I˜ u, where I˜ u(s) ⊆ I˜ u. Because it is rather difficult to identify all the likely positive unlabeled feedback in one step, we propose to do this in an iterative manner with several steps.  Once we have identified the likely to prefer items I˜ u(s) with s = 1, . . . ,  and I˜ u(s) ∩ I˜ u(s ) = ∅ (s = s ), we can construct a virtual user profile for user u with respect to each identified item set I˜ u(s) ,  1 Wi(s) U˜¯ u·(s) =  · , (s) ˜ |Iu | i ∈I˜u(s)



(4)



1  ˜ (s) where Wi(s) is a  · is the latent feature vector of the identified item i ∈ Iu , and √ (s) |I˜ u |



normalization term the same as that in SVD++ [Koren 2008]. The virtual user profile U˜¯ u·(s) denotes an overall profile of user u via averaging the latent feature vectors of user u’s likely to prefer items. Two users with similar likely to prefer items will have similar virtual profiles, which provides a way to integrate the identified likely positive unlabeled feedback into the labeled feedback and thus addresses the heterogeneity challenge. Note that we do not use weighed average in Equation (4) because the tentatively predicted preferences on examined items may be not very accurate. More specifically, we design a novel term for preference prediction of user u on item i, fuisTL = U˜¯ u·(0) Vi·T +



  s=1



U˜¯ u·(s) Vi·T =



 



U˜¯ u·(s) Vi·T ,



(5)



s=0



 (0) ˜ (0) ˜ where U˜¯ u·(0) = √ 1 (0) i  ∈I˜ u(0) Wi  · with Iu = Iu is actually the virtual user profile of |I˜ u |



SVD++ with the whole set of examined items, and fuisTL generalizes it with identified items in the iterative steps. It is clear that fuisTL in Equation (5) reduces to fuiSVD++ in Equation (2) when  = 0. Furthermore, for two users with similar likely to prefer items, their fuisTL scores will also be similar, which provides a way to integrate the unlabeled ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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feedback. Note that we design our solution based on SVD++ instead of FM because (i) FM and SVD++ perform similarly (see Table III in Section 5.4), (ii) FM is a bit more complex than SVD++ as shown in Equations (2) and (3), and (iii) our focus is designing a novel knowledge-transfer strategy, while choosing SVD++ or FM is a vertical issue. Finally, we reach the complete prediction rule for user u’s preference on item i, () rˆui = μ + bu + bi + Uu· Vi·T + fuisTL ,



(6)



where the major difference is from the last term fuisTL as compared with that of SVD++ and FM. The new term fuisTL addresses the heterogeneity challenge and integrates the identified items via generalizing the prediction rule in a principled way. Note that when  = 0, the preceding prediction rule is exactly the same as that of SVD++ in Equation (2). We then have the following optimization problem: min



I () ,()



n  m  u=1 i=1



 yui



  1 () 2 () rui − rˆui + reg( ) , 2



(7)



where I () = {I˜ u(s) }s=0 and () = {μ, bu, bi , Uu· , Vi· , Wi·(s) }s=0 are likely to prefer items to be identified and model parameters to be learned, respectively, where u = 1, . . . , n, i = 1, . . . , m, s = 0, . . . , . The regularization term reg(() ) = 2λ Uu· 2 + 2λ Vi· 2 + 2λ bu 2 +    (s) (0) 2 λ λ  2



bi 2 + 2λ s=0 i ∈I˜u(s) Wi(s) · + s=1 i  ∈I˜ u(s) Wi  · −Wi  · is used to avoid overfitting. 2 2   (0) 2 will constrain Wi(s) In particular, the term s=1 i ∈I˜u(s) Wi(s)  · − Wi  · 



 · to be similar to



(s) Wi(0)  · , which is helpful to avoid overfitting when Wi  · is associated with insufficient training data, that is, when |I˜ u(s) | is small. Note that Wi(0)  · is learned with the whole set of examined items I˜ u(0) = I˜ u, which is expected to be reliable as a reference for Wi(s)  · with s = 1, 2, . . . , . For the optimization problem in Equation (7), we have to identify the item sets I () and also learn the model parameters () , which is very difficult due to the combinatorial issue with respect to I () and the nonconvex issue with respect to () . The optimization problem in Equation (7) actually addresses the two aforementioned fundamental challenges, that is, I () for the uncertainty challenge and () for the heterogeneity challenge. In the subsequent subsection, we will describe a sTL algorithm in terms of how to identify the likely to prefer items and how to learn model parameters, respectively.



4.2. Learning the sTL



For the optimization problem in Equation (7), we design a learning algorithm with two major steps in a similar way to the general forward/backward process in machine learning, including (i) unlabeled-to-labeled knowledge flow designed to transfer knowledge from unlabeled feedback to labeled feedback given the identified item sets and to learn the model parameters () as well, and (ii) labeled-to-unlabeled knowledge flow designed to identify some likely to prefer items I˜ () from unlabeled feedback for every user using the latest learned model parameters. The algorithm iterates with the expectation of more identified likely positive unlabeled feedback and higher prediction accuracy in a similar spirit of “learning by itself.” And for this reason, we call our algorithm sTL. For the first step of unlabeled-to-labeled knowledge flow, we adopt a gradient descent () 2 algorithm to learn the model parameters. First, we denote gui = 12 (rui − rˆui ) + reg(() ) ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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and have the gradient,   () ∂reg(() ) ∂gui () ∂ rˆui = rui − rˆui + , ∂θ ∂θ ∂θ



(8)



∂gui where θ can be μ, bu, bi , Uu· , Vi· , and Wi(s) = −eui ,  · , and the gradient thus includes ∂μ   ∂gui ∂gui ∂gui ∂gui ˜ (s) = −eui +λbu, ∂bi = −eui +λbi , ∂Uu· = −eui Vi· +λUu· , ∂ Vi· = −eui (Uu· + s=0 U¯ u· )+λVi· , ∂bu  ˜ (s) + λ(W (s) − W (0) and ∂gui(s) = −eui √ 1 Vi· + λW (s)    ) with i ∈ Iu , s = 0, . . . , . Note that ∂ Wi ·



|I˜ u(s) |



i·



i·



i·



() rui − rˆui



denotes the difference between the true rating and predicted rating. eui = We then have update rules for each model parameter, θ =θ −γ



∂gui , ∂θ



(9)



where θ again can be μ, bu, bi , Uu· , Vi· , and Wi(s)  · , and γ (γ > 0) is the step size or learning rate when updating the model parameters. ALGORITHM 1: The Transfer-Learning Algorithm for SSCR. Input: Labeled and unlabeled feedback R, O; trade-off parameter λ, threshold r0 , latent dimension number d, and iteration numbers L, T . Output: Learned model parameters (L) and identified likely to prefer items Iu(s) , s = 1, . . . , L. Initialization: Initialize the item set Iu(0) = I˜ u for each user u. 1: for  = 0, . . . , L do 2: // Step 1: Unlabeled-to-labeled knowledge flow



Set the learning rating γ = 0.01 and initialize the model parameters () for t = 1, . . . , T do for t2 = 1, . . . , |R| do Randomly pick up a rating record (u, i, rui ) from R Calculate the gradients ∂g∂θui Update the model parameters θ end for Decrease the learning rate γ ← γ × 0.9 end for // Step 2: Labeled-to-unlabeled knowledge flow if  < L then for u = 1, . . . , n do ()   ˜ (s) ˜ Predict the preference rˆui  , i ∈ Iu \ ∪s=1 Iu Select some likely to prefer items from I˜ u\ ∪s=1 I˜ u(s) with rˆui > r0 and save them as ˜ Iu(+1) 17: end for 18: end if 19: end for 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16:



For the second step of labeled-to-unlabeled knowledge flow, we use the latest learned model parameters and the accumulated identified items, for example, I (s) and (s) , to construct I˜ u(s+1) for each user u. Specifically, we achieve this in two substeps. First, (s) via the we estimate the preference of user u on item i for each (u, i) ∈ O, that is, rˆui prediction rule in Equation (6). Second, we remove the (user, item) pair (u, i) from O (s) and put the item i in I˜ u(s+1) if rˆui > r0 , where r0 is a predefined threshold. For example, the threshold is set as r0 = 3.5 for five-star numerical ratings in our experiments. ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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Empirically, we find that such an identification procedure is simple but effective. With the newly identified item sets I˜ u(s+1) , we can integrate them into the learning task of labeled feedback again. Note that we do not keep the predicted preferences but use a threshold to distinguish examined items because the tentative predictions may be not very accurate. We iterate the previous two steps of knowledge flows in several times so as to fully exploit the uncertain unlabeled feedback. Finally, we have the sTL algorithm, which is formally described in Algorithm 1. The sTL algorithm in Algorithm 1 contains two major steps, including unlabeled-to-labeled knowledge flow shown in lines 2–11, and labeled-to-unlabeled knowledge flow shown in lines 12–18. Specifically, the unlabeledto-labeled knowledge flow is designed to learn the model parameters for both labeled feedback and identified unlabeled feedback, and the labeled-to-unlabeled knowledge flow is for likely positive unlabeled feedback identification using the latest model parameters. The whole algorithm iterates in L + 1 loops. When L = 0, the sTL algorithm reduces to a single step of unlabeled-to-labeled knowledge flow, which is the same as that of SVD++ with the whole unlabeled feedback without uncertainty reduction. And when L = 0 and O = ∅, sTL further reduces to the basic matrix factorization. We illustrate the relationships among sTL, SVD++, and MF as follows: sTL



L=0 −−−−→



SVD++



O=∅ −−−−→



MF,



(10)



from which we can see that our sTL is a quite generic algorithm. Empirically, we find that L = 2 is enough concerning the percentage of the number of the identified feedback and the recommendation accuracy, and thus the time complexity of sTL is comparable to that of SVD++ and FM. 5. EXPERIMENTAL RESULTS



In this section, we design experiments and mainly study the following three questions: (1) Is the proposed iterative knowledge transfer strategy helpful for integrating heterogeneous and uncertain feedback? (2) How will the number of knowledge transfer steps in the iterative algorithm affect the recommendation performance? (3) How will the rating threshold for identifying likely to prefer items from unlabeled feedback affect the recommendation performance? We study the first question in Sections 5.4 and 5.5, the second question in Section 5.6, and the third question in Section 5.7. 5.1. Datasets



For empirical studies, we use three large public datasets, including MovieLens10M (denoted as ML10M), Flixter, and MovieLens20M (denoted as ML20M). Each dataset contains five copies of training data and test data, where training data contains some explicit feedback and implicit feedback, and test data only contains some explicit feedback. The statistics of one copy of each data is shown in Table II. Each copy of ML10M, Flixter, and ML20M was constructed in a similar way to that of Pan and Ming [2014], that is, 40% rating records are taken as training labeled feedback, 40% rating records are taken as training unlabeled feedback via only keeping the (user, item) pairs, and the remaining 20% rating records are taken as test labeled feedback. The ratio of the numbers of labeled feedback, unlabeled feedback, and test feedback is thus 2 : 2 : 1 for each copy of each dataset. Note that the problem setting (i.e., the available information to make an accurate rating prediction) in this article is ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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Table II. Statistics of One Copy of Labeled Feedback R, Unlabeled Feedback O, and Test Records Rte of ML10M, Flixter, and ML20M Used in the Experiments Labeled feedback Unlabeled feedback Test feedback User # (n) Item # (m) Labeled feedback # (|R|) Unlabeled feedback # (|O|) Test feedback # (|Rte |)



ML10M Flixter ML20M (u, i, rui ), rui ∈ {0.5, 1, . . . , 5} (u, i) (u, i, rui ), rui ∈ {0.5, 1, . . . , 5} 71567 147612 138493 10681 48794 26744 4000022 3278431 8000104 4000022 3278431 8000107 2000010 1639215 4000052



totally different from that in Pan et al. [2012] and Pan and Ming [2014], i.e., explicit feedback and uncertain ratings in Pan et al. [2012], explicit feedback and binary ratings in Pan and Ming [2014], and explicit feedback and implicit feedback in this article. And as far as we know, there are few published principled solutions to our studied problem except SVD++ [Koren 2008] and FM [Rendle 2012]. 5.2. Evaluation Metrics



We use two commonly used evaluation metrics in collaborative recommendation, including Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). Mathematically, MAE and RMSE are defined as follows:  MAE = AEui /|Rte |, (u,i,rui )∈Rte







RMSE =







SEui /|Rte |,



(u,i,rui )∈Rte



where AEui = |rui − rˆui | is the absolute error denoting the absolute difference between 2 a true rating rui and a predicted rating rˆui , and SEui = AEui = (rui − rˆui )2 is the square error. MAE calculates the error via averaging the absolute errors over all test records, and RMSE does this via calculating the root of averaged square errors. Note that the Netflix One Million Prize also used the RMSE metric. For both metrics, the smaller of the values means the better the performance. When we estimate the preference for user u on item i, that is, rˆui , the predicted rating may be out of the range of labeled feedback of the training data, that is, [0.5, 5] for the datasets in our experiments. For a predicted preference that is larger than 5 or smaller than 0.5, we adopt the following commonly used post-processing before final evaluation, 



0.5, if rˆui < 0.5 . (11) rˆui = 5, if rˆui > 5 5.3. Baselines and Parameter Settings



In order to study the recommendation performance of our proposed sTL algorithm, we conduct extensive experiments on three large datasets with two branches of recommendation methods, including those exploiting labeled feedback only, and those making use of both labeled feedback and unlabeled feedback. For the first branch of recommendation methods, we adopt two representative and competitive methods from memory-based and model-based collaborative recommendation algorithms, respectively, which are described as follows: ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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—Item-based Collaborative Filtering (ICF) [Deshpande and Karypis 2004] is a classical memory-based recommendation method that makes preference prediction for user u on item i via aggregating the ratings assigned by user u to some similar items of item i, which is usually reported with very competitive performance. —MF [Salakhutdinov and Mnih 2008] is a state-of-the-art model-based recommendation method that digests homogeneous explicit feedback via learning latent representations for both users and items, which is recognized as one of the best single models in many international recommendation contests. For the second branch of recommendation methods, we use two state-of-the-art methods exploiting labeled and unlabeled feedback simultaneously in one single algorithm, which are described as follows: —SVD with unlabeled feedback (SVD++) [Koren 2008] is a well-known method for collaborative recommendation with heterogeneous user feedback, which is able to integrate two different types of feedback via expanding the prediction rule in a seamless way. —FM [Rendle 2012] is a generic recommendation algorithm for labeled feedback and side information, which is recognized as one of the best algorithms in various problem settings with both rating and nonrating information. For the number of latent dimensions d and the iteration number T , we set them as d = 20 and T = 100, which is fair for different factorization-based methods and is also sufficient for the algorithm convergence in our empirical studies. For the tradeoff parameter λ, we search it from {0.001, 0.01, 0.1} using RMSE on the first copy of each data (via sampling a holdout validation data with n records from the training data) and then fix it for the remaining two copies. For the threshold r0 , we first set it close to the average rating of each dataset, that is, r0 = 3.5, and then study the impact of using smaller and bigger values. For the number of knowledge transfer steps L in our sTL, we first fix it as 2, and then study the performance with different values of L ∈ {0, 1, 2, 3, 4}. Note that when L = 0, sTL reduces to that of SVD++ [Koren 2008], which is further reduced to MF [Salakhutdinov and Mnih 2008] when unlabeled feedback are not available. We set the number of neighbors as 50 in ICF. For fair comparison, we implement all the model-based methods (i.e., MF, SVD++, FM, and sTL) in the same java code framework with the same initialization and similar procedures of updating the model parameters. We use the statistics of training data R to initialize the model parameters. Specifically, for each entry of matrix U, V, and W(s) , that is, Uuk, Vik, and Wi(s)  k with k = 1, . . . , d and s = 1, . . . , , we use a small random value (r − 0.5) × 0.01; for the bias of user u and item i, that is, bu and bi , we use bu = r¯u − μ and bi = r¯i − μ, where r¯u, r¯i , μ are user u’s average rating, item i  average rating, and global rating, respectively. 5.4. Main Results



We report the main results of sTL and other methods in Table III, from which we can have the following observations: —The proposed sTL algorithm achieves better performance than all other baselines in all cases, that is, on both evaluation metrics of MAE and RMSE across all the three different datasets. We conduct a significance test1 between sTL and all other baselines and find that the p-values are smaller than 0.01 in almost all cases except 1 http://mathworks.com/help/stats/ttest.html.
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Table III. Recommendation Performance of sTL with L = 2 and Other Methods on ML10M, Flixter, and ML20M. We use “R” and “R, O” to Denote Labeled Feedback Only, and Both Labeled Feedback and Unlabeled Feedback, Respectively. The Significantly Best Results are Marked in Bold Font (the p -Values are Smaller Than 0.01) Data



Method



MAE



RMSE



ML10M (R)



ICF MF SVD++ FM sTL



0.6699±0.0003 0.6385±0.0008 0.6249±0.0006 0.6276±0.0004 0.6209±0.0004



0.8715±0.0004 0.8323±0.0011 0.8182±0.0009 0.8181±0.0006 0.8103±0.0007



ICF MF SVD++ FM sTL



0.6687±0.0007 0.6479±0.0007 0.6400±0.0008 0.6447±0.0007 0.6398±0.0006



0.9061±0.0010 0.8749±0.0010 0.8683±0.0009 0.8701±0.0008 0.8650±0.0008



ICF MF SVD++ FM sTL



0.6555±0.0002 0.6226±0.0005 0.6122±0.0004 0.6120±0.0004 0.6064±0.0002



0.8591±0.0004 0.8153±0.0007 0.8033±0.0006 0.8036±0.0007 0.7969±0.0004



ML10M (R, O)



Flixter (R) Flixter (R, O)



ML20M (R) ML20M (R, O)



the MAE performance of sTL and SVD++ on Flixter. Such significant superiority in preference prediction clearly shows the advantage of the designed knowledge flow strategy in sTL in order to fully leverage the uncertain unlabeled feedback in an iterative manner. Note that inaccurate predictions (i.e., false positives) in the second step of labeled-to-unlabeled knowledge flow as shown in line 15 of Algorithm 1 may propagate errors back to the first step. But we find that when L = 0, that is, when sTL reduces to SVD++ without labeled-to-unlabeled knowledge flow, it performs worse, which shows that such error propagation is not very serious. —The overall ordering with respect to preference prediction performance is ICF
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taxonomy [Rendle 2012]. But for the side information of unlabeled feedback, both SVD++ and FM still perform much worse than the proposed sTL. —Finally, the results on three different and large datasets are rather consistent, which again emphasizes that the previous observations and conclusions are very convincing and the performance of the proposed and implemented knowledge transfer algorithm is very stable. 5.5. Improvement on Different Segmentations



In order to obtain some fine comparative results between the proposed sTL algorithm and the state-of-the-art methods, we choose the proposed sTL algorithm and the competitive baseline algorithm FM, and analyze their performance on different user segmentations. Specifically, we divide the users in the test data into eight segmentations with respect to the number of ratings associated with the users, including (0, 5], (5, 10], (10, 20], (20, 30], (30, 40], (40, 50], (50, 100], and (100, ∞). And thus we have segmentation IDs from 1 to 8, among which the ID 1 refers to the users with fewer than or equal to five ratings. We report the recommendation performance and the corresponding detailed information of the user segmentations of the first copy of each dataset in Figure 2. We can have the following observations: —sTL is better than FM in all cases, including both evaluation metrics on all user segmentations across all the three datasets, which again shows the advantage of the designed iterative knowledge transfer strategy in sTL. —Both sTL and FM perform better for users with more labeled feedback, which is reasonable because it is easier for a model to capture and learn a user’s preference pattern with more rating behaviors. 5.6. Impact of Knowledge Transfer Steps



We further check the impact of the number of knowledge transfer steps L. Specifically, we change the value L ∈ {0, 1, 2, 3, 4}, and report the results on the first copy of each dataset in Figure 3. Note that we report the MAE and RMSE performance instead of the objective value because we address the combinatorial issue (i.e., identification of the item sets I () ) and the nonconvex issue (i.e., learning () ) of the optimization problem in Eqution (7) separately. And we think that the change of MAE and RMSE with respect to the knowledge transfer steps can reflect the effect of the learned model more directly. We can have the following observations: —The preference prediction error with respect to both MAE and RMSE gradually decreases with more knowledge transfer steps, that is, when L changes from 1 to 4, which clearly shows the advantage of the designed iterative knowledge transfer strategy. Note again that when L = 0, there is only one-step knowledge flow, that is, sTL reduces to SVD++ without labeled-to-unlabeled knowledge flow. —sTL performs best when L = 3 in all cases and does not increase with more steps, which is likely due to the reduced quantity of transferred knowledge. For the quantity of transferred knowledge, that is, the number of identified likely positive unlabeled feedback, we check the knowledge transfer process carefully and report the percentage of the identified feedback in each dataset in Table IV, from which we can see the following: —The quantity of identified likely positive unlabeled feedback reduces significantly when L changes from 1 to 2, and the numbers remain between 1% and 2% when L is further increased. ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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Fig. 2. Recommendation performance of sTL and the second best algorithm according to Table III (i.e., FM) on different user segmentations of the first copy of each dataset. The user segmentations are indicated by the segmentation IDs on the x-axis, which are associated with the rating numbers and user numbers in each corresponding table below each figure. For example, the segmentation ID 1 of ML10M is for users with rating numbers between 0 and 5, where the corresponding user number is 11120.
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Fig. 3. Recommendation performance of sTL with different knowledge transfer steps L ∈ {0, 1, 2, 3, 4}. Note that when L = 0, sTL reduces to SVD++. Table IV. Percentage of the Identified Unlabeled Feedback in Each Knowledge Transfer Step on the First Copy of Each Dataset ML10M Flixter ML20M



L=1 55.10% 58.07% 56.22%



L=2 1.93% 1.42% 1.68%



L=3 1.47% 1.74% 1.45%



L=4 1.10% 1.34% 1.12%



—The trend of the numbers of identified likely positive unlabeled feedback is actually very good when sTL is deployed in a real system, because we do not need to iterate with many steps and the knowledge transfer procedure will not introduce much additional time cost. 5.7. Impact of Rating Threshold



In order to further study the performance of the proposed iterative knowledge transfer algorithm, we change the rating threshold r0 ∈ {2.5, 3, 3.5, 4, 4.5}, and report the corresponding prediction performance in Figure 4. We can have the following observations: —The performance using different threshold values in a proper range such as {3, 3.5, 4} is close, which shows that our knowledge transfer algorithm is not very sensitive ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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Fig. 4. Recommendation performance of sTL with different values of the rating threshold r0 ∈ {2.5, 3, 3.5, 4, 4.5} on the first copy of each dataset.



to the rating threshold, and is also stable across different datasets. This property is favored by real practitioners since it requires little parameter tuning effort. —The best performance is achieved when r0 = 3.5, which is due to the real global average rating of the training labeled feedback R of each dataset, that is, 3.51 for ML10M, 3.61 for Flixter, and 3.53 for ML20M. This observation also gives us a practical guide when the rating range of a real application is different, because we can always estimate the global average rating relatively easily. In summary, the preceding experimental results show that our sTL algorithm is not very sensitive to the value of the rating threshold in a proper range, performs well with two or three knowledge transfer steps, and is significantly better than the state-of-the-art methods such as SVD++ and FM. 6. RELATED WORK



In this section, we discuss some closely related works, including collaborative recommendation methods, and transfer-learning techniques for collaborative recommendation. 6.1. Collaborative Recommendation



Collaborative recommendation techniques aim to learn a user’s preference via exploiting the community’s behaviors in a recommendation system instead of his/her own behaviors only. Different algorithms have been designed to make use of the community’s data, including memory-based methods and model-based methods [Adomavicius and Tuzhilin 2005]. The problem settings of collaborative recommendation can be categorized from different perspectives. For example, following the definition of the studied SSCR problem with both labeled feedback and unlabeled feedback, we can have other ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.



10:18



W. Pan et al. Table V. Summary of Some Related Works on Collaborative Recommendation, Including Supervised, Unsupervised, and Semisupervised Collaborative Recommendation Settings for Labeled Feedback R, Unlabeled Feedback O, and Heterogeneous Feedback R and O, Respectively Supervised (R)



ICF [Desrosiers and Karypis 2011], etc.: memory-based method MF [Salakhutdinov and Mnih 2008], etc.: model-based method



Unsupervised (O)



iMF [Pan et al. 2008], etc.: with pointwise assumption BPR [Rendle et al. 2009], etc.: with pairwise assumption



Semisupervised (R, O)



SVD++ [Koren 2008], etc.: for heterogeneity challenge sTL (proposed): for heterogeneity and uncertainty challenges



settings such as Supervised Collaborative Recommendation (SCR) for labeled feedback only and Unsupervised Collaborative Recommendation (UCR) for unlabeled feedback only. For the SCR problem shown in the left part of Figure 1, memory-based methods such as user/item-based collaborative filtering techniques [Deshpande and Karypis 2004], and model-based methods like basic matrix factorization [Salakhutdinov and Mnih 2008] have been well studied to exploit the labeled feedback. Memory-based methods are usually designed to connect two users or items via a certain similarity measurement such as Pearson Correlation Coefficient (PCC), while model-based methods turn to build connections between users and items via learning their latent features, where the latter is usually recognized as a better approach regarding the recommendation accuracy. For the UCR problem shown in the right part of Figure 1, different preference assumptions are made for model development, such as the pointwise preference assumption in Implicit Matrix Factorization (iMF) [Pan et al. 2008] and Factored Item Similarity Model (FISM) [Kabbur et al. 2013], and pairwise preference assumption in Bayesian Personalized Ranking (BPR) [Rendle et al. 2009] and Competitive Collaborative Filtering (CCF) [Yang et al. 2011]. This problem setting has recently received much more attention than before due to the availability of unlabeled feedback. For the SSCR problem shown in Figure 1, SVD++ [Koren 2008] and FM [Rendle 2012] are the two most representative methods, which integrate two different types of feedback via expanding the prediction rule in basic matrix factorization. Some early work [Liu et al. 2010] addresses the heterogeneity challenge of labeled feedback and unlabeled feedback via rescaling of the heterogeneous feedback, but it does not address the uncertainty challenge. A recent work [Pan et al. 2015] conducts some preliminary studies on the transferability from unlabeled feedback to labeled feedback via adopting some existing software, including MATLAB routines of Singular Value Decomposition (SVD) and k-means clustering for noise reduction of unlabeled feedback and discovery of user groups and item sets, respectively, and the public source code of factorization machine for integration of user groups and item sets via feature engineering in FM [Rendle 2012]. The unlabeled feedback are usually believed to be useful for modeling users’ preferences, in particular when the labeled feedback are few. But no works have ever been proposed to explicitly address the uncertainty challenge in SSCR. In this article, we also focus on SSCR, and design a novel factorization-based recommendation algorithm, which subsumes basic matrix factorization and SVD++ [Koren 2008] as its special cases. We summarize some related works in Table V, from which we can see that the proposed sTL algorithm is novel because it addresses both the heterogeneity and uncertainty challenges. 6.2. Transfer Learning for Collaborative Recommendation



Transfer learning relaxes the independent and identical distribution (i.i.d.) assumption made in traditional machine learning and generalizes the learning paradigm from one ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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data (or domain) to learning across different data (or domains) [Pan and Yang 2010; Zheng 2016]. Different transfer-learning techniques have been designed for making use of data from different sources in various applications, including text/image mining [Dai et al. 2007; Long et al. 2014] and social computing [Li et al. 2015]. The transferlearning methodology of leveraging additional data for a target learning task has been recognized as an effective candidate solution for various learning and mining tasks, especially when the available data is few. Furthermore, the ability of knowledge transfer from one task to another task (or learning across different data) has recently been proposed as an alternative Turing test [Li and Yang 2015] in the context of lifelong machine learning. For collaborative recommendation problems, different transfer-learning techniques have been designed to address the sparsity problem of users’ behaviors in a target data [Pan 2016]. For example, a recent work called Ratings Over Site-Time (ROST) [Li et al. 2015] designs an algorithm to transfer latent rating patterns between different data with respect to sites and time, and another work called Transfer by Collective Factorization (TCF) [Pan and Yang 2013] and Transfer by Mixed Factorization (TMF) [Pan et al. 2016] achieve knowledge transfer via sharing latent features between both users and items for two types of explicit feedback. But most previous works on transfer learning for collaborative recommendation are somehow one-time knowledge transfer, that is, the algorithm only contains a step of unlabeled-to-labeled knowledge flow represented by one single arrowed line from right to left (marked with s = 0) in the middle of Figure 1. Specifically, the shared knowledge such as model parameters and rating instances are transferred from the auxiliary data to the target data only once, instead of the iterative loops in the proposed sTL. In this article, we generalize the commonly adopted one-time knowledge transfer approach in previous works, and design a novel iterative knowledge transfer algorithm, that is, self-transfer learning, aiming to address the heterogeneity and uncertainty challenges of the labeled and unlabeled feedback in one single framework. 7. SUMMARY AND DISCUSSION



In this article, we study an important problem with both labeled and unlabeled feedback, that is, SSCR. In order to fully exploit the heterogeneous and uncertain feedback in SSCR, we design a novel transfer-learning algorithm inspired by the general forward/ backward process in machine learning, that is, sTL. Our sTL is able to identify and integrate likely positive unlabeled feedback into the learning task of labeled feedback in a principled and iterative manner, which thus addresses the heterogeneity and uncertainty challenges in one single algorithm. Furthermore, sTL is a generic algorithm that is able to subsume MF [Salakhutdinov and Mnih 2008] and SVD++ [Koren 2008] as its special cases. The proposed ssTL algorithm can easily be applied to cases with interactive human judgment on unlabeled feedback in the learning cycles. For example, we may extend the second step of “labeled-to-unlabeled knowledge flow” in Algorithm 1 with both the tentatively learned model’s predictions and interactive human judgment. Such mixed knowledge flow is expected to further boost the performance via transferring more accurate preference knowledge from unlabeled feedback to labeled feedback. Although extensive empirical studies on three large datasets show that our sTL is significantly better than the state-of-the-art recommendation methods for either labeled feedback only or both labeled feedback and unlabeled feedback, the proposed algorithm is still mainly based on heuristics without performance guarantee on other datasets. Specifically, the prediction error in an iterative step may be propagated, which could cause a serious problem in certain scenarios though we have not observed it yet. We concede the heuristic nature of the knowledge transfer process in our algorithm and plan to study its theoretical properties in the framework instance-based ACM Transactions on Interactive Intelligent Systems, Vol. 6, No. 2, Article 10, Publication date: July 2016.
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transfer learning [Dai et al. 2007] via taking unlabeled feedback as a special type of instances. For future works, we are interested in improving our sTL algorithm in five directions, including (i) theoretical studies of the iterative knowledge transfer process, (ii) interactive knowledge transfer involving human intelligence on identifying likely positive unlabeled feedback, (iii) knowledge transfer for ranking-oriented recommendation objectives [Weimer et al. 2008; Rendle et al. 2009], (iv) knowledge transfer from both feedback and nonfeedback information such as content [Elbadrawy and Karypis 2015] and social context [Tang et al. 2013], and (v) never-ending knowledge transfer in the emerging lifelong machine learning paradigm [Silver et al. 2013]. ACKNOWLEDGMENTS We thank the handling editor and reviewers for their expert and constructive comments and suggestions.
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