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Abstract This paper presents a review on implementation issues of Artificial Neural Networks. Implementation models and various properties of the artificial neurons are discussed. We have surveyed various research contributions in the area of Neural Hardware. The review of implementation for neural hardware is divided into three broad categories Analog, Digital and Hybrid architecture. Large extent depends on the efficient implementation of a single neuron. FPGA-based reconfigurable computing architectures are suitable for hardware implementation of neural networks. FPGA realization of ANNs with a large number of neurons is still a challenging task. This issues involved in implementation of a multi-input neuron with linear/nonlinear excitation functions using FPGA. Implementation method with resource/speed tradeoff is proposed to handle signed decimal numbers. The VHDL coding will be projected on ALTERA tool. An attempt is also made to derive a generalized formula for a multi-input neuron that facilitates to estimate approximately the total resource requirement and speed achievable for a given multilayer neural network. This facilitates the designer to choose the FPGA capacity for a given application. Using the proposed method of implementation a neural network based application.
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1. Introduction Neural Networks have been established as an alternative paradigm of computation vis-à-vis the concept of programmed computation in which algorithms are designed and sequentially implemented. Hardware Artificial Neural Networks have been designed and implemented using VLSI technology [2]. Neural hardware increases the speed of computation. In this paper, we describe the implementation techniques and issues of Artificial Neural Networks with the help of analog, digital and reconfigurable devices like FPGAs and CPLDs. Artificial neural networks are inspired by the biological neural systems. The transmission of signals in biological neurons through synapses is a complex chemical process in which specific transmitter substances are released from the sending side of the synapse. The effect is to raise or lower the electrical potential inside the body of the receiving cell. If this potential reaches a threshold, the neuron fires. It is this characteristic of the biological neurons that the artificial neuron model proposed by McCulloch Pitts [12] attempts to reproduce.
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Following neuron model is widely used in artificial neural networks with some variations (figure 1)



Figure 1 : Artificial Neuron



The artificial neuron given in this figure has N inputs, denoted as p1, p2, p3, ……pn. Each line connecting these inputs to the neuron is assigned a weight, denoted as w1, w2, w3,……….wn respectively, b is the bias. The activation, a, determines whether the neuron is to be fired or not. It is given by the formula:   ∑



    negative value for a weight indicates an inhibitory connection while a positive value indicates excitatory connection. The output, y of the neuron is given as: y = f(x) The function f(x) is the excitation function used in the neuron. Generally Linear, Log-sigmoid and Tan sigmoid excitation functions are used. They are defined as (i)



Linear f (x) = x



(ii)



Log-sigmoid function 



fx   (iii)



Tan-sigmoid function fx 



e  e e  e



To realize a function of a single neuron, the above expression are to be computed. So, the different computational blocks are adder, multiplier and complex evaluator of the nonlinear excitation function. A Neuro-computing system is made up of a number of artificial neurons and a huge number of interconnections between them. Figure 2 shows architecture of feed forward neural network [6]. Dhirajkumar Jinde,
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Figure 2 : Layered feed forward neural network In layered neural networks, the neurons are organized in the form of layers. The neurons in a layer get inputs from the previous layer and feed their output to the next layer. These type of networks are called feedforward networks. Output connections from a neuron to the same or previous layer neurons are not permitted. The input layer is made of special input neurons, transmitting only the applied external input to their outputs. The last layer is called the output layer, and the layers other than input & output layers are called the hidden layers. In a network, if there are input and output layers only, then it is called a single layer network. Networks with one Or more hidden layers are called multilayer networks. (Multilayer perceptron is well-known feedforward layered network, on which the Backpropagation learning algorithm is widely implemented). The structure, where Connetions to the neurons are to the same layer or to the Previous layers are called recurrent networks. Hopfield And Boltzmann Machine is examples of widely used Recurrent networks.



2. Neural Hardware In recent years, many approaches have been proposed for Implementing the Artificial Neural Networks. An investigation on neural network hardware devices proposed in the literature reveals that the following block Level architectural representation is suitable for describing almost all neuro-chips and neurocomputer processing elements :



Figure 3: Block level architectural representation of a neuro-chip or a neurocomputer-processing element
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The activation block, which evaluates the weighted sum of the inputs is always on the neurochip. Other blocks, i.e. the Neuron State Block, Weights Block, and the Transfer Function Block may be on the chip, or off the chip. A host computer may perform some of these functions and computations. The Control Unit that is always on-chip controls the data flow between these blocks. The control parameters are used for controlling the chip by a host. The data flow is such that the weights from weights block and the inputs from outside or from the outputs are multiplied and the products are summed in the activation block, then the outputs are obtained in the neuron state block from the transferred sum of products. For multiplayer perceptron [7,8] and Hopfield network the transfer function may be a threshold, linear, ramp or sigmoid function, for Boltzamann machine it is a threshold function having some noise included. Neuron states and weights can be stored in digital form, or in analog form. Weights can be loaded statically, only once, before the activation computation, or they can be updated dynamically by the host or by the activation block in a learning phase, while activation steps are being performed.



3. Neural Network Hardware Classification Following attributes can be used to classify and compare the characteristics of neural network hardware. 3.1 Type of device The device of interest may be: i) A neuro-chip or a neurocomputer ii) A general purpose device or a special purpose device iii) First attribute is used to indicate if the device is a Neurochip or a neurocomputer. While a neurochip is a single chip, a neurocomputer is an architectural system built using basic blocks generally referred to as “processing elements”, interconnected in a special manner. The second attribute indicates whether the device is a general purpose or a special purpose one. A general-purpose device can be used for implementing more than one algorithm such as Back propagation, Hopfield, Kohonen, etc., whereas a special purpose device can be used for implementing only one type of algorithm.



3. 2 Neuron Properties Sub-attributes related with the properties of neurons in the device are: i) The number of neurons ii) Storage of neuron-state: on-chip/off-chip iii) Neuron State: digital/analog iv) Precision (in number of bits) The number of neurons is directly stated. The storage of Neuron state can be on-chip, or off-chip. If the neuron state is stored on the chip, then it can be stored in analog or digital form, with the analog form having the alternatives of keeping states in terms of voltage, frequency, etc. Precision is the number of bits used to represent neuron output value. If outputs are digital, the neuron state is considered to be kept in digital form. If outputs are transmitted to the host as analog voltage, the neuron state is said to be kept in analog form 3.3 Weights Sub attributes related with weights are: i) Storage of weights: on-chip/off-chip ii) Number of synapses Dhirajkumar Jinde,
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iii) Weights: analog/digital. Storage of weights can be on the chip, or off the chip [5]. If the weights are stored on the chip, storage type can be digital or analog. If the storage type is analog, weights can be kept in terms of voltage, electrical charge or resistance values [6]. If the storage type is digital, weights are either stored before the activation, and they are not modified later (static) or they are allowed to be updated (dynamic) [3]. 3.4 Activation characteristics Subattributes determining the activation characteristics, Which require the sum of products computation are: i) Computation: digital/analog ii) Activation block output: probabilistic/deterministic The computation of activation is always performed on the Chip in digital or in analog form. If the sum of products Computation results is directly applied to the transfer function, it is deterministic. Sometimes, a noise factor can be introduced to the output of the activation block or to the inputs of the chip. In this case, looking at the activation value, the activation block output may be affected by the noise value, which means The result becomes probabilistic. 3.5 Transfer function characteristics Subattributes that determine the transfer function Characteristics are: i) Transfer function: on-chip/off-chip ii) Transfer function: analog/digital iii) Threshold/look-up table/computation The transfer function can be performed on the chip or offchip, and it can be analog or digital. It is digital [8,9] then a look up table can be used, a threshold comparison can be done, or computation can be directly performed. If it is analog, an electronic circuitry, such as op-amp, can be used for this purpose [4].



3.6 Information flow The way that weights are inputted to the activation block, and the way that the computation results are outputted into the transfer function block determine the general information flow, which is a property, used for comparison of the devices. If neuron states and weights are kept off the chip, the information flow type becomes more important. Among the block, data can be flowing Using systolic array, direct connection [2], broadcast or pipelining techniques. 3.7 Learning Subattributes related with learning are: i) Learning: on-chip/off-chip ii) Stand alone/via a host Weights can be updated through a learning process. If a chip allows on-chip learning, weights updates can be performed on the chip automatically. Also, in off-chip learning, a host computes the weights and updates the weights [11, 7]. 3.8 Speed There are two different types of speed characteristics for Neuro-chips: i) Learning speed ii) Processing speed Learning speed concerns the calculation and update of Connection weights during the learning phase, and measures how fast a system is able to perform mappings from input to output. It is measured in connection updates per second. Processing speed is related to the
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multiplication of wi’s and pi’s and to the transfer function computation. It indicates how well the specific algorithm suits the architecture. It is measured in connections per seconds. 3.9 Number of inputs & Number of outputs The number of inputs and/or outputs, which are properties, can be fixed, or in reconfigurable chips they can be a variable limited by an upper bound.



4. Present Status Of The Work Various issues like quantization, handling non-uniformities and non-ideal responses, and restraining computational complexity of hardware implementation of Neural Network has been discussed in [4,5]. The author has discussed the effect of a quantization of the network parameters and weight discretization algorithm for various neural network models. In analog implementation it is a limited accuracy of the network parameters due to system noise. It has been observed that the impact of non-uniformity characteristics of the analog electronic components. Analog VLSI networks have been implemented for Hopfield’s Neural Network [5,8]. Analog network do pose some electrical problems that can occur with large systems. In this paper it has been observed that more than 100 synapse in a single neuron cell will give problem. Author has observed that digital memory will be simpler to use to store synaptic weights. Analog memory points can occur in a capacitor that stores an analog synaptic weight. Various digital systems have been developed for Neural Networks. Three options have been discussed in [10] for Implementing neural networks in digital systems: serial computers, parallel systems with standard digital components and parallel systems with special-purpose digital devices [7]. Author has observed that digital systems for ANNs will be more generality in the design. Overview of Digital hardware for neural network has been studies by [9]. It has been suggested that neural network can be implemented for the parallel co Reconfigurable Field Programmable Gate Arrays (FPGAs) provide an effective programmable resource for implementing hardware based Artificial Neural Networks [1] A look up table based architecture for stochastic ANNs has been implemented [4], which exploits the advantages of FPGAs like low cost availability, reconfigurability, the ability to support arbitrary network architectures, lowered development Cost, all while providing a level of density that makes it feasible to implement ANNs with FPGAs. This architecture provides the following distinct advantages: 1. The entire network is self contained; There is no need for supporting circuitry to store weight and aid in computation. 2. The structures are very regular and repeated. 3. There is no control logic except the clock. 4. There are no bus lines and Delays for reading weight values, since each synapse stores its own weight. 5. The architecture is fully parallel, resulting in O(1) operation. 6. The architecture scales easily, and can be scaled across multiple chip to form large networks. The hardware model of the neural network has been designed with Altera Quartus Design Tool [3]. Hardware model of Artificial Neural Network consists of simple logic and arithmetic blocks such as multipliers, adders, divisor and logic gates. The results of the multiplier are added with the bias and finally, the transfer function delivers the neurons output. The neural network dedicated hardware can be used for faster Pattern recognition problem and faster response time of robot. Feasibility of floating-point arithmetic in FPGA based Artificial Neural Network has been studied. It has been observed that
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quality of performance is maintained for 32-bit floating-point FPGA based ANN. A minimal allowable precision of 16-bit fixed point continues to provide the most optimal precision vs. area trade-off for backprop-based ANNs. In the area of hybrid design of ANN, neuron has been Implemented through deterministic bit-stream neuron, which makes use of the memory rich architecture of FPGAs. It has been observed that the deterministic bit stream provides the same accuracy as much longer stochastic bit streams. Authors have also observed that due to memory rich FPGAs; it requires less logic to implement neurons.



5. Conclusion Implementing neural networks in hardware can speed up The training by several orders of magnitude. Due to the Various advantages of digital technology like maturing fabrication techniques, weight storage in RAM etc. Researcher have migrated from Analog VLSI to digital Technology. Several additional benefits of implementing neural networks in digital technology have arisen due to the proliferation of very large (digital) field programmable gate arrays (FPGAs), which can be reconfigured as required. The ability to reconfigure the operation of these chips allows for the formation of neural networks, which can be tailored to the task at hand, the possibility of task specific logic to be placed on the chip, and the potential widespread use and adaptation of such a design.
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