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A System for Indian Postal Automation K. Roy, S. Vajda, U. Pal, B. B. Chaudhuri and A. Belaid Computer Vision and Pattern Recognition Unit, I.S.I, Kolkata-108; India, LORIA Research Center, B.P. 239 54506, Nancy, France



Abstract In this paper, we present a system towards Indian postal automation based on pin-code and city name information. In the proposed system, at first, non-text blocks (postal stamp, postal seal etc.) are detected and destination address block (DAB) is identified from the postal document. Next, lines and words of the DAB are segmented. Since India is a multilingual and multi-script country that was earlier colonized by UK, the address part may be written by combination of two scripts: Latin (English) and a local (state) script. Here we shall consider Bangla script (local state language) with English for recognition. It is very difficult to identify the script by which the pin-code portion is written. So we have used twostage artificial neural network based general classifiers for the recognition of pin-code digits written in English/Bangla. To identify the script by which a word/city name is written, we propose a water reservoir based technique. Based on script identification result the city names on the corresponding script will be recognized. For recognition of city names we propose a NSHP-HMM (Non-Symmetric Half Plane-Hidden Markov Model) based technique. At present, the accuracy of the digit recognition module is 93.14% while that of city name recognition scheme is about 86.44%.



INTRODUCTION Postal automation is a topic of research interest for last two decades and many pieces of published article are available towards automation of non-Indian language documents [1-7]. Several systems are also available for address reading in USA, UK, France, Canada and Australia. But no system is available for address reading of Indian postal documents. System development towards postal automation for a country like India is more difficult than such task in other countries because of its multi-lingual and multi-script behaviour. In India



there are about 19 official languages and an Indian postal document may be written in any of these official languages. Moreover, some people writes the destination address part of a postal document in two or more language scripts. For example, see Fig.1, where the destination address is written partly in Bangla script and partly in English. Bangla is the second most popular language in India and fifth most popular language in the world. Indian postal code is a six-digit number. Based on this six-digit pin-code we cannot locate a particular post office in a village. We can locate a post office of a town/sub-town by this sixdigit pin-code. Representation of pin-code digits is shown in Table 1. Also, distribution of pin-code in different regions in India is shown in Fig.2. In India there is a wide variation in the types of postal documents. Some of these are postcard, inland letter, special envelope etc. Post-card, inland letter, special envelope are sold from Indian post offices and there is a pin-code box of six-digit to write pin number in the postal document obtained from post office. Also, because of educational backgrounds there is wide variation in writing style and medium. In some documents we may find partial pin code instead of full pin-code. For example Kol-32 is written instead of Kolkata – 700032. Also, some people sometimes do not mention pin-code on Indian postal documents. Thus, development of Indian postal address reading system is a challenging problem. DAB



Fig.1. Example of multiscript postal document.



In this paper, we propose a system towards Indian postal automation where at first, using Run Length Smoothing Approach (RLSA) and characteristics of different image components, the postal stamp/seal parts are detected and removed from the documents. Next, based on positional information, the Destination Address Block (DAB) region is located. Pin-code written within the pin-code box is then extracted from DAB region. Using a two-



stage neural network, the Bangla and English numerals of the pin-code part are recognized. We have seen that in 36.2% of the cases the documents pin-code is either absent or partially written. For such documents, we need to recognize the city name or post office name as well as the nearest town name. For this purpose we first segment DAB into lines and words. Next using water reservoir concept based feature word-wise script identification is done. After a differential height normalization of word images, a NSHP-HMM approach has been used to recognize script-wise words. In order to reduce the decomposition process, which can be time consuming due the non-symmetric property of the model, a threshold mechanism was designed. The main idea is to be able to decide during the Viterbi decomposition to discard the models before performing the whole observation sequence. Table 1. Representations of first and second digit of Indian pin-code. The first digit and covering region First Digit



Region



1 Northern 2



3 Western 4



5 6



Southern



7 8



Eastern



First two digit and their representation First 2 Digit 11 12 to 13 14 to 16



States/Circle Covered Delhi Haryana Punjab



17 18 to 19 20 to 26



Himachal Pradesh Jammu & Kashmir Uttar Pradesh



27 to 28 30 to 34 36 to 39 40 to 44 45 to 48 49 50 to 53 56 to 59 60 to 64 67 to 69 70 to 74 75 to 77 78 79 80 to 85 86 to 88



Uttaranchal Rajasthan Gujarat Maharastra Madhya Pradesh Chattisgarh Andhra Pradesh Karnataka Tamil Nadu Kerala West Bengal Orissa Assam North Eastern Bihar Jharkand



Fig.2. The figure shows how the first two digits of a pin-code are mapped to different regions of India.



PREPROCESSING Data collection and noise removal Document digitization for the present work has been done from real life data collected from a post-office (Cossipore post office of North Kolkata circle, West Bengal, India). We used a flatbed scanner (manufactured by UMAX, Model AstraSlim) for digitization. We have collected 7500 data from post office for our experiment of the proposed work. The images are in gray tone with 300 dpi and stored as Tagged Information File (TIF) Format. We have used a two-stage approach to convert them into two-tone (0 and 1) images. In the first stage a pre-binarization is done using a local window based algorithm in order to get an idea of



different regions of interest [8]. On the pre-binarized image, RLSA is applied to overcome the limitations of the local binarized method. After component labelling of smoothed image, we map each component on the original image and the final binarized image is obtained using a histogram based global binarizing algorithm on the components [9] (Here ‘1’ represents object pixel and ‘0’ represents background pixel). The digitized document images may be skewed and we used Hough transform to de-skew the documents. The digitized image may contain spurious noise pixels and irregularities on the boundary of the characters, leading to undesired effects on the system. We have used a smoothing technique due to Chaudhuri and Pal [9] to correct the noise. Statistical analysis We calculate some statistics on the collected postal data to have an idea of different components useful for Indian postal automation. Some of the computed statistics are: presence of the pin-code box, presence of the pin-code written in the pin-code box, percentage of writers write all the digits of pin-code, postal document without pin-code numerals. Also we analysed distribution of different types of postal documents like percentage of envelope, inland letters, postcards, etc. Percentage of postal documents where address part is handwritten, document written in two or more scripts and position of the address part is also analysed. The primary statistics we obtained are as follows: 1. 2. 3. 4. 5. 6. 7.



65.69% of the postal documents contain pin-code box. 73.59% people write pin-code within the pin-code box. 63.8% people write all the digits of the pin-code (irrespective of pin-code box). 13.49% writers even do not mention pin-code on postal documents. 10.02% touching characters are present in the pin-code number. 05.83% documents are printed and the rest are handwritten. 24.62% of the addresses are written in Bangla, 65.37% in English and 22.04% address are written in two language scripts (English and local state language). 8. The address is started in 87.6% cases at the bottommost, 72.3% at the rightmost and 70.6% at right bottommost position. 9. Among the collected postal documents 13.41% are envelopes, 31.09% postcards and 15.76% Inland letters (a kind of letter that can be sent anywhere within India).



Postal stamp detection and deletion The binary image is processed to extract the postal stamp and other graphics parts present in the image. There are many techniques for text/graphics separation. Here we used a combined technique as follows. At first, simple horizontal and vertical smoothing operations of RLSA



are performed [10] on the image. The two smoothing results are then combined by logical AND operation. The results after horizontal, vertical and logical AND operation of Fig.3(a) are shown in Fig.3(b), (c) and (d), respectively. The result of logical AND operation is further smoothed to delete the stray parts (see Fig.3(e)). On this smoothed image we apply component labelling to get individual blocks. Each smoothed block is then checked for postal stamp/seal block. For each block we find its boundary and check the density of black pixels over the corresponding boundary area on the original image. We note that for postal stamp/seal block the density of black pixels are very high compared to text line block. Also, we noticed that the postal stamp/seal block contains many small components whereas such small components are not present in other blocks. Based on the above criteria non-text parts are detected. After detection of a postal stamp/seal block we delete that block from the documents for future processing. DAB detection Using positional information of the text block we detect DAB from a postal image. In case of Indian postal documents, from statistical analysis we found that the address on the postal document is generally written in the manner that DAB will be in the right lower part of the documents. For detection of DAB from the text part we divide the text part into blocks by iteratively portioning it in horizontal and vertical direction. Before horizontal (vertical) partitioning we smooth the partition vertically (horizontal) so that the text blocks itself does not get splited. This process is repeated until the text part can’t be splited. Next each block is analysed and the right bottommost block, is considered as DAB and extracted from the postal document for further analysis. Extracted DAB of Fig.3(a) is shown in Fig.3(f). Script identification As mentioned earlier India is a multi-lingual and multi-script country. About 19 official languages and 12 scripts are used to write postal documents. Because of multi-lingual and multi-script behaviour a postal document may be written by more than one script. To correctly recognize a word it is necessary to feed it to the OCR of that language in which the word image belongs. So, we have to identify the script of each word for recognition. Here we use the method due to Pal and Datta [11] for text line and word segmentation. Before going to different features for script identification, here we will discuss water reservoir principle on which some of the features for script identification are based on. Water reservoir principle: The principle of water reservoir property is as follows. If water is poured from a side of a component, the cavity regions of the component where water will be stored are considered as reservoirs [12]. While writing by hand, characters in a word touch one another and create a large space (cavity). This space generates reservoir. By top



(bottom) reservoir of a component we mean the reservoirs obtained when water is poured from top (bottom) of the component. A bottom reservoir of a component is visualized as a top reservoir when water will be poured from top after rotating the component by 180°. Examples of top and bottom reservoir are given in Fig.5(c).



(a)



(b)



(c)



(d) (e) (f) Fig.3. (a) An example of postal document image obtained from an Inland letter. (b) Horizontal run-length smoothing of Fig.(a). (c) Vertical run-length smoothing of Fig.(a). (d) Logical AND of (b) and (c). (e) Smoothed version Fig.(d). (f) Detected DAB part of Fig.(a).



Joining of isolated characters and computation of Busy-zone: Script identification scheme is mainly based on water reservoir concept based features, and water reservoir is obtained when characters in a word are touching. But some people write in isolated fashion where characters in a word do not touch each other. As a result, water reservoirs are not generated and hence the above scheme will not work properly. To take care of this situation we join isolated characters in a word. Joining procedure of the characters in a word is as follows. Here we first take one component of the word image and grow it around its boundaries until it touches its nearest neighbour component. This touching point is noted for joining. Let this point be X1. Considering this point as centre we draw a circle of radius equal to number of times the component was grown to touch the neighbour component. The point where the circle touches the first component is noted. Let this point be X2. Two points X1 and X2 are joined with width equal to the stroke width to get touching component. For illustration, see Fig.4(a). The above process is repeated until all the components of a word get connected. An example of isolated characters of a Bangla word and its joined version is shown in Fig.5(a-b).



(a) (b) Fig.4. Joining of isolated characters is shown. (a) A word containing two isolated characters and the grown version of the left component (in gray). (b) word after connection.



Busy-zone of a word is the region of the word where maximum parts of its characters lie. We use reservoir property to detect the busy-zone. Here at first all top and bottom reservoirs are detected. We calculate the average height of all the top and bottom reservoirs. For all top and bottom reservoirs whose height is less than 1.25 times of the average reservoirs height, we fill them by black pixels. Also, all the loops are filled with black pixel before computing the busy-zone. Filled-up version of the image of Fig.5(a) is shown in Fig.5(c). After filling of the reservoir and loops with black pixel we compute the busy-zone height of this filled-up image as follows. At first we compute horizontal projection profile on this filled-up image. We draw a vertical line through the midpoint of the width of the horizontal projection profile. Let this line be XY as shown in Fig.5(d). The portion of the XY that belongs to projection profile are marked by p and q. The distance between p and q is the busy-zone height of a word image. The region within the horizontal lines passing through p and q gives us the busy-zone. Busy-zone of the word of Fig.5(a) is shown in Fig.5(e).



Top reservoir



(a)



(b)



Bottom reservoir



(c)



(d) (e) Fig.5. (a) Original Image, (b) Image after joining (c) Image after filling of top, bottom reservoir and loop, (d) Computation of busy-zone, (e) Busy-zone area of the image (a).



Identification of Bangla and English scripts is done mainly using Matra/Shirorekha based feature, water reservoir principle based features and position of small components. These features are described below.



Matra/Shirorekha based feature: The longest horizontal run of black pixels on the rows of a Bangla text word will be much longer than that of English script. This is so because the characters in a Bangla word are generally connected by matra/Shirorekha (see Fig.6). Here row-wise histogram of the longest horizontal run is shown in the right part of the words. This information has been used to separate English from Bangla script. Matra feature is considered to be present in a word, if the length of the longest horizontal run of the word satisfies the following two conditions: (a) if it is greater than 45% of the width of a word, and (b) if it is greater than thrice of the height of busy-zone.



Fig.6. The matra/Shiroreka feature in Bangla and English words is shown.



Water reservoir based feature: In English script it can be found that there are many big top reservoirs [12]. On the other hand Bangla script have many big bottom reservoirs. For example see Fig.7. The ratio (r) of the area of the top reservoirs to that of bottom reservoirs of a word image is used as feature. Here we note that the value of r is greater than one for English and less than one for Bangla script. Another distinct feature of Bangla and English is that the base line (the line passing through the average of all the base (the deepest point) points of the reservoirs) formed by the bottom reservoirs lie in the lower half of the busyzone for English whereas it is in the upper part for Bangla. For illustration see Fig.7.



Fig.7. Water reservoir based feature. (a) Bangla word, (b) English word.



Feature based on the position of small component: Here we take all the components whose height and width is less then twice of the stroke width of the image (Rw) and compares their position with respect to the busy-zone. If such components lie completely above or below the busy-zone then those component number and position is used as a feature. This feature is selected because in English we find some characters with disjoint



upper part (like dots of i and j) and in Bangla also we find some characters with disjoint lower part (like dots of , etc.). Based on the above features we use a tree-classifier for script identification. The proposed tree-classifier is shown in Fig.8. The first feature used in the tree, is Matra/Shirorekha based feature, because it is noted that the probability of occurrence of Matra/Shirorekha in a Bangla handwritten word is about 67%, and in printed word is 99.97%. So, the use of Matra/Shirorekha based feature at the top of the tree classifier is justified. If this feature exists, then the word is identified as Bangla script. Otherwise, the word is checked for the water reservoir based feature. If base line of most of the bottom reservoir lies in upper part of the busy-zone then the word is treated as Bangla script and if it lies below, then the word is treated as English script. Else, the word is checked by ratio of reservoir area. If the ratio of the areas of top and bottom reservoirs is greater than 1.25 then the word is identified as English and if it is less than 0.75 then the word is identified as Bangla. Lastly the word is tested by the position of small isolated component feature. If there exist small components only above (below) the busy-zone it is identified as English (Bangla). Else, the word is left as confused and rejected by the system. Start
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Fig.8. Flow chart of the tree classifier used for identification of Bangla and English Scripts.



Pin-code box detection and extraction In some Indian postal documents (e.g. Post-card, Inland letters etc.) there are pre-printed boxes to write the pin-code. We call these pre-printed boxes as pin-code boxes. People generally write the destination pin-code inside these boxes. Here, at first, we detect whether there is a pin-code box or not. If it exists, our method will extract the pin-code from the box if pin-code is written within it. For pin-code box extraction we apply component labelling and select those components as candidates, which satisfy the following criteria. A component is selected as candidate component if the length of the component is greater than five times the width of the component and the length of the component is less than seven times the width of the component. Since an Indian pin-code box contains six square boxes, the length of a box component will be about six times the width of the component. Based on this principle we choose the candidate component. Let X be the set of these selected components. From the candidate components we decide for the pin-code component as follows. We scan each column of a selected component from top and as soon as we get a black pixel we stop and note the row value of this point. Let ti be the row value of the ith column obtained during top scanning. Similarly, we scan each column of the selected component from bottom and as soon as we get a black pixel we stop and note the row value of this point. Let bi be the row value of the ith column obtained during scanning from bottom. We compute the absolute value of bi – ti, for all columns. Let W be the width of the component (number of column). The selected component satisfying |(bi – ti)– 2Rw| ≤ W ≤ |(bi – ti)+ 2Rw|, for all i=1 to W, is chosen as pin-code box component. Here Rw is the length of most frequently occurring black run of a component. In other words, Rw is the statistical mode of the black run lengths of the components. The value of Rw is calculated as follows. The component is scanned both horizontally and vertically. Let from this component we get n different run-lengths r1, r2,..rn with frequencies f1, f2 ...fn, respectively. In this case, the value of Rw = ri where fi = max (fj), j = 1...n. If no such candidate component is obtained, then we assume that there is no pin-code box. After detection of the pin-code box, vertical and horizontal lines are detected and deleted. Next, depending on the positions of the vertical lines the pin-code numerals are extracted from left to right to preserve the order of occurrence of the numerals. pin-code box extracted from Fig.3(f) by the proposed algorithm is shown in Fig.9(a). Also pin-code numerals extracted from Fig.9(a) are shown in Fig.9(b). From an experiment with 4200 data we noticed that about 9.5% of the numerals touched/crossed the border of the pin-code box. However, our method can extract most of such cases properly.



(a) (b) Fig.9. (a) Extracted part of pin-code box from the DAB shown in Fig.3. (f) Extracted pin-code numerals from the pin-code box.



NUMERAL RECOGNITION Sometimes because of poor document a numeral may be broken. Analysing the morphological structure features [13] of the numerals, broken parts of the numerals are connected, to improve recognition performance. To generate the structural features, we use contour smoothing and linearization. For any component of the image, using Freeman chain code based edge-tracing algorithm the outer contour of component is extracted. The contour is then smoothed and converted to lines consisting of ordered pixels. Next, depending on the value of the direction codes of two consecutive lines the structural codes are assigned to the start or end points of the linereazied lines of the contours. The structural points describe the convex or concave change in different chain code direction along the contour. So, they can be used to represent the morphological structures of a contour. After detection of the structural points, the binary image is thinned to get the end points and junction points. Next, we select a pair of end points for joining the broken parts of the numeral, based on some predefined criteria. After selecting a pair of end points they are initially joined via a line equal to Rw. For illustration, see Fig.10.



Fig.10. Disconnectivity removal of numeral. (a) the original image, (b) the thinned of the image, (c) the contour with Structural points, (d) image after joining (joined part is shown in gray), (e) the final binary image after joining of the broken part.



After removing the disconnectivity of numerals, we proceed for recognition. We do not compute any feature from the image. The raw images normalized into 28x28 pixel size are used for classification. The normalization procedure is discussed below. Normalization Normalization is one of the important pre-processing factors for character recognition. Normally, in normalization the character image is linearly mapped onto a standard plane by interpolation/extrapolation. The size and position of character is controlled such that the length and width of normalized plane are filled. By linear mapping, the character shape is not only deformed but also the aspect ratios are changed. Here we use an Aspect Ratio Adaptive Normalization (ARAN) technique for our purpose [14]. Implementation of normalization: For ease of classification, the length and width of a normalized image plane is fixed. In ARAN adopted by us, however, the image plane is not necessarily filled. Depending on the aspect ratio, the normalized image is centered in the plane with one dimension filled. Assume the standard plane is square and its side length is L. If the width and height of the input image are W1 and H1, respectively, then the aspect ratio (R1) is defined by



W 1 / H 1 R1 =  H 1 / W 1



If W1


(1)



Aspect ratio mapping: To implement the normalization, the width and height of the normalized image, W2 and H2, are determined. We set max (W2, H2) equal to the side length L of the standard plane, while min (W2, H2) is determined by its aspect ratio. The aspect ratio of the normalized image is adaptable to that of the original image. Hence the aspect ratio mapping function determines the size and shape of the normalized image. The image plane is expanded or trimmed so as to fit this range. The aspect ratio of the original image is calculated by Eq. (1). To calculate the mapping function (R2) for the normalized image, we have used square root of the aspect ratio of the original image, given by R2 = √R1. To map the image f (x, y) to the new image g (x/, y/) we have used forward mapping to implement the normalization given by x/ = αx y/ = βy where α = W2 /W1 and β = R2* H2/H1 if (W2> H2), and α = R2* W2/W1 and β = H2/H otherwise



An example of original and normalized image is shown in Fig.11.



(a) (b) Fig.11. Example of (a) Original Images (b) Normalized Images.



Neural network Based on the above normalization, we use a Multilayer Perceptron (MLP) Neural Network based scheme [15] for the recognition of English and Bangla numerals. The MLP is, in general, a layered feed-forward network, that can be represented by a directed acyclic graph. Each node in the graph stands for an artificial neuron of the MLP, and the labels in each directed arc denote the strength of synaptic connection between two neurons and the direction of the signal flow in the MLP. For pattern classification, the number of neurons in the input layer of an MLP is determined by the number of features selected for representing the relevant patterns in the feature space and output layer by the number of classes in which the input data belongs. The Neurons in hidden and output layers compute the sigmoidal function on the sum of the products of input values and weight values of the corresponding connections to each neuron. Training process of an MLP involves tuning the strengths of its synaptic connections so that it can respond appropriately to every input taken from the training set. The number of hidden layers and the number of neurons in a hidden layer required to design an MLP are also determined during the training phase. The training process incorporates learning ability in an MLP. Generalization ability of an MLP is tested by checking its responses to input patterns which do not belong to the training set. Back propagation algorithm, which uses patterns of known classes to constitute the training set, represents a supervised learning method. After supplying each training pattern to the MLP, it computes the sum of the squared errors at the output layer and adjusts the weight values of the synaptic connections to minimize the error sum. Weight values are adjusted by propagating the error sum from the output layer to the input layer through the intermediate layers. The present work selects a 2-layer perceptron for the handwritten digit recognition. The number of neurons in input and output layers of the perceptron is set to 784 and 16, respectively. This is because the size of the normalized image is 28x28 (784), and the



number of possible classes in handwritten numerals for the present case is 16. Although because of bi-lingual (English and local language Bangla) nature of the Indian postal documents the number of numeral class is supposed to be 20, we have used only 16-classes in the output layer of the MLP. This is because English and Bangla ‘zero’ are (historically the Arabs borrowed the zero from India and transported to the west) the same and we consider these two as a single class. Also, English ‘eight’ and Bangla ‘four’ are same in the shape. Moreover English and Bangla ‘two’ looks sometimes very similar. English ‘nine’ and Bangla ‘seven’ are also similar. Example of some handwritten Bangla numerals is shown in Fig.12. To get an idea of such similarity see Fig.13.



Fig.12. Samples of Bangla handwritten numerals.



(a) (b) Fig.13. (a) English Nine and Bangla Seven, (b) English and Bangla Two.



The number of hidden units of the proposed network is 400, Back Propagation learning rate is set to suitable values based on trial runs. The stopping criteria of BP algorithm selected for the present work is that the sum of the squared errors for all training patterns will be less than a certain limit. In the proposed system we used three classifiers for the recognition. The first classifier deals with 16-class problem for simultaneous recognition of Bangla and English numerals. The other two classifiers are for recognition of Bangla and English numerals, separately for 10 numerals. Based on the output of the 16-class classifier we decide the language in which pincode is written. As mentioned earlier, Indian pin-code contains six digits. If majority of these



six numerals are recognised as Bangla by the 16-class classifier then we use Bangla classifier on this pin-code to get higher recognition rate. Similarly, if the majority of the numerals are recognised as English by the 16-class classifier then we use English classifier for final recognition of pin-code digits. RECOGNITION OF CITY NAMES As stated before, there are a reasonable number of Indian postal documents in which the pin code number is not written but the city or post office name, district and state name is written in the DAB region. In some addresses the pin code is abbreviated, only the last two digits are written after the city or town name. Sometimes, information like phone number is written by mistake, which our numeral recognizer may consider as the pin code number. So the name of the city or post office should be recognised to authenticate the address of the postal documents for sorting purpose. Here we consider the recognition of Indian city names written in Bangla script. Our approach of recognizing handwritten city names is based on Hidden Markov Model (HMM) which is combined with Markov Random Field (MRF). It operates on pixel level in a holistic manner over the whole word which is viewed as outcome of the MRFs. Compared to other HMM approaches employed for handwriting recognition which are one dimensional systems, this is a relatively new approach based on two dimensional Markov Model. The reason for choosing such a model is that handwriting is essentially two-dimensional in nature. However, direct extension of HMM into two dimensions leads to NP-hard computational complexity. Among several alternatives suggested for computationally tractable solutions. Planar HMM, Markov Random mesh and the Non-Symmetric Half Plane (NSHP) Markov chains are proposed [16,17]. Jeng and Woods [18] noted that NSHP chains are more appropriate than random mesh for 2-D data. Perhaps the first application of this model to handwritten word recognition on small vocabulary was due to Saon and Belaïd [19]. Essentially this model has been chosen here to recognize city names from Indian postal documents. The model works on height normalized binary image of the word, which is considered as one possible realization of the Markov random field. Central to the idea is the Markov chain with NSHP. For illustration see Fig.14. The NSHP at pixel position (i, j) defined as ∑ij is given by



∑ij = {(k,l) ∈ L, l < j or (l = k, k 


(2)



where L is the lattice of pixels defining the word image. Usually the bounding box of normalized image is considered as L. The Markov chain is defined over a neighbourhood Θij . For example see Fig.15. Various type of neighbourhoods can be considered from the NSHP ∑ij . On example of the neighbourhood Θij of (i, j) is given by



{(i-1,j-1) , (i,j-1) , (i + 1, j-1) , (i-1,j )} Instead of this we would take a smaller neighbourhood also, as shown in Fig.15.



Fig.14.The NSHP Markov model.



Order 0 Order 1 Order 2 Order 3 Order 4 Fig.15. Different neighborhoods for the NSHP-HMM and their order.



(3)



Now, let us define a random field X = {X ij} where (i, j) ∈ L . The column j of the field is denoted as X j . Let the grey value at x(i, j) be xij . Then we define conditional probability



P(X ij X kl) as the probability of realization of xij at (i, j) given that the grey value at (k,l) is



xkl . The Markov process is defined to be dependent only on the neighbourhood Θij i.e.,



P(X ij X Σij ) = P(X ij X Θij )



(4)



The probability of random field X denoted as P(X) is written as the product from over all column fields, which in turn is written as the product of individual pixel probabilities over the column, i.e., n



n



m



j =1



j =1 i =1



n



m



P(X) = ∏P(X j X j −1 ... X 1) = ∏∏P(X ij X Σij ) = ∏∏P(X ij X Θij )



(5)



j =1 i =1



It is assumed here that the conditional probabilities are independent. Now a HMM denoted by λ is introduced. So given a model λ , the probability of X is given by n



m



P(X λ) = ∏∏P(X ij X Σij ,λ)



(6)



j =1 i =1



The HMM is defined by the following parameters:



S = {s1,....,sN } which are N states of the model, where q j∈S denotes the state associated



{



}



with column X j . Also define the state transition probability matrix A = akl; 1≤k,l≤ N where



akl is the transition probability from k state to l state. The initialisation is done by the initial state probability π = {π i, 1≤i≤ N } . Finally, there is a conditional pixel observation probability B = {bil; 1≤i≤m; 1≤l≤n} where bil(x,x1 ,x2...,xp) = P(X ij = x x(Θij), q j = sl )



(7)



i.e., the probability that the current pixel is of value x given the neighbourhood pixels as well as the state j is sl . Briefly, the model is characterized by λ = (Θ, A,B,π) . (8) There are two stages of using HMM to a practical problem. One is the training phase. Here the number of states is initially decided from the physical problem. If n is the length of the word then a value of n/2 has been found to be a good choice for handwriting recognition. Next the state transitions are defined. For the current problem only the strict left to right



architecture is used, where transition to the same or to the forward state is permitted. Moreover, all initial transition probabilities are assumed to be equal i.e., aii = aii+1 = 0.5 also the image was height normalized to have 20 rows. For the training phase the goal is to determine the parameters of A and B as well as π that k maximize the product ∏ r = P ( X r λ ) where X r denote a training pattern image. This is done



by the well-known Baum-Welch re-estimation procedure. In this way, the model λ for each pattern class in trained sub-optimally.



Now the HMMs are ready for recognition. Given a binary image its height is normalized as above and the conditional probability of models given the image is computed via Bayes rule. This probability gives the likelihood that the image comes from that particular class. The class, for which this likelihood is maximum, is chosen as the required class. In other words X comes from the model λ* where



λ* = argmax P(λ X ) = argmax λ∈Λ



λ∈Λ



P(X λ)P(λ) = argmax P(X λ)P(λ) P(X) λ∈Λ



(9)



Since P(X) is constant throughout for a given image, it is dropped in the rightmost side of expression. Here Λ denotes the set of models for all classes. RESULTS AND DISCUSSION Results on DAB detection The performance of the proposed system on postal stamp/seal detection, and DAB location are as follows. We have tested our approach on 4860 postal images and noted that the accuracy for postal stamp/seal detection, and DAB location are 95.98% and 98.55%, respectively. Some errors appeared due to overlapping of postal stamp/seal with the text portion of address part. Some errors also appeared due to poor quality of the images. Results on Script identification For script identification experiment we use a database of 2342 (732 Bangla and 1242 English) handwritten words and 650 (400 Bangla 250 English) printed words. These data are collected from postal documents. From the experiment with handwritten data we noticed that our proposed scheme could detect about 89% words correctly. We have also found that the accuracy of proposed approach was 98.42% on printed text. Moreover our handwriting



identification result was about 93% when small words (words with one or two characters) are ignored. Distribution of the results is shown in Table 2. Table 2: Classification result on handwritten data Script Bangla English



Recognised as Bangla English 8.34 88.58 6.41 89.52



Rejected 3.09 4.07



The main sources of mis-recognition and rejection are small words and poor quality of postal documents. Due to presence of some small components in the upper part of the busy-zone (e.g. ) for Bangla script they sometimes are also mis-recognised as English script or rejected by the system. Also, due to bad writing medium and quality of the postal documents, the words in the image are sometimes broken resulting in mis-classification or rejection by the system. Some examples are shown in Fig.16.



(a) (b) (c) (d) Fig.16. (a-b) Some examples of mis-classified script words (a) Bangla script classified as English. (b) English script identified as Bangla. (c-d) Some rejected scripts.



Results on pin-code box detection The performance of the proposed system on pin-code box extraction is as follows. We have tested our system on 2860 postal images and the accuracy for pin-code box extraction module is 97.64%. The main source of errors was due to broken pin-code box, poor quality of the images and touching of the text portion of DAB with the pin-code box. Result on Numeral recognition For the experiment of the proposed numeral recognition approach we collected 7500 postal documents images. Some data also collected from individual writings of non-postal documents. We collected 15096 numerals from these documents for experiment of which 80% data were collected from above postal documents. Among these numerals 8690 (4690 of Bangla and 4000 of English) were selected for training of the proposed 16-class recognition system and the remaining 6406 (3179 of Bangla and 3227 of English) numerals were used as test set. For experiment on English and Bangla individual classifier we also collected two datasets of 10677 and 11042 numerals. We consider 5876 (6290) data for



training and 4801 (4752) data for testing of English (Bangla) classifiers. The overall accuracy of the proposed 16-class classifier and individual Bangla and English classifiers on the above data set are given in Table 3. From the Table we note that in Bangla classifier we obtained 2.03% better accuracy than the 16-class classifier. This is due to decrease in the number of classes and also decrease in the shape similarity among English and Bangla numerals. The confusion matrix of three classifiers are shown in Table 4, Table 5(a) and 5(b), respectively. In these Tables the number of different numerals are not equal. This is because we have collected majority of the data from postal documents and the numerals in postal documents are not equally distributed. Table 3: Overall numeral recognition accuracy Recognition rate for Training Set Test Set 16-class classifier 98.31% 92.10% Bangla classifier 98.71% 94.13% English classifier 98.50% 93.00% Classifier



From Table 4 (Table 5(a)) it can be noted that highest accuracy is obtained for Bangla numeral ‘eight’ 98.54% (98.06%). For English numeral classifier we note that highest accuracy is obtained for numeral ‘zero’ (97.63%). Although the result of the English classifier on Indian pin-code is only 93.0%, which is not attractive, we test this system on the MNIST data set to get a comparative result. From the experiment, we noticed that from MNIST database we obtained 98.5% accuracy on English classifier. Low accuracy on Indian postal documents is due to variability of handwritings as well as poor postal documents and bad writing medium. Table 4: Confusion matrix for 16-class classifier



From the experiment we noted that the most confusing numeral pair was Bangla 'one' and Bangla 'nine' (shown in Fig.17 (a)). They confuse about 6.3% cases. Their similar shapes rank the confusion rate at the top position. Second confusion pair is Bangla seven and English seven (see Fig.15 (b)) with confusing rate 5.3%. We did not incorporate any rejection scheme in the proposed system, which we plan to add in future. Table 5: Confusion matrix (a) Bangla and (b) English classifier (a) (b)



(a) (b) Fig.17. Examples of some confused handwritten numeral pairs. (a) Bangla one and nine (b) Bangla seven and English seven.



Results on word recognition For the experiment of word recognition result, we consider Indian city names written in Bangla script. In order to optimise the NSHP-HMMs model of each word class, we have generated statistics concerning the letter length in the different words in order to estimate the average length of each letter in the data set. In function of this average letter length estimation in the images, the number of HMM states were established as half of each letter length. This state estimation was done on the basis of different tests. The minimum number of NSHP-HMM states are in the model of Churchura ( ) (18 states), Kasba ( ) (19 ) states) and the maximal number of states is in the model of Dimonharber ( (54 states). The normalization of the words is performed just in height since left-right NSHP-HMM model can take care of the width normalization, as reported in [20]. The differential normalization used is based on finding the middle zone of the script. This zone is estimated



throughout the product of horizontal projection and the horizontal run-lengths of the image. Once the middle zone is established, the upper zone, the lower zone and the middle zone are mapped in the same manner. A threshold value has been established empirically in case when the middle zone height is not sufficient. In that case the given image is discarded from the data. For other normalization application see [1]. In the Fig.18 we present some Bangla images and their normalized form. It was necessary to discard the images, since just in 2% of the cases the middle zone’s height was not sufficient. In such cases the word was written really in a slant manner. For the NSHP-HMM observations different pixel neighbourhoods can be used. We have used the 3rd order neighbourhood since the results reported by Choisy and Belaïd [20] showed that this architecture maximally preserves the graphical information in the pixel columns and reduce substantially the complexity of the system used by Saon and Belaïd [19]. For a model having N states, analysing Y pixels in a column, the memory complexity of the system is O([N+Y*2n]) where n denotes the order of the neighbourhood. As we can see, the complexity will grow exponentially in function of the neighbourhood order and in linear order for the parameters like N and Y. Original Image



Normalized image



Fig.18. Result of height normalization.



The training of the system is based on the well-known Baum-Welch optimisation procedure. During the training a good stabilization was observed which indicate the convergence of the system. The overall recognition accuracy for different vocabularies is given in the Table 6. The results show the behavior of the system for different vocabulary sizes. The 86.44% recognition accuracy is comparable with the state of art results reported for middle size vocabularies. In order to get an idea about the recognition accuracy for each word class we report in the Table 7 the accuracy achieved for each word model.



Table 6: Overall recognition accuracy on the training and test set of Bangla data for different vocabulary size Class of words 30 40 50 60 70 76



Recognition rate Training set Test set 93.49% 93.41% 94.00% 94.02% 94.58% 94.83%



92.04% 90.38% 88.97% 88.27% 87.30% 86.44%



Table 7: Recognition accuracy by word class Word name



Ac. (%)



Word name



Ac. (%)



Word name



Ac. (%)



dhanekhali srirampore bishnupur dhaniakhali raina karandighi seuri rampurhat bolepur murshidabad basirhat jalangi panskura tomlook englishpore dimonharber namkhana darjiling alipur chakda mathabhanga kakdwip kanthi karsiang tuphangange howrah



82.35 91.18 93.94 94.12 88.24 97.06 87.10 100 88.24 96.88 94.12 73.53 76.47 79.41 94.12 88.24 85.29 85.29 94.12 85.29 67.65 73.53 85.29 85.29 67.65 61.76



chandannagar bankura uluberia bardhaman islampur durgapur asansole memari santiniketan beldanga barasat jalongi jangipore bongao harischandrapore purulia raghunathpore kalimpong ranaghat shantipur nabadwip arambag barrackpore dhupguri kalyani



47.06 84.85 100 87.88 91.18 94.12 100 93.75 97.06 82.35 97.06 85.29 73.53 79.41 91.18 85.29 88.24 67.65 85.29 94.12 94.12 97.06 91.18 87.88 84.85



bagnan tarokeswar rayganj gangarampur kalna patrasayar kantoa chittaranjan nalhati rajnagar kasba sodepore farakka malda kanshipore manbazer sonarpore alipurduwar coachbihar bali kalighat jhargram jalpaiguri nakshalbari chuchura



91.18 91.18 97.06 97.06 67.65 94.12 91.18 96.97 87.88 82.35 88.24 94.12 73.53 82.35 91.18 90.62 85.29 85.29 91.18 93.94 85.29 70.59 91.18 91.18 70.00



From the experiment performed we have noted that the main confusions occurs in cases where the word shape is almost similar ((dhanekhali, dhaniekhali), (jalangi, jalungi)) or in cases where a considerable part of the word shape is similar (like in kakdwip, nabadwip). The other confusion can be explained with the great variability of the letters and inter-letter connections, because Bangla has 350 different letters and shape modifiers instead of the 52 letters used in Latin scripts. In Table 8, for each word class confusion with the most often confused class is shown. Table 8: Some confusions for the word recognizer Maximally misMaximally misOriginal Image Original Image recognized as recognized as dhanekhali



dhaniekhali



bankura



chandannagar



dhanekhali



tuphangange



englishpore



seuri



chuchura



howrah



raina



bagnan



darjiling alipurduwar



alipur



kakdwip



nabadwip



howrah



purulia



nalhati kalyani



panskura



dhanekhali jalangi



CONCLUSION A system towards Indian postal automation is discussed here. In the proposed system, at first, using RLSA, we decompose the image into blocks. Based on the black pixel density and number of components inside a block, non-text block (postal stamp, postal seal etc.) are detected. Using positional information, the DAB is identified from the text block. Then the line and word from the DAB are segmented to recognise the script in which the words are written. Next, pin-code box from the DAB is detected and numerals from the pin-code box are extracted. pin-code digits are recognised for postal sorting according to the pin-code of the documents. For the words written in Bangla script we recognise them to verify the result obtained by pin-code recognition module. After a differential height normalization of word images, a model discriminative stochastic approach has been used to recognize them. In order to reduce the decomposition process, which can be time consuming due the non symmetric



property of the model, a threshold mechanism was designed and it is in test phase. The main idea is to be able to decide during the Viterbi decomposition to discard the models before performing the whole observation sequence. This is the first report of its kind and hence we cannot compare the results of different modules of the proposed system. Acknowledgement: Partial financial support by Indo-French Centre for the Promotion of Advanced Research (IFCPAR) is greatly acknowledged. One of the authors would like to thank Jawaharlal foundation for partial support in the form of fellowship. REFERENCES [1]
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