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Abstract We describe an optimal active perception method for recognizing multimodal object categories that are formed using the multimodal hierarchical Dirichlet process (MHDP). The MHDP is a multimodal categorization method that enables a robot to organize object categories using multimodal information such as audio, visual, and haptic information in an unsupervised manner. In general, a robot requires a certain length of time to sense a target object for obtaining modality information. Therefore, a robot should select appropriate actions to recognize a target object efficiently within a limited amount of time. For this purpose, we introduce an action selection method for multimodal object category recognition on the basis of the MHDP and information gain criterion. Its optimality, which is based on the Kullback-Leibler divergence between a final recognition state and a current recognition state, is also proved. Furthermore, we show that the criterion has submodularity by virtue of the graphical model of the MHDP. Sequential action selection methods, a greedy algorithm, and a lazy greedy algorithm are proposed based on the submodular property. We conduct experiments using an upper-torso humanoid robot and synthetic data. The results show that the method enables the robot to actively select actions and efficiently recognize target objects.



1



Introduction



Humans form object categories using multimodal information such as audio, visual, and haptic information [1]. In human cognitive systems, object categorizes are not learned externally through classes in pattern recognition problems. In supervised learning problems, a pattern recognizer is required to predict labels that are provided as part of a training set. In contrast, our cognitive system essentially forms object categories on the basis of multimodal information in an unsupervised manner [2]. Various models for multimodal object category formation have been studied [3–14]. The multimodal hierarchical Dirichlet process (MHDP) proposed by Nakamura et al. is one of the eminent candidates for computational models achieving multimodal object categorization [9]. Moreover, Nakamura et al. proposed a series of multimodal categorization methods in their related works [5–10, 15] and conducted many experiments to show that the MHDP and its variants enable robotic systems to form object categories similar to a human using audio, visual, and haptic information in an unsupervised manner. They also integrated a nonparametric Bayesian language model into the multimodal categorization model and achieved unsupervised lexical acquisition from continuous speech signals [10]. 1
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Figure 1: The robot used in the experiment (left), and a graphical representation of the MHDP with M modalities corresponding to actions for perception (right) [16]. However, in practice, humans and robots cannot obtain all of the multimodal information related to a target object at the same time. Sensory information that can be obtained passively is limited. Most sensory information must be obtained actively, i.e., by executing certain sensing behaviors. For example, audio information about maracas can be obtained by shaking them, and tactile information can be obtained by grasping them. Some objects may require many actions, e.g., grasping, shaking, and hitting, to obtain sensory information. In fact, obtaining all of the possible multimodal information may require an excessive amount of time. Therefore, autonomous cognitive system, such as humans and robots, should select appropriate actions to efficiently recognize a target object within a limited amount of time. Active exploration and perception behavior is essential for autonomous cognitive systems such as human and animals. In this study, we provide a theoretical action selection method for multimodal object category recognition based on the MHDP. Owing to our unsupervised learning approach, the optimality of the proposed method is proved using the Kullback-Leibler divergence between a final recognition state and a current recognition state as an evaluation criterion. Furthermore, the submodularity of the criterion of action selection is proved on the basis of the graphical model of the MHDP. Using the submodular property of the information gain criterion, we propose cost efficient sequential action selection methods. We conduct experiments using an upper-torso humanoid robot and synthetic data. The results show that the method enables the robot to actively select actions and efficiently recognize target objects.
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Active Perception for Multimodal Object Category Recognition Multimodal hierarchical Dirichlet process



The graphical model of the MHDP is shown in Fig. 1. The MHDP is a multimodal extension of the hierarchical Dirichlet process (HDP) proposed by Teh et al. [17]. The HDP is a nonparametric Bayesian extension of latent Dirichlet allocation (LDA), which was originally proposed for document-word clustering [18]. The MHDP assumes that a robot obtains sensory information for each modality by executing an action corresponding to the modality. Sensory information for each modality is represented by a bag-of-features (Fig. 1). Topics in LDA correspond to object categories in the MHDP, and words in LDA correspond to features in the MHDP. Gibbs sampling procedure enables the MHDP to estimate latent variables in the model. 2.2



Active perception using information gain



Obtaining information from all modalities is not necessary for the MHDP to calculate the posterior distribution over object categories when a robot attempts to recognize a target object. However, insufficient information deteriorates the accuracy of the posterior distribution or recognition result. For example, the grasping behavior may not be sufficient to distinguish a radish from a carrot. In such cases, color information may help a robot distinguish a radish from a carrot. Active perception can be formulated as the selection of a subset of a set of modalities A ⊂ M. 2
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In the MHDP, the recognition state is represented by a posterior distribution over P (zj |Xj o j ), m where zj = {{kjt }1≤t≤Tj , {tm jn }m∈M,1≤n≤Nj } is a latent variable representing the j-th object’s topic, i.e., its object category and information, and moj ⊂ M is the set of modalities the robot has already observed. The final recognition state after the information from all modalities M is obtained is represented by P (zj |XjM ). The MHDP is an unsupervised learning method; it uses no outside knowledge. Therefore, P (zj |XjM ) is regarded as the true recognition result. A posterior distribution that is close to P (zj |XjM ) is also considered to be a good recognition result. We propose using the information gain criterion, which is the same as the expected Kullback-Leibler m m (KL) divergence, to select modalities to sensor A ∈ FL oj , where FL oj represents a family with no more than L elements and does not include elements in moj . It can be shown that the proposed method is optimal if the distance between the final state and recognition state is measured after executing selected actions using KL divergence. m



Theorem 1. A set of next actions A ∈ FL o j maximizing the expected KL divergence between the posterior distribution over zj after executing the set of actions A and the current posterior distribution over zj minimizes the expected KL divergence between the posterior distribution over zj after the information of all modalities is observed and after executing the actions A, i.e., ( m ∪A ) argmin E M\mo j mo j [KL P (zj |XjM ), P (zj |Xj oj ) ] mo j
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Proof. To prove this theorem, we refer to [16]. ( ) Define the function IG(X; Y |Z) as follows: IG(X; Y |Z) = KL P (X, Y |Z), P (X|Z)P (Y |Z) . IG(X; Y |Z) is the information gain of Y for X, which is calculated using the probability distribution commonly conditioned by Z. By using IG, the active perception strategy when #(A) = 1 is as follows: m m∗j = argmax IG(zj ; Xjm |Xj oj ). (2) m∈M\moj



In other words, a robot selects an action m∗j that can obtain Xjm , which maximizes the information m gain for the recognition state zj under the condition that the robot has already observed Xj o j . Straightforward calculations of (2) are computationally inefficient and even impossible in practice. However, an efficient Monte Carlo method can be derived as follows [16]: mo j
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Sequential decision making based on submodularity



When the number of modalities, or types of sensing behaviors, becomes large, the number of candidates in the optimal subset A that maximizes the IG criterion becomes combinatorially large. Selecting actions is regarded as a costly combinatorial search problem. However, by virtue of the graphical model of the MHDP, the IG criterion can be shown to possess the submodular and non-decreasing properties [19]. In fact, it provides an efficient approximate solution to the search problem. moj



Theorem 2. The evaluation criterion for multimodal active perception IG(zj ; XjA |Xj modular and non-decreasing function with respect to XjA .
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Proof. To prove this theorem, we refer to [16]. Nemhauser et al. proved that the greedy algorithm can select a subset that is at most a constant factor of (1 − 1/e) worse than the optimal set if the evaluation function F (A) is submodular, nondecreasing and F (∅) = 0, where F (·) is a set function and A is a set [20]. A lazy greedy algorithm, 3



Algorithm 1 Greedy algorithm for multimodal active perception [16] Require: The MHDP is trained using a training data set. The j-th object is found. m moj is initialized, and Xj oj is observed. for l = 1 to L do for all m ∈ M \ moj do for k = 1 to K do m [k] m[k] Draw (zj , Xj ) ∼ P (zj , Xjm |Xj oj ). end for mo m[k] [k] ∑ P (Xj |zj ,Xj j ) 1 IGm ← K mo j m[k] [k′ ] k log 1 ∑ K
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end for m∗ ← argmaxm IGm ∗ Execute the m∗ -th action to the j-th target object and obtain Xjm . moj ← moj ∪ {m∗ } end for Category (estimated)
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Figure 2: Target objects used in the experiment and their categorization results [16]. which makes the greedy algorithm more efficient, can be used as well [21]. Finally, the greedy algorithm in Algorithm 1 is obtained for sequential active perception. The performance of the method is supported theoretically. The lazy greedy algorithm can also be derived (see [16]).
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Experiments Experiment using a robotic system



Figure 1 shows the robotic system that was used in the experiment. The robot was equipped with a camera, microphone, and encoders to obtain visual, audio, and haptic information, respectively. Four sensing actions were prepared: looking around, grasping, hitting, and shaking an object. Seventeen objects were prepared as target objects (Fig. 2). Based on the multimodal information obtained using the four types of sensing behaviors, the robot formed object categories, as shown in Fig. 2, in an unsupervised manner. The number of object categories was determined automatically by the HDP. After the robot obtained visual information, it selected the next action. The proposed method was evaluated using KL divergence. Figure 3 shows the KL divergence after executing an action selected by the IG criterion. The KL divergence between the recognition state after executing the second action and the final recognition state was calculated for all objects, as shown in the box plot in Fig. 3. This plot shows that an action having greater information brings the recognition of its state closer to the final recognition state. Moreover, IG .max clearly reduced the uncertainty of the target objects. We also determined that sequential action selection using the greedy algorithm and lazy greedy algorithm exhibits approximately the same performance compared to optimal action selection in the 4
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Figure 3: Reduction in the KL divergence when executing an action selected using the IG criterion (left), and the KL divergence of the final state at each step for each sequential action selection procedure (right). Note that the line for the greedy algorithm overlaps the line for the lazy greedy algorithm [16].
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Figure 4: Time series of the posterior probability of the category for object 51 during sequential action selection based on the greedy algorithm (left), and the random selection procedure (right) [16].



sequential decision making task (Fig. 3). In our experimental setting, evaluation of IGm took less than one second which is quite shorter than the duration required to perform an action. This means that the proposed method is practical for real-time applications. 3.2



Experiment using synthetic data



Our robotic system was limited to evaluating the potential of our proposed method. Therefore, we also conducted an experiment using synthetic data, i.e., a virtual robotic environment. In this experiment, synthetic data, including 21 object types, 63 objects, and 20 actions or modalities, were prepared. Experimental results showed that our method coincides with theoretical predictions. A characteristic example of the results is shown in Fig. 4. We intentionally prepared an object that can be classified into two categories at the same time, i.e., categorization is somewhat vague. In this case, the appropriate inference result is not determining one class as a deterministic recognition result, but outputting a proper posterior distribution having a high probability for two classes, i.e., exhibiting a confusing recognition state. Even for such a target object, our method worked correctly. Figure 4 shows that the proposed method promptly estimated the target object as a somewhat confusing object, i.e., having high probabilities for two classes. Further experimental results can be found in [16].
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Conclusion



An active perception method for the MHDP was proposed based on the information gain criterion. We proved that maximizing IG is the optimal criterion for active perception because an action that can reduce the expected KL divergence between a final recognition state and a current recognition state can be selected using the criterion. Moreover, we showed that maximizing IG has a submodular and non-decreasing properties by virtue of the graphical model of the MHDP. The properties guarantee that the greedy and lazy greedy algorithms work effectively. Two experiments were conducted, and the validity of the proposed method was evaluated. 5



To develop embodied autonomous cognitive systems, multimodal object categorization, computationally modeled using multimodal machine learning architecture, is a fundamental and indispensable capability. As human cognitive systems gradually develop on the basis of antecedently developed cognitive capabilities, various intelligent functionalities can be developed using multimodal object categorization, e.g., lexical acquisition and active perception [10, 16]. Multimodal machine learning is vital for a constructive approach towards human developmental intelligence [2].
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