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Abstract Grouping of students is an important educational activity in traditional learning and e-learning environments and lots of research has been done in this area. In this paper the new algorithm is proposed for grouping of students with unlimited features. Our proposed algorithm considers the priority of features as well as their values. Priority of features is involved in the grouping by taking advantage of the Inversion concept. The results indicate that our algorithm is successful in both intra-fitness and inter-fitness grouping criteria. The discrepancy between the members of group that is called intra-group fitness and the similarity between heterogeneous formed groups that is called inter-fitness group.
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1. Introduction Collaborative learning in traditional learning and e-learning environments is very important and highly regarded. One of the major activities in collaborative learning is grouping of students that many researches has been performed in this activity. grouping methods include a wide range from simple random selection (Huxham & Land, 1955) to more sophisticated methods that used advanced algorithms (Graf & Bekele, 2006), (Gogoulou, 2007), (Wang et al. 2007), (Hwang et al. 2008), (Ho et al. 2009), (Ani et al. 2010), (Lin et al. 2010), (Moreno et al. 2012), (Abnar et al. 2012). One of the disadvantages of simple methods is forming groups that may not have the same efficiency and homogeneity. This heterogeneous groups causes some of them to be unable to reach all predefined goals or even fail (Wang et al. 2007), (Lin et al. 2010), (Moreno et al. 2012). If grouping of students is done efficiently, workload will be divided proportionally between members of groups, more diverse solutions to solve their problems will be innovated, more incentives will be created (Ani et al. 2010), students in a group can promote each other’s success through helping, sharing, assisting, explaining, and encouraging (Hwang et al. 2008) and communication and management skills and problemsolving ability in the members of group will be increased (Hwang et al. 2008), (Ani et al. 2010). Therefore, the selection of students for placement in groups is a particular important factor in collaborative learning tasks. As mentioned above, forming efficient group needs effective and more sophisticated algorithms. Researchers have been done much effort in this area, some of them have been tried the data mining techniques such as clustering, Bayesian networks, classiﬁcation algorithms and etc. In (Romero & Ventura, 2010) a survey of data mining techniques that have been used in grouping of students has been done. Besides the use of data
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mining techniques, biologically inspired and artificial intelligence (AI) algorithms have also been used, and can form efficient groups. In (Gogoulou 2007), (Wang et al. 2007), (Hwang et al. 2008), (Ani et al. 2010), (Moreno et al. 2012), (Abnar et al. 2012), the proposed algorithms use genetic approach for group formation. In (Graf & Bekele, 2006) the introduced algorithm uses Ant Colony Optimization (ACO) to forming groups. In (Ho et al. 2009), (Lin et a., 2010) the proposed algorithms use Particle Swarm Optimization (PSO) for composing group. The relevant literature was reviewed for background study. After reviewing the literature, four important factors for grouping of students were extracted and for having a successful grouping must be considered. The first, the kinds and number of features for grouping of students should be specified (Bradley & Hebert, 1997) (Moreno et al. 2012), (Martín & Paredes, 2004). In (Bradley & Hebert, 1997), (Martín & Paredes, 2004) emphasize that features such as gender, ethnic background, motivations, attitudes, interests, and personality beside performance level should be considered in the forming of groups. Grouping methods should not have a restriction on the number of features. The second, the number of groups and number of students in each group must be specified (Moreno et al. 2012). The third factor is group type -heterogeneous, homogenous and mixed(Wang et al. 2007) and final factor is the interaction between students in a group. In (Stahl et al. 2006) points out students learn not only from the contents of the course, but also learn from interactions with each other in a group. In most studies in the grouping of students, only the values of features have been considered. In this paper, an algorithm is proposed that in addition to the values of features, also uses their priorities. In this study, priority as fifth factor that should be considered in grouping of student is introduced. The proposed algorithm also, in contrast to (Graf & Bekele, 2006), (Gogoulou et al. 2007), (Wang et al. 2007), (Ho et al. 2009), (Ani et al. 2010), (Lin et al. 2010), doesn’t limit the number of features of students for grouping. The experiments show that considering the priorities of the features will form groups that are better and more coherent.



2. The Proposed Method Before introduce the proposed algorithm in this paper, it need to give definitions for some important concepts that will refer to them in the later sections.



2.1 Definitions Feature: a variable that is used to describe one of the attributes of a student. Each feature has two parts 1) metadata: includes information about that feature such as name, description, value, range of value it can possess and etc.2) value: a specific amount in the legitimate range for that feature that is specified in the metadata. Feature is represented as F :< f-metadata, f-value>. Student: an order vector that each member of it is a feature that is represented as ST : . Group: Group is set of students presented as G : . There are 3 different ways in the formation of groups. In the first way that is named as homogeneous, the criterion for the formation of group is that the members of a group must have common features between them and the number of these common features must be as much as possible. In other words, the higher the number of common features the better. In the second way that is named as heterogeneous, students with different features will be in a group. The rule that is governing the formation of the groups is to consider differences in features among students. In other words, unlike the first way, the students those have different values for their features will be in a group. In the third way that is named as mixed, features of members will be divided into two categories, a category that includes the features that members must have same values for them, and the second category of features that the group members must have different values for them. Intra-group fitness: intra-group fitness is the criterion that is used for assessing the quality of the formed group from a set of specific students. Inter-group fitness: inter-group fitness compares the competency of a formed group with others. This measure is important in the field of education. There are two types available 1) several groups are almost equally balanced in terms of the features of students who were in them and 2) one or more groups are excellent and other groups are very weak. The first type of grouping is more favourable (Dembo, 1994), (Moreno et al. 2012). For example, if we have a classroom of 16 students and their learning ability is labelled A, B, C, and D and in each group there are four students. Between the following two types 1) One member of each label is in each group 2) all student that have rate A form group 1, all student that have rate B form next group and etc., the first type can be considered a better grouping, because in the second type of formation of groups according to the members in each group, some groups have very good values for their fitness, but others possess very low
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values for their quality. In other word, optimal grouping is, groups should have highest homogeneity between themselves and students in each group should have highest heterogeneity between each other.



2.2 Explaining the proposed method As presented in the previous section, finding the optimal groups is one of the most important activities in learning. Finding the optimal solution for grouping of students is a NP-hard problem (Lin et al, 2010) and need exponential time to solve. For example, if we have n students and k groups, in a way that n is divisible by k; total number of formation of groups is equal to (1) ݊−



൬݊݊൰ + ቆ ݇



݊ ݇



݊ ݇



݊ ݇



݊ ݇



݊−(݅∗ )



ቇ + ⋯ + ቆ݇݊ቇ = ∑݇−1 ݅=0 ቆ



݊ ݇



ቇ



(1)



For each case we must calculate the amount of intra-group and inter-group fitness and then choose the best among all of them that it is very time consuming. Since obtaining the optimal solution is very cumbersome or intractable in the general case, using an approximation algorithm that does not find the optimal solution but its answer is close to the optimal solution is an appropriate strategy. One of the most used and popular algorithm of this kind is the genetic algorithm (Falkenauer, 1999). In this algorithm, first the students are placed randomly in groups (initial population), then in each iteration, for each group, fitness function calculates the group fitness. Finally by using genetic operators the algorithm try to move the members between groups in order to find better groups (groups formed in each iteration are called a generation). Exchanging group members will continue and only will be aborted when a predetermined terminating condition is reached and in that case the algorithm will finish its execution. In almost all the pervious algorithms, values of features are being considered to govern the process of grouping of the students and genetic operators were defined only based on features values. We believe that in addition to the values of features, the values that students have acquired in each feature, the priority of the features to each other is important. For example, if three features 1) social characteristics, 2) IQ and 3) scores of students are to be considered, then if the values of these features in order for students be as follows (Table 1): Table 1 : Example data set Students Social characteristics IQ Scores of students Student1 2 3 5 Student2 5 3 4 Student3 3 2 5 Student4 3 5 4 Table 2 : Group1 Feature Student1 social characteristics 2 IQ 3 scores of students 5



Student2 5 3 4



Table 3 : Group 2 Feature Student3 social characteristics 3 IQ 2 scores of students 5



Student4 3 5 4



The values of features have been normalized between 1 and 5 and placed in the above tables. In the example above, if we consider only the values of features as the decision criterion, a noticeable decision criterion implicit in the above data set has been neglected that is the priority of features against each other. In the Table 2, the first group, it is clear that both students have the same value for their second feature but student1 is a social person and good at scores, in contrast, second student's scores are higher but is not a social person. In the Table 3, the second group, both students are the same in first feature but student4 have better IQ and good at scores, in contrast, third student's scores are higher but is not clever and creative student.
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This point -priority of features- has not been noticed in the past. For example, in (Gogoulou 2007) Group Quality of these groups is calculated as (3) and (4). ܳܿܽ݁ݎ݂ ݑݎܩ ݂ ݕݐ݈݅ܽݑℎ ݂݁ܽ= ݁ݎݑݐ (݉ ܽ݁ݎݑݐ݂ܽ݁ ݂݁ݑ݈ܽݒ ݊ݑ ݉݅ݔ− 1) − (max(ݐ ݂ ݁ݑ݈ܽݒℎܽݐ ݂ݏݐ݊݁݀ݑݐݏ ݊݅݁ݎݑݐ݂ܽ݁ݐℎܽ )ݑݎ݃ݐ− min(ݐ ݂݁ݑ݈ܽݒℎܽݐ ݂ݐ݊݁݀ݑݐݏ ݊݅݁ݎݑݐ݂ܽ݁ݐℎܽ))ݑݎ݃ݐ



ܳ ∀∑ = ݑݎܩ ݕݐ݈݅ܽݑ௧௨ () ∈ ௦௧௨ௗ௧ᇲ௦௧௨௦ ܳ)݁(݁ݎݑݐ݂ܽ݁ݎ݂ ݑݎܩ ݂ ݕݐ݈݅ܽݑ



(3) (4)



Based on the above criteria, the qualities of groups in the previous example are: Quality Group (G1) = Quality Group (G2) = 8. As mentioned, although the qualities of groups, G1 and G2, are the same but the features that students in these groups had different values for them, were not the same. This observation can be considered as a big deficiency in those algorithms which only consider the value of the features. In this paper, before explaining the proposed algorithm used in this study, the concept of Inversion will be introduced, and then new Inversion-base algorithm will be described. Inversion is defined as if A[1 .. n] be an order vector of n distinct values, if i < j and A[i ] > A[ j ], then the pair (i, j ) is called an Inversion of A. Several algorithms have been proposed to account Inversions in an order vector. The best algorithm for this propose has the O(nlogn) complexity (Kleinberg & Tardos, 2005). For a better intuitive understanding of the Inversion, suppose that we have a list of 5 movies and we want from 2 person to rate them based on their preferences between 1 and 10. Suppose the result is showed in the Table 4. If movies are sorted into descending order based on their rating for all the voters, and then we draw a line between same movies in the two rating list that we are currently comparing them with each other, then the number of Inversions can simply be obtained (Figure 1). Table 5 : Result of Rating Films Person1 Person2 Filem_1 10 10 Filem_2 6 3 Filem_3 5 9 Filem_4 1 6 Filem_5 8 1



Figure 1 : Number of Inversions is equal to the number of intersection that lines have with each other In remainder of this section, the new algorithm based on the concept of Inversion that is of the category of genetic algorithms will be introduced. Goal or problem definition, genetic representation of solutions, product the initial population, the fitness function, the crossover and mutation operators, and termination condition are expressed as main part of each genetic algorithm (Floreano & Mattiussi, 2008). We assume that all the features of the student’s vector are sorted base on their values. Goal: there are two gaols. The first goal is to from groups that their members are as different as possible to each other. The second goal is that members distribute uniformly among the groups base on values and priorities of their features. In other words, the homogeneous groups will be formed.
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Genetic representation of solutions: assume that we want to find k groups, and the number of students is equal to n, without loss of generality, suppose that n is divisible by k. Given that our goal is to form groups that  have equal size, the number of students of each group will be equal to as presented in Figure 2.  Initial population: To generate initial population, each of the n individual population randomly put in a k group. Fitness function: We consider two fitness functions base on Inversion to evaluate the formation groups. Group 1 Individual 1 Individual 2 … Individual n/k



Group 2 Individual 1 Individual 2 … Individual n/k



Group 3 Individual 1 Individual 2 … Individual n/k



… … … … …



Group k Individual 1 Individual 2 … Individual n/k



Figure 2 : Genetic representation of solutions Intra-group fitness: For each pair of students in a group, the number of their Inversions between their feature vectors is calculated and the total number of these Inversions is represented as intra-group fitness. As mentioned previously, because the goal is to create heterogeneous groups, with the help of genetic operators, algorithm tries to place students who have the most number of Inversions between their feature vectors in the same groups. Intra-group fitness is calculated as bellow: ݅݊ ܽݎݐ− ݃݃(ݏݏ݁݊ݐ݂݅ ݑݎ1 ∈ ݃ݑݎଵ , … , ݃ݑݎ ) =







݉ 1= ∀ ݃(ݑݎܩ ݊݅ݏݎݎ݁ ݉݁ ܯ1)







݉ 2= ∀ ݃(ݑݎܩ ݊݅ݏݎݎ݁ ݉݁ ܯ1)ܽ݊݀ ݉ 1≠݉ 2



݅݊ ܽݎݐ− ݃ݐ݅ݎ݈݃ܽ ݃݊݅ݑݎ݃(ݏݏ݁݊ݐ݂݅ ݑݎℎ݉ ) =
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ଵୀ ∀ ௨௦ ௨



(5)



݅݊ ܽݎݐ− ݃݃(ݏݏ݁݊ݐ݂݅ ݑݎ1) (6)



Inter-group fitness: We expect that groups to be close to each other as possible as it can be, and students are distributed uniformly between groups. So we use the standard deviation of intra-group fitness between formed groups. Intra-group fitness is calculated as follow: ݅݊ݎ݁ݐ− ݃ ݀ݎܽ݀݊ܽݐݏ = ݏݏ݁݊ݐ݂݅ ݑݎ− ݀݁ݑݎ݃ ∈ ݃( ݊݅ݎݏ݅ݒଵ , … , ݃ݑݎ )



(7)



Crossover: the algorithm uses a slightly modified one-point crossover. To determine how the new generation form, two numbers are randomly generated. At first, the proposed algorithm randomly determines the crossover point in the range of 1 to the number of members in each group. To do this it generates a random number that is called crossover-point. Next, it determines how the groups should be combined together and make up the new generation. To do this it generates another random number that is called rotation. These numbers define how each new solution in next generation is obtained from the current solutions. For example, suppose the grouping shown in Figure 3 has been created as a current generation. Numbers indicate students that are in each group, and random numbers generated for a crossover-point is equal to 2 and 3 for rotation. The new generation based on the previous generation and Crossover-point and iteration is shown in Figure 4.



Figure 3 : Initial state of groups In the end, to create more randomness, from each group randomly select two members and change their place. In the previous example, suppose in group 1 members 1 and 4, in group 2 members 2 and 4, in group 3 members 2 and 3, and finally in group 4 members 3 and 3 change their place. According to random mummers that produced for group 4, the change will not happen. The final grouping has been shown at Figure 5.
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Figure 4 : Grouping after 3-rotation in 2-crossover point



Figure 5 : The final grouping Mutation: in this operation, the algorithm randomly selects two groups and exchanges a member between them and random selection is used for choosing that member. Before analysing the algorithm, a brief discussion regarding the fitness functions will be introduced. One of the weaknesses in some of the previous introduced algorithms is that value of fitness function is not sensitive to the number of features of students or the number of students in a group. Another noteworthy point is that the growth of introduced fitness functions with respect to the number of features or students in the group is linearly. In this paper, new fitness functions that are introduced cover up those weaknesses. For first case, the maximum number of Inversion in an order vector is ൫୬ଶ൯ that n is number of features (Kleinberg & Tardos, 2005), so it is sensitive to number of features of students. Also, the algorithm obtains intra-group fitness by calculating the number of Inversions between each pair of students in a group, so it is sensitive to the number of students in groups. For the second weakness, if there are n features for each student and in each group we have m students, the growth of intra-fitness function will be m൫୬ଶ൯ that is not linear. Because of this non-linearity any increment in the number of features or the number of students causes more variations in the intra-group and inter-group fitness functions value and can achieve better results than the linear mode.



3. Result In this section we evaluate the proposed algorithm. Two criteria for the evaluation of the algorithm have considered; these criteria are intra-group fitness and inter-group fitness. The lesser the magnitude of the intergroup fitness the more similar the groups are to each other. The greater the value of the intra-group the more heterogeneous the members of the groups are to each other and the more robust group is formed. In the next sessions, Evaluation on synthetic data and real data has been performed.



3.1 Synthetic data To evaluate the algorithms, 4 randomized dataset is created; their information is showed in the following table 6. We generate a random value for each feature of each student between 0 and 9. Various aspects such as variation in the number of groups, members of each group, attributes, and students that should be grouped have been considered in producing randomized dataset process. To evaluate the proposed algorithm, some famous clustering algorithms such as K-means, X-mans, Farthest-First, sIb, and Expectation Maximization algorithms have been modified in order to form equal size clusters. At first, these algorithms are run on the data, after forming clusters, so that each cluster will have a member in the final grouping. The proposed algorithm is performed for 10 times, and in each experiment 500 generations were produced by using proposed genetic operations and average of inter-fitness and intra-fitness group are considered as result.
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Table 6 : Data sets Name DS1 DS2 DS3 DS4



#student 16 80 120 300



#Attribute 4 6 4 10



#Group 4 8 10 15



#member 4 10 12 20



In Table 7, for groups that have been created by proposed algorithm and one of modified algorithms, intragroup and intra-group fitness is showed (result of DS1): Table 7 : Result of the Algorithm proposed Alg Inversions of Group 1 38 Inversions of Group 2 38 Inversions of Group 3 38 Inversions of Group 4 40 Inter-group fitness 154 Intra-group fitness 0.87



modified Alg 22 46 44 34 146 9.53



30 25 20 15 10 5 0 our alg
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EM
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Inter-group fitness



In Table 7, can be seen the modified algorithm forms two groups that have a very good inter-group fitness (46 and 44), and this groups have highest number of Inversions but the other groups are less favourable. In addition intra-group fitness is not good. In the results obtained from proposed algorithm, not only the groups are similar to each other but also members within these groups have considerable discrepancy to each other than the results of the modified algorithm. Due to lack of space, in evaluation, only the inter-group and intragroup fitness is used for the comparison of the algorithms. The results are shown in Figures 6 to 13. At first, we compare our algorithm with the random algorithm base on inter-fitness group.
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Figure 6 : DS1 -Inter-group fitness
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Figure 7 : DS2 - Inter-group fitness
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Figure 8 : DS3 - Inter-group fitness
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Figure 9 : DS4 - Inter-group fitness



As previously mentioned, the lesser the magnitude of the measure the more similar the groups are to each other and students are more evenly distributed in the groups. The proposed Algorithm has the lowest value at 4 synthetic databases. In result of DS1, It is remarkable to note that the proposed algorithm in 9 experiments finds optimal groups. In other words, the algorithm forms groups such that the standard deviation of number of Inversions in these groups was zero and it is significant improvement over the other algorithms. In the following, we compare our algorithm with the random algorithm base on intra-fitness group.
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Figure 10 : DS1 - Intra-group fitness
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Figure 11 : DS2 - Intra-group fitness
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Figure 12 : DS3 - Intra-group fitness
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Figure 13 : DS4 - Intra-group fitness The greater the value of the intra-group the more distinct the members of the groups are to each other. As shown in the above figures, results of proposed algorithm are not very good in this criterion. There are some significant notes in relation to the following observations: 1- In average case, results of our algorithm are comparable with other algorithm. 2- There is a trade-off between two mentioned criteria. Given the importance of the inter-group fitness to the intra-group fitness, the proposed algorithm is focused on that criterion. 3- According to significant improvement the proposed algorithm over the other mentioned algorithms in forming inter-heterogonous groups, this weakness is as minor as to be negligible.
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As is clear from the results, with the increasing number of groups and individuals, the difference between inter-group fitness of the proposed algorithm and other algorithms is greater, and in intra-group fitness the proposed algorithm has considerable betterment over other algorithms, and also the value that reported for this criterion in our algorithm is close to the best result.



3.1 Real data In this section, we evaluate our algorithm on real data. Participants: The participants for this study were Master of Science students (N = 20) from the virtual faculty of Imam Reza (PBUH) International University, 55% were male and 45% female. The participants were all enrolled in the very large scale integrated circuits (VLSI) course. Feature: Three categories features used for grouping of students, which include: demographic, learning style and presence information. Learning style is one of the most important factors in learning that affect all learning activities of students. In this study, the model that proposed by Felder & Silverman (1988) is used. To obtain learning style, students were asked to fill out a 44-item questionnaire. Another important factor in the learning environment is presence. Social presence is one of the aspects of presence that its effect on learning process has been studied by many researchers. Kim (2011) defines social presence as “the speciﬁc awareness of relations among the member s in a mediated communication environment and the degree of proximity and afﬁliation for med through it”. To extract information about social presence, 19-itemquestionnaire that is presented by Kim (2011) was used. Grouping of students: The students were divided into 7 groups that each of them includes 2 or 3 students. 4 groups were formed by the method presented in this paper and 3 groups were formed by other methods. Collaborative activity: Students were asked to analyse a circuit in their groups. Score of activity was divided into two parts, 40% score was assigned to analyse and answer the question and 60% score was assigned to interactions between students in the virtual learning environment in order to achieve the answer. All interactions must be carried out through the forums in virtual learning environment. A forum was designed so that member of each group could see the discussion and post their teammates, but the other groups were not able to view their forums. 4 days after putting question in e-learning environment are considered to groups submit their answer. To evaluate the results of the two grouping method, the following criteria are compared. Table 8 : Criteria for comparing real data Criteria Proposed method Number of formed groups 4 groups Number of groups that find answer 4 Number of created Discussion 40 Number of Added Post 122 Number of View Discussion 1601 Forum per Group 10 Post per Group 30.5 View Discussion per Group 400.2 Forum per Member 3.3 Post per Member 10.2 View Discussion per Member 133.4



Other methods 3 groups 2 7 12 510 2.3 4 170 1 1.7 72.9



In the table 8, the results are divided in to 3 different granularities. In the top view, groups that formed by the proposed algorithm have a significant improvement over other groups in all factors in this level - Number of View Discussion, Number of Added Post, and Number of created Discussion. In the second level comparison is done base upon activity of each groups. According to the criteria that are defined for this level Discussion per Group, Post per Group, and View Discussion per Group - the superiority of the proposed algorithm is clear. In final granularity level, algorithms are compared on the level of individuals. The selected criteria for this level include Discussion per Member, Post per Member, and View Discussion per Member. The results show the significant advantage of the proposed algorithm to other algorithms.
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5. Conclusion and Future Work This study was to provide a new algorithm for grouping students. Criteria for evaluating the algorithm were inter-fitness and intra-fitness groups. In Section 3, the results were shown that the proposed algorithm has significant improvement over the other algorithms, especially in inter-group fitness. The main features of the algorithm are:  Considering the priority of features, unlike most previous algorithms that only the value of the features was considered.  Lack of restrictions on the number of features for grouping of students.  A significant improvement in forming inter-heterogonous and intra-homogenous groups.  Use a non-linear fitness function with respect to the number of students and features of each student. If we have m students and each student has n features the fitness function growth is of the order m൫୬ଶ൯.  The used fitness function is sensitive to number of students and number of features of each student. As was shown in earlier sections, the performance of the proposed algorithm was much higher than the mentioned modified algorithms. This idea can also be used in other activities that need grouping. So the above algorithm can be considered as a general-purpose clustering algorithm. Besides the positive features of the proposed algorithm, there are also weaknesses that include:  Having problem with categorical data and their values that cannot be compared, for example colors or jobs.  Having weakness in the Intra-group fitness measure. As a future work, we will try to offer solutions to the above weaknesses. Another work is to apply our algorithm to other areas as a general- purpose clustering algorithm and compare it with other clustering algorithms.



References Abnar S., Orooji F., Taghiyareh F., An Evolutionary Algorithm for Forming Mixed Groups of Learners in Web Based Collaborative Learning Environments, 2012 IEEE International Conference on Technology Enhanced Education. Ani Z. C., Yasin A., Husin M. Z., and Hamid Z. A., 2010, A Method for Group Formation Using Genetic Algorithm, International Journal on Computer Science and Engineering, 2, 9, 3060-3064. Bradley J. H., and Hebert F. J., 1997, The Effect of Personality Type on Team Performance, journal of Management Development, 16, 5, 37-53. Dembo M. H., 1994, Applying Educational Psychology, Allyn & Bacon, 5 edition. Falkenauer E., 1999, Evolutionary Algorithms: Applying Genetic Algorithms to Real-World Problems, Springer, New York, 65-88. Felder R. M., and Silverman L. K., 1988, Learning and Teaching Styles in Engineering Education, Engr. Education, 78, 7, 674-681. Floreano D., and Mattiussi C., 2008, Bio-inspired artificial intelligence: theories, methods, and technologies, 1rd edition, Massachusetts Institute of Technology. Gogoulou A., Gouli E., Boas G., Liakou, E., and Grigoriadou M., 2007, Forming Homogeneous, Heterogeneous and Mixed Groups of Learners, In Proceedings of the 11th International Conference on User Modeling: Workshop on Personalisation in e-Learning Environments at Individual and Group Level, Corfu, Greece, 33-40. Graf S., and Bekele R., 2006, Forming heterogeneous groups for intelligent collaborative learning systems with ant colony optimization, In Proceedings of the 8th international conference on Intelligent Tutoring Systems, 217-226. Ho T. F., Shyu S. J., Wang F. H., and Li C. T. J., 2009, Composing High-heterogeneous and High-interaction Groups in Collaborative Learning with Particle Swarm Optimization, In World Congress on Computer Science and Information Engineering, 607-611. Huxham M. and Land R., 1955, Assigning Students in Group Work Projects.Can We Do Better than Random?, Innovations in Education and TrainingInternational, 37 ,1 , 17-22.



85



International Journal of Computer Science Research and Application, 3(1):74-85



Hwang G. J., Yin, P. Y., Hwang C. W., and Tsai C. C., 2008, An Enhanced Genetic Approach to Composing Cooperative Learning Groups for Multiple Grouping Criteria, Educational Technology & Society, 11, 1, 148-167. Kim J., 2011, Developing an instrument to measure social presence in distance higher education, British Journal of Educational Technology, 42, 5, 763–777. Kleinberg J., and Tardos E., 2005, Algorithm Design, Addison Wesley. Lin Y. T., Huang Y. M., and Cheng S. C., 2010, An automatic group composition system for compo sing collaborative learning groups using enhanced particle swarm optimization, Computers & Education, 55, 1483– 1493. Martín E., and Paredes P., 2004, Using Learning Styles for Dynamic Group Formation in Adaptive Collaborative Hypermedia Systems, In Proceedings of the First International Workshop on Adaptive Hypermedia and Collaborative Web-based Systems, 188-198. Moreno J., Ovalle D. A., and Vicari R. M., 2012, A genetic algorithm approach for group formation in collaborative learning considering multiple student characteristics, Computers & Education, 58, 560– 569. Wang, D. Y., Lin S. S. J., and Sun C. T., 2007, DIANA: A computer-supported heterogeneous grouping system for teachers to conduct successful small learning groups, Computers in Human Behaviour, 23, 1997–2010. Romero C., and Ventura S., 2010, Educational Data Mining: A Review of the State of the Art, In transactions on systems, man, and cybernetics, 40, 6. Stahl G., Koschmann T., and Suthers D., 2006, Computer-supported collaborative learning: An historical perspective, In R. K. Sawyer (Ed.), Cambridge handbook of the learning sciences.



A Brief Author Biography M. Mahdi Barati Jozan is a Master of Science student at the Information Technology Department, School of Electrical and Computer Engineering, University of Tehran since 2010. He received his bachelor of science from the sadjad Institute for Educational Research in 2009. His research interests are in educational data mining, web-based collaborative learning, personalization in LMS and social presence in E-learning environment. Currently he is a member of laboratory of Elearning in university of Tehran, IRAN. Fattaneh Taghiyareh is a faculty member at the Information Technology Department, School of Electrical and Computer Engineering, University of Tehran since 2001. She received her Ph.D. from the Tokyo Institute of Technology in 2000. Her research interests are in Technology Enhanced Learning, Multi-Agent Systems, and Human-Centered Computing Systems. Her current research involves the intersection of Web-Services, Personalization, and adaptive LMSs as well as applying ontology to semantic web. She was past-manager of the Department of Information Technology at the School of Electrical and Computer Engineering, and former Director of Technology Incubator, University of Tehran. She is a member of Editorial Board of International Journal of Information & Communication Technology. Recently she established eLearning laboratory with the mission of providing an standard view for eLearning materials and platforms. Currently she is supervising IT Foundation lab, eLearning lab, and Multi Agent Systems lab.



Copyright for articles published in this journal is retained by the authors, with first publication rights granted to the journal. By the appearance in this open access journal, articles are free to use with the required attribution. Users must contact the corresponding authors for any potential use of the article or its content that affects the authors’ copyright.




























An Evolutionary Algorithm for Constrained Multiobjective













An Evolutionary Algorithm for Column Generation in ...













Heuristiclab Evolutionary Algorithm for Finch.pdf













Number Theoretic Evolutionary Algorithm for ...













An Evolutionary Algorithm Using a Cellular Population ...













Genetic evolutionary algorithm for static traffic grooming ...













Genetic evolutionary algorithm for optimal allocation of ...













TestFul: using a hybrid evolutionary algorithm for testing stateful systems













Genetic evolutionary algorithm for optimal allocation of ...













Srinivasan, Seow, Particle Swarm Inspired Evolutionary Algorithm ...













An Algorithm for Implicit Interpolation













An Adaptive Fusion Algorithm for Spam Detection













An Algorithm for Implicit Interpolation













An Adaptive Fusion Algorithm for Spam Detection













An Algorithm for Nudity Detection













Concord: Homogeneous Programming for Heterogeneous Architectures













Invariance principles for homogeneous sums ...













Invariance principles for homogeneous sums ...













UEAS: A Novel United Evolutionary Algorithm Scheme













Quantum Evolutionary Algorithm Based on Particle Swarm Theory in ...













Quantum Evolutionary Algorithm Based on Particle Swarm Theory in ...













2. Generalized Homogeneous Coordinates for ...













Evolutionary Generative Process for an Artificial ...













An evolutionary artificial immune system for multi ...















An Evolutionary Algorithm for Homogeneous ...






fitness and the similarity between heterogeneous formed groups that is called .... the second way that is named as heterogeneous, students with different ... 






 Download PDF 



















 379KB Sizes
 0 Downloads
 342 Views








 Report























Recommend Documents













An Evolutionary Algorithm for Constrained Multiobjective 

MOPs as mathematical programming models, viz goal programming (Charnes and ..... Genetic algorithms + data structures = evolution programs (3rd ed.).




















An Evolutionary Algorithm for Column Generation in ... 

We consider the 3-stage two-dimensional bin packing prob- lem, which ..... didate solution is created by always applying recombination, and applying mu-.




















Heuristiclab Evolutionary Algorithm for Finch.pdf 

Figure 1: A recursive factorial function in Java (a) ... Artificial ant problem: Evolve programs to find all 89 ... Heuristiclab Evolutionary Algorithm for Finch.pdf.




















Number Theoretic Evolutionary Algorithm for ... 

In this paper, firstly the main concepts of differential evolution algorithm (DEA) ..... [5] Storn R. Differential evolution design of an IIR2filter. IEEE Int. Conf. on ...




















An Evolutionary Algorithm Using a Cellular Population ... 

University of Technology and of the Academic Board of ... (GECCO), Lecture Notes in Computer Science, 2004,. 3102, 1162- ... The University of Michigan Press.




















Genetic evolutionary algorithm for static traffic grooming ... 

At each node of the network, there are SONET [4,5]. Add-Drop ... tain way has been proposed by the authors. Almost .... (j,i)th call is followed by an (i,j)th call for a uni-direc- ..... WDM Optical Networks, 3rd International conference on Wireless.




















Genetic evolutionary algorithm for optimal allocation of ... 

Keywords WDM optical networks Â· Optimal wavelength converter ... network may employ wavelength converters to increase the ..... toward the next generation.




















TestFul: using a hybrid evolutionary algorithm for testing stateful systems 

This paper introduces TestFul, a framework for testing state- ful systems and focuses on object-oriented software. TestFul employs a hybrid multi-objective evolutionary algorithm, to explore the space of feasible tests efficiently, and novel qual- it




















Genetic evolutionary algorithm for optimal allocation of ... 

Given a set of connections between the source-destination node-pairs, the algorithm to ..... advantages of natural genetic system. In this article, more ..... rence on Wireless and Optical Communications Networks â€“ 2006. (WOCN'06), IEEE ...




















Srinivasan, Seow, Particle Swarm Inspired Evolutionary Algorithm ... 

Tbe fifth and last test function is Schwefel function. given by: d=l. Page 3 of 6. Srinivasan, Seow, Particle Swarm Inspired Evolutionar ... (PS-EA) for Multiobjective ...




















An Algorithm for Implicit Interpolation 

More precisely, we consider the following implicit interpolation problem: Problem 1 ... mined by the sequence F1,...,Fn and such that the degree of the interpolants is at most n(d âˆ’ 1), ...... Progress in Theoretical Computer Science. BirkhÃ¤user .




















An Adaptive Fusion Algorithm for Spam Detection 

An email spam is defined as an unsolicited ... to filter harmful information, for example, false information in email .... with the champion solutions of the cor-.




















An Algorithm for Implicit Interpolation 

most n(d âˆ’ 1), where d is an upper bound for the degrees of F1,...,Fn. Thus, al- though our space is ... number of arithmetic operations required to evaluate F1,...,Fn and F, and Î´ is the number of ...... Progress in Theoretical Computer Science.




















An Adaptive Fusion Algorithm for Spam Detection 

adaptive fusion algorithm for spam detection offers a general content- based approach. The method can be applied to non-email spam detection tasks with little ..... Table 2. The (1-AUC) percent scores of our adaptive fusion algorithm AFSD and other f




















An Algorithm for Nudity Detection 

importance of skin detection in computer vision several studies have been made on the behavior of skin chromaticity at different color spaces. Many studies such as those by Yang and Waibel (1996) and Graf et al. (1996) indicate that skin tones differ




















Concord: Homogeneous Programming for Heterogeneous Architectures 

Mar 2, 2014 - Irregular applications on GPU: benefits are not well-understood. â€¢ Data-dependent .... Best. Overhead: 2N + 1. Overhead: N. Overhead: 1. Lazy.




















Invariance principles for homogeneous sums ... 

to which most information about large random systems (such as the â€œdistance .... analytic structure of f interacts with the specific â€œshapeâ€� of the distribution of the.




















Invariance principles for homogeneous sums ... 

first N elements of X. As in (1.1), and when there is no risk of confusion, we will drop the dependence on N and f in order to simplify the notation. Plainly, E[Qd(X)] = 0 and also, if. E(X2 i. ) = 1 for every i, ... In the specific case where Z is G




















UEAS: A Novel United Evolutionary Algorithm Scheme 

netic algorithms, evolution strategies, evolutionary programming, particle swarm optimization (PSO) and ..... Automation, Dalian, China, (2006) 3330â€“3334. 11.




















Quantum Evolutionary Algorithm Based on Particle Swarm Theory in ... 

hardware/software systems design [1], determination ... is found by swarms following the best particle. It is ..... â€œApplying an Analytical Approach to Shop-Floor.




















Quantum Evolutionary Algorithm Based on Particle Swarm Theory in ... 

Md. Kowsar Hossain, Md. Amjad Hossain, M.M.A. Hashem, Md. Mohsin Ali. Dept. of ... Khulna University of Engineering & Technology, ... Proceedings of 13th International Conference on Computer and Information Technology (ICCIT 2010).




















2. Generalized Homogeneous Coordinates for ... 

ALYN ROCKWOOD. Power Take Off Software, Inc. ... direct computations, as needed for practical applications in computer vision and similar fields. ..... By setting x = 0 in (2.26) we see that e0 is the homogeneous point corre- sponding to the ...




















Evolutionary Generative Process for an Artificial ... 

15 Apr 2009 - An artificial creature, Rity, is developed in the virtual 3-D world created in a PC to demonstrate the ... These software agents have great potential for use in the en- tertainment industry. With a simplified model ...... Virtual Realit




















An evolutionary artificial immune system for multi ... 

Department of Electrical and Computer Engineering, National University of Singapore, 4 Engineering Drive 3, ... Available online at www.sciencedirect.com.


























×
Report An Evolutionary Algorithm for Homogeneous ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















