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Abstract. Incremental learning is of more and more importance in real world data mining scenarios. Memory cost and adaptation cost are two major concerns of incremental learning algorithms. In this paper we provide a novel incremental learning method, AttributeNets, which is efficient both in memory utilization and updating cost of current hypothesis. AttributeNets is designed for addressing incremental classification problem. Instead of memorizing every detail of historical cases, the method only records statistical information of attribute values of learnt cases. For classification problem, AttributeNets could generate effective results interpretable to human beings.
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Introduction



Incremental learning ability is vital to many real world machine learning problems [8]. The common characteristics of these problems are that either the training set is too large to learn in a batched fashion, or the training cases are available as a time sequence. We need machine learning methods updating their hypothesis only with the latest cases, i.e. in incremental fashion. Much work has been done to provide incremental learning ability for the classification problems. While most powerful classification methods suffer from the problem that their results are hard to understand (e.g. neural networks, support vector machine), others give interpretable, but usually less effective results. Among the latter ones are decision tree, rule induction methods, several graph based methods and rough set based methods. Decision tree is a widely used structure for classification. Utgoff proposed three incremental decision tree induction algorithms: ID5 [5], ID5R [5], and ITI [6]; rule induction methods are also efficient solutions of classification tasks and have been extended to solve incremental learning problems [9]; Galois (Concept) lattices and several extensions are data structures based on Hasse graph [1, 3] and are widely used in incremental classification and association rule induction; Rough set based methods produce a decision table of a sequence of rules for classification [9]. *
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Recently, Enembreck proposed a data structure named Graph of Concepts (GC) [2] for incremental learning. GC is composed of several attribute layers each representing an attribute, and a classification layer representing the categories. The attribute layer is comprised of several attribute nodes mapping to the values of this attribute and the class layer is comprised of some classification nodes each mapping to a category. During the learning phase, it records all the cases by attaching the case sequence number to the corresponding node when the value of the attribute equals the node’s value for each attribute layer and the classification node that the case belongs to. Then they used an entropy based method named ELA to utilize the information stored in GC for classification. ELA tags a label to the unlabeled case the same as the most similar case(s). However, there are the following defects with these incremental methods: a) Bad memory utilization: many algorithms need to record historical cases for updating. This limits the scalability of these methods (decision tree, rule induction, ELA, Galois lattice, rough set based methods) b) Inefficiency of updating hypothesis (decision tree methods, rule induction, Galois lattice, rough set based methods) c) Vulnerable to screwed data or noisy data (decision tree methods, Galois lattice, ELA) To address these problems, we design a novel incremental learning algorithm which is based on the structure called AttributeNets. It outperforms most of incremental algorithms with our special concerns on the memory and adaptation computation costs, and the classification results are easy to understand. The rest of this paper is structured as follows: in Section 2 we give the definition of AttributeNets; the learning algorithm based on AttributeNets is given in Section 3 while the classification algorithm is elaborated in Section 4; in Section 5, we give a case study to evaluate the performance of our method; finally, the conclusions and the future work are given in Section 6.
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AttributeNets Structure



For each category, we construct an isomorphic structure named AttributeNet. With AttributeNets, we refer to the combination of these individual nets. Similar to GC, each AttributeNet is composed of several attribute layers comprising of attribute nodes (node for short). Likewise, each layer corresponds to a specific attribute of cases, and a node in the layer corresponds to a specific value of this attribute. However, there are two significant differences between GC and AttributeNet: first, AttributeNet does not have classification layer being that each AttributeNet simply refers to only one category; second, instead of attaching the case sequence number to each node, we only save the statistical information in AttributeNet. Each node keeps a counter (node degree) to record how many cases belong to this node; for any of two nodes, another counter (link degree) is kept recording how many cases belong to both nodes.
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For explanation, we consider a simplified classification problem. There are three categories, and each case has 4 attributes that have the value of either 0 or 1. For each category, an AttributeNet is constructed, i.e. there are three isomorphic AttributeNets. One of them is illustrated in Fig. 1. Table 1. Node value of the AttributeNet in Fig. 1 A30



A40 A20



A10



A31 A41



Layer2 Layer3



A21



A11



Layer Layer1



Layer4



Node A10 A11 A20 A21 A30 A31 A40 A41



Node Value 0 1 0 1 0 1 0 1



Fig. 1. A 4-layer AttributeNet



Definition 1 (Node). Node is the basic unit in AttributeNet. A node represents a specific value (node value) of an attribute and keeps a counter (node degree) counting the number of cases that has this value for the specific attribute. In Fig. 1, Aij (1 ≤ i ≤ 4 , 0 ≤ j ≤ 1) are all nodes. We say that a node Aij is activated by a case if the ith attribute of the case has the node value of Aij . Definition 2 (Layer). Each layer represents a specific attribute of the cases. So a layer is composed of several nodes representing the corresponding values of this attribute. In Fig. 1, Ai (1 ≤ i ≤ 4) are layers, each layer is composed of two nodes: Ai 0 and Ai1 . Definition 3 (Node Link). There are links between any two nodes of different layers. If a case belongs to both nodeand Aij node Agf , the link degree between these two nodes increases by 1. The initial link degree of any two nodes is 0. Note: the link degree between any two nodes of the same layer is always 0. Definition 4 (AttributeNet and AttributeNets). An AttributeNet is composed of several layers with each of which represents a specific attribute of cases. Each AttributeNet represents only one category in the classification problem. With AttributeNets, we refer to the combination of these nets.
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AttributeNets Learning Algorithm



The learning process of AttributeNets is straightforward and efficient in time complexity which makes our method suitable for online learning.
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AttributeNets memorizes statistic information of attribute values and relationships between any two of values of different attributes, with consideration of cases of only the net’s own category. Algorithm 1: Input:



(AttributeNets learning algorithm) AttributeNets ( Attri ,1 ≤ i ≤ Categories ) to be updated, new training case (Case) Updated AttributeNets i = categoryOf (Case) For 1 ≤ j ≤ Layers



Output: Step1: Step2:



node _ degree[ j ][k ] + + (node _ degree[ j ][k ] is



the degree of the nodejk which is one node of layer j of Attri and is activated by Case) For 1 ≤ j ≤ Layers



Step3:



For 1 ≤ u ≤ Layers



link_degree[ j ][k ][u ][v] + + (link_degree[ j ][k ][u ][v] is the degree of the node link between the activated nodes, i.e. nodejk of layer j and nodeuv of layer u of Attri) End □



Step4:



When a training case of category i comes, AttributeNeti is activated while other nets other than category i are simply ignored by this case. With AttributeNeti, for each attribute of the case, i.e. each layer of AttributeNeti, we increase the degree of node if this attribute has the value identical to the node value. For any two nodes of different layers, we increase the link degree between these two nodes by 1 if both nodes are activated by the case. Take the classification problem mentioned in Section 2 for example, in Table 2, there are 4 training cases of category 1, after training, the node degree and link degree of AttributeNet1 are illustrated in Table 3, while values of AttributeNeti of category other than 1 are not changed by these cases. Table 2. The training cases No. @1 @2 @3 @4 1 2 3 4



0 1 0 1



1 1 1 1



0 0 1 1



1 1 0 0



Table 3. Degree of nodes and links between nodes after training



A10 A11 A20 A21 A30 A31 A40 A41



A10 2 0 0 2 1 1 1 1



A11 0 2 0 2 1 1 1 1



A20 0 0 0 0 0 0 0 0



A21 2 2 0 4 2 2 2 2



A30 1 1 0 2 2 0 0 2



A31 1 1 0 2 0 2 2 0



A40 1 1 0 2 0 2 2 0



A41 1 1 0 2 2 0 0 2
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The AttributeNets is learnt case by case and the learning result is independent of the order in which cases are learnt. When new case comes, we only need to increase the node degree of the nodes and the link degree of node links it activates. The time and memory cost of learning process are O(n 2 ), where n is the number of nodes of AttriuteNets.
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AttributeNets Classification Algorithm



The learning process and the classification process could be intertwined in AttributeNets method. This ability is favorable in online learning scenario. In this section, a classification algorithm is given based on AttributeNets. Algorithm 2: Input: Output: Step1:



(AttributeNets classification algorithm) AttributeNets ( Attri ,1 ≤ i ≤ Categories ) been learnt, new case (Case) with its category unknown Category c of Case For 1 ≤ i ≤ Categories



ri = 1 Step2:



For 1 ≤ i ≤ Categories For 1 ≤ j ≤ Layers



Step3:



ri = ri × node _ degree[i ][ j ] + Δ (node _ degree[i ][ j ] is the value of the activated node by Case in layer j of Attri, Δ is a small number preventing ri to be 0) For 1 ≤ i ≤ Categories For 1 ≤ j ≤ Layers For 1 ≤ k ≤ Layers



Step4:



ri = ri × (link_degre e[i ][ j ][ k ] + Δ ) (link_degree[i ][ j ][k ] is the value of the node link between the activated nodes of layer j and layer k of Attri, Δ is a small adjustment preventing ri to be 0) Return i which Maximize(ri ) □



The time complexity and space complexity of algorithm 2 are both O(m × n 2 ), where m is the number of categories, n is the number of nodes in each AttriuteNet. Moreover if the node degree of active nodes and the link degree of active links between two nodes of AttributeNets are investigated, through comparing these values from different nets, not only we could find out which category the case belongs to, but also could we find out which value is vital for the
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classification decision. The classification result is interpretable to human because there exists an injection between layers of AttributeNets and attributes of cases.
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Performance Evaluations



The performance of AttributeNets is a significant improvement of its counterparts. In this section we give the comparison results of AttributeNets and the related algorithms on the MONK-3 [10] classification benchmark set for the performance verification. 5.1



Performance and Robustness Evaluations of AttributeNets



MONK-3 problem is a widely used benchmark data set for classification algorithms evaluation. There are two categories denoted by 0 and 1, and each case has six attributes. The valid values of each attribute are listed in Table 4. The case which satisfies (@1 = 3 ∧ @ 4 = 1) ∨ (@ 5 ≠ 4 ∧ @ 2 ≠ 3) belongs to category 1; otherwise it belongs to category 0. Table 4. Possible values of the attributes in MONK-3 @ attribute1 @ attribute4



{1,2, 3} {1,2, 3}



@ attribute2 @ attribute5



{1,2, 3} {1,2,3,4}



@ attribute3 @ attribute6



{1,2} {1,2}



For each category, an AttributeNet is constructed. Therefore, there are two nets representing category 0 and category 1, respectively. For training, 150 training cases are generated randomly, 5 percent of which are noisy cases, i.e. there are 8 mislabeled training cases. Then we generate randomly 100 test cases to be classified on three different platforms: AttributeNets, ELA, and ID5R [5]. The comparison results are shown in Table 5. AttributeNets outperforms other algorithms in both precision and time cost of learning and classification. Table 5. Performance comparison of AttributeNets, ELA and Decision trees on MONK-3 Precision (%) Learning Time(ms.) Classification Time(ms.)



AttributeNets



ELA



Decision Tree(ID5R)



99 ± 1



65 ± 10



92 ± 3



16 31



15 47



157 32



Also we carry out robustness tests on AttributeNets to see its performance in the cases of the noisy training data and the scarcity of training cases. The basic settings are the same as the above. First we increase the number of training cases from 25 to 175 in order to investigate the influence of training set size. Then noisy data of the percentage varying from 5 to 50 are mixed in the training set. The classification results are shown in Fig. 2(a) and (b), respectively.
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175



Size Of Training Data Set



(a) Precision climbs as the size of training data set grows



Precision(% )



5



10



15 20 25 30 35 40 Percentage of Noisy Data(% )



45



50



(b) Precision declines as the percentage of noisy data grows



Fig. 2. Robustness test of AttributeNets with varying size of training set and noisy data



We conclude that AttributeNets is robust with noisy data (as the percentage of noisy data runs up to 30%, the precision is still as high as 87%) and it works quite well with only a small size of training set available. 5.2



Performance Discussion



As Utgoff in [6] pointed out, there were 12 design principles that should be considered when designing an incremental learning classification system. We summarize them as the following: 1) The update cost of the method must be small 2) Input: the method should accept cases as input described by any mix of symbolic and numeric variables, sometimes continuous variables 3) Output: the method should be capable to handle multiple classes as well as two classes 4) Fault tolerance: the method should be strong enough to handle noisy data and inconsistent data 5) Capable of handling screwed data: the method should take the possibility that the data between categories are unbalanced into consideration 6) Capable of handling some problems with strong relationships among several attributes, like MONK-2 problem [10] Our method satisfies principle 1, 3, 4, 5; partly satisfies principle 2 because we have not taken continuous attribute into account. The limitation of our method is that it only considers the relationships between any two attributes, therefore, if there are relationships between more than two attributes, like MONK-2, our method does not generate results as good as Neural Networks.



6 Conclusions and Future Work Incremental learning algorithms provide new opportunities for industry whilst put forward new challenges to researchers: (1) how to memorize the knowledge
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been learnt for further updating without recording every case learnt before; (2) how to avoid (or keep) order effects in which cases have been leant; (3) how to design fast updating algorithm; (4) how to make learning results interpretable to human. Trying to solve these problems, we have designed a new data structure (AttributeNets) and algorithms for incremental learning and classification. The advantages of our algorithm are in four folds: 1. It is in itself a multi-category classifier because of multi-nets structure 2. It is outstanding in memory utilization and adaptation speed which is of vital importance for incremental learning, specially online learning 3. The classification results are easy to understand 4. It is robust with the noisy data and the scarcity of training cases Our future work includes: first, extensions could be made to enrich AttributeNets structure to improve classification precision; second, aside from the classification problems, AttributeNets could be naturally extended to induct association rules, which are also important data mining problems.



References 1. E. M. Nguifo, P. Njiwoua: IGLUE: A Lattice-based Constructive Induction System. In: Intelligent Data Analysis Journal, Vol. 5, No. 1, 2001, pp. 73-81. 2. F. Enembreck and J. P. Barths: ELA: A New Approach for Learning Agents. In: Journal of Autonomous Agents and Multi-Agent Systems, Vol. 3, No. 10, 2005, pp. 215-248. 3. Godin R.: Incremental Concept Formation Algorithm Based on Galois (Concept) Lattices. In: Computational Intelligence, Vol. 11, No. 2, 1995, pp. 246-267. 4. K. Hu, Y. Lu, C. Shi: Incremental discovering association rules: a concept lattice approach. In: Proceedings of the PAKDD-99, Beijing, 1999, pp. 109-113. 5. Utgoff P. E.: Incremental Induction of Decision Trees. In: Machine Learning, Vol. 4, 1989, pp. 161-186. 6. Utgoff P. E.: An Improved Algorithm for Incremental Induction of Decision Trees. In: Proceedings of the Eleventh International Conference of Machine Learning, 1994, pp. 318-325. 7. M. Maloof: Incremental Rule Learning with Partial Instance Memory for Changing Concepts. In: Proceedings of the International Joint Conference on Neural Networks (IJCNN '03). Los Alamitos, CA, 2003, pp. 2764-2769. 8. S. Lange and G. Grieser: On the Power of Incremental Learning. In: Theory Computer Science, Vol. 288, No. 2, 2002, pp. 277-307. 9. Z. Zheng, G. Wang, Y. Wu: A Rough Set and Rule Tree Based Incremental Knowledge Acquisition Algorithm. In: LNAI2639, Springer-Verlag, 2003, pp. 122-129. 10. S. B. Thrun et al.: The MONK's Problems: A Performance Comparison of Different Learning Algorithms. Technical report. Computer Science Department, Carnegie Mellon University, Pittsburgh, PA, USA, 1991.



























[image: Efficient Incremental Plan Recognition method for ...]
Efficient Incremental Plan Recognition method for ...












[image: incremental software architecture a method for saving ...]
incremental software architecture a method for saving ...












[image: An Ensemble Based Incremental Learning Framework ...]
An Ensemble Based Incremental Learning Framework ...












[image: An Ensemble Based Incremental Learning Framework ...]
An Ensemble Based Incremental Learning Framework ...












[image: Incremental Learning of Nonparametric Bayesian ...]
Incremental Learning of Nonparametric Bayesian ...












[image: Adaptive Incremental Learning in Neural Networks]
Adaptive Incremental Learning in Neural Networks












[image: A robust incremental learning framework for accurate ...]
A robust incremental learning framework for accurate ...












[image: Incremental Learning of Nonparametric Bayesian ...]
Incremental Learning of Nonparametric Bayesian ...












[image: An Incremental Approach for Collaborative Filtering in ...]
An Incremental Approach for Collaborative Filtering in ...












[image: The Incremental Funding Method - A Data Driven ...]
The Incremental Funding Method - A Data Driven ...












[image: pdf-1429\advanced-mathematics-an-incremental-development ...]
pdf-1429\advanced-mathematics-an-incremental-development ...












[image: Method for producing an optoelectronic semiconductor component]
Method for producing an optoelectronic semiconductor component












[image: An Accounting Method for Economic Growth]
An Accounting Method for Economic Growth












[image: An Accounting Method for Economic Growth]
An Accounting Method for Economic Growth












[image: pdf-1880\advanced-mathematics-an-incremental-development ...]
pdf-1880\advanced-mathematics-an-incremental-development ...












[image: An improved Incremental Delaunay Triangulation Algorithm]
An improved Incremental Delaunay Triangulation Algorithm












[image: Adaptive Incremental Learning in Neural Networks - Semantic Scholar]
Adaptive Incremental Learning in Neural Networks - Semantic Scholar












[image: Adaptive Incremental Learning in Neural Networks - Semantic Scholar]
Adaptive Incremental Learning in Neural Networks - Semantic Scholar












[image: Using naive Bayes method for learning object ...]
Using naive Bayes method for learning object ...












[image: Incremental Cooperative Diversity for Wireless ...]
Incremental Cooperative Diversity for Wireless ...












[image: Data Enrichment for Incremental Reach Estimation]
Data Enrichment for Incremental Reach Estimation















AttributeNets: an Incremental Learning Method for ...






training set is too large to learn in a batched fashion, or the training cases are available as a time sequence .... and efficient in time complexity which makes our method suitable for online learning. ..... Mellon University, Pittsburgh, PA, USA, 1991. 






 Download PDF 



















 117KB Sizes
 1 Downloads
 161 Views








 Report























Recommend Documents







[image: alt]





Efficient Incremental Plan Recognition method for ... 

work with local nursing homes and hospitals in order to deploy assistive solutions able to help people ... Our system aims to cover and detect ... If the activity doesn't exist in the scene graph, an alarm is triggered to indicate an abnormal activit














[image: alt]





incremental software architecture a method for saving ... 

incremental software architecture a method for saving failing it implementations contains important information and a detailed explanation about incremental ...














[image: alt]





An Ensemble Based Incremental Learning Framework ... 

May 2, 2010 - well-established SMOTE algorithm can address the class im- balance ... drift in [13], based on their natural ability to obtain a good balance ...... Change in Streaming Data," School of Computer Science, Bangor. University, UK ...














[image: alt]





An Ensemble Based Incremental Learning Framework ... 

May 2, 2010 - Index Termsâ€”concept drift, imbalanced data, ensemble of classifiers, incremental ..... show a more detailed empirical analysis of the variation of. ßŸ. Overall, the ... thus making the minority class prediction the most difficult. Fig














[image: alt]





Incremental Learning of Nonparametric Bayesian ... 

Jan 31, 2009 - Conference on Computer Vision and Pattern Recognition. 2008. Ryan Gomes (CalTech) ... 1. Hard cluster data. 2. Find the best cluster to split.














[image: alt]





Adaptive Incremental Learning in Neural Networks 

structure of the system (the building blocks: hardware and/or software components). ... working and maintenance cycle starting from online self-monitoring to ... neural network scientists as well as mathematicians, physicists, engineers, ...














[image: alt]





A robust incremental learning framework for accurate ... 

Human vision system is insensitive to these skin color variations due to the .... it guides the region growing flow to fill up the interstices. 3.1. Generic skin model.














[image: alt]





Incremental Learning of Nonparametric Bayesian ... 

Jan 31, 2009 - Mixture Models. Conference on Computer Vision and Pattern Recognition. 2008. Ryan Gomes (CalTech). Piero Perona (CalTech). Max Welling ...














[image: alt]





An Incremental Approach for Collaborative Filtering in ... 

Department of Computer Science and Engineering, National Institute of Technology. Rourkela, Rourkela, Odisha ... real-world datasets show that the proposed approach outperforms the state-of-the-art techniques in ... 1 Introduction. Collaborative filt














[image: alt]





The Incremental Funding Method - A Data Driven ... 

into use cases, whereas in an XP environment,. MMFs are ... meaningful functional groups for delivery in single ..... for establishing staged payments. This is ...














[image: alt]





pdf-1429\advanced-mathematics-an-incremental-development ... 

Try one of the apps below to open or edit this item. pdf-1429\advanced-mathematics-an-incremental-development-solutions-manual-by-john-h-saxon.pdf.














[image: alt]





Method for producing an optoelectronic semiconductor component 

Oct 25, 2000 - cited by examiner. Primary Examinerâ€”Wael Fahmy. Assistant Examinerâ€”Neal BereZny. (74) Attorney, Agent, or Firmâ€”Herbert L. Lerner;.














[image: alt]





An Accounting Method for Economic Growth 

any technology consistent with balanced growth can be represented by this ..... consider a narrow definition, which only counts education as the proxy for hu-.














[image: alt]





An Accounting Method for Economic Growth 

with taxes is a good perspective with which underlying causes of the observed .... any technology consistent with balanced growth can be represented by this form ..... If the initial stock of education, steady state growth rate, schooling years and.














[image: alt]





pdf-1880\advanced-mathematics-an-incremental-development ... 

Connect more apps... Try one of the apps below to open or edit this item. pdf-1880\advanced-mathematics-an-incremental-development-solutions-manual.pdf.














[image: alt]





An improved Incremental Delaunay Triangulation Algorithm 

Abstract: The incremental insertion algorithm of. Delaunay triangulation in 2D is very popular due to its simplicity and stability. We briefly discuss.














[image: alt]





Adaptive Incremental Learning in Neural Networks - Semantic Scholar 

International Conference on Adaptive and Intelligent Systems, 2009 ... There exit many neural models that are theoretically based on incremental (i.e., online,.














[image: alt]





Adaptive Incremental Learning in Neural Networks - Semantic Scholar 

International Conference on Adaptive and Intelligent Systems, 2009 ... structure of the system (the building blocks: hardware and/or software components). ... develop intelligent hardware on one level and concepts and algorithms on the other ...














[image: alt]





Using naive Bayes method for learning object ... 

Using naive Bayes method for learning object identification. Giedrius BALBIERIS. Computer Networking Department, Kaunas University of Technology. Student.














[image: alt]





Incremental Cooperative Diversity for Wireless ... 

be used in cognitive wireless systems to mitigate interference and to improve spectrum .... the number of relays involved in the incremental phase is not fixed, i.e. ...














[image: alt]





Data Enrichment for Incremental Reach Estimation 

12.32. 0.29. Tab. 2.1: Summary statistics for 6 campaigns: web reach in SSP, TV reach in ... marketing questions of interest have to do with aggregates. Using the ...


























×
Report AttributeNets: an Incremental Learning Method for ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















