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Abstract This paper proposes a dynamic test data generation framework based on genetic algorithms. The framework houses a Program Analyser and a Test Case Generator, which intercommunicate to automatically generate test cases. The Program Analyser extracts statements and variables, isolates code paths and creates control ﬂow graphs. The Test Case Generator utilises two optimisation algorithms, the Batch-Optimistic (BO) and the Close-Up (CU), and produces a near to optimum set of test cases with respect to the edge/condition coverage criterion. The eﬃcacy of the proposed approach is assessed on a number of programs and the empirical results indicate that its performance is signiﬁcantly better compared to existing dynamic test data generation methods. Ó 2008 Elsevier Inc. All rights reserved. Keywords: Software testing; Automatic test cases generation; Genetic algorithms



1. Introduction Computers and programs have been expanded in many sections of our life, such as in electronic transactions, media, transportation, medication and health. Software and hardware reliability are very important issues since various aspects of our everyday working activities, or even our own lives, depend on it. Software testing is a way for verifying the correctness and appropriateness of a software system, or, alternatively, for ensuring that a program meets its speciﬁcations (Bertolino, 2007; Kaner and Falk, 1999). While software testing is very signiﬁcant, it is also very expensive as it should take place throughout the software cycle. The time and eﬀort usually spent on software testing may be greater than the overall system implementation cost. During the last decade automatic software testing has been investigated in greater detail, aiming at providing faster and cheaper testing, eliminating the need for *
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increased human resources, oﬀering more eﬃcient and accurate testing without requiring special skills or knowledge, freeing the testing activities from cognitive bias and producing less process errors during testing. This work focuses on automatic structural (white-box) testing, and more speciﬁcally on test data generation, and proposes a dynamic test data generation framework. The framework comprises a program analyser and a test case generation system; the former parses source code, creates control ﬂow graph representations, extracts paths and variables, and evaluates automatically and visually the coverage achieved by the test cases on control ﬂow graphs. The test case generation system accommodates two algorithms that use the features of the program analyser to generate a near to optimum set of test cases in relation to control ﬂow coverage criteria. The ﬁrst algorithm evolves sets of test cases, whereas the second algorithm targets speciﬁcs paths to exercise uncovered statements and conditions. The major contributions of this paper are two. The ﬁrst is that it proposes a complete solution for automatic software testing, which not only it generates test cases but it integrates program analysis features, such as code coverage, CFG creation and test case evaluation with code
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coverage and visual interaction. The second contribution is the novel test case generation approach, a fusion of a batch-optimistic algorithm and a close-up algorithm, which outperforms similar approaches in terms of testing quality coverage rate. The higher testing quality is partly justiﬁed by the fact that the framework produces test cases to provide edge/decision coverage. The latter, although it oﬀers better testing coverage than edge, statement and condition coverage, has not been used widely so far in the literature mostly due to its complexity. On the other hand, the high testing coverage rate of the proposed testing approach demonstrated through experiments, which, additionally, prove its superiority when compared to other approaches, even if most of them use lower in hierarchy coverage criteria. The rest of the paper is organized as follows: Section 2 presents a short taxonomy of structural software test data generation, and discusses and compares related work. Section 3 describes the proposed testing framework. Section 4 evaluates the eﬃcacy of our testing approach and provides experimental results on a number of sample programs, as well as some commonly known programs that are used as benchmarks for comparison purposes. Finally, Section 5 concludes the paper and suggests future research steps. 2. Related research Software testing may be categorised in three major classes: functional (black box), structural (white-box), or a mixed schema of the ﬁrst two (gray-box). Functional software testing uses the system under test as a black box for testing only its speciﬁcations on its input and output values. For example, in Nebut and Fleurey (2006), the authors use UML Use Cases with pre- and post-conditions to test consistency and correctness of a system using its requirements to extract all possible paths and sequences of execution. While some testing approaches may test the system and report errors, other approaches may generate test cases to be utilised by the testers. An example of functional test data generation can be found in Boyapati et al. (2002). The authors present a system which can generate test data from formal input–output speciﬁcations of the program under testing. Furthermore, test cases may be generated using external information, such as the user characteristics. In Elbaum et al. (2005), the authors describe a test case generator system that captures the user behaviour from user sessions and utilises the data to test the web application from a functional point of view. In Barr (2004), a computational intelligence tool is presented, which consists of a User Interface Module, a Global Control Module, a series of Intelligent Testing Modules (test case minimization using artiﬁcial neural networks, test case minimization using a data mining InfoFuzzy Network, and test case generation using Genetic Algorithms) and a Test Bed Module. This work presents a collection of black box testing methodologies that allows the user to automatically generate test cases on any piece of software that can be described



in terms of its inputs and outputs. A post-processing technique combined with functional testing is presented in Patton et al. (2003). The authors present an approach to focused software usage testing based on high usage/frequency and fault-prone/severity areas of the software system. Based on results of an area in which some problems still exist, a GA is used to select additional test cases focusing on the behaviour around the initial test cases so as to assist in identifying and characterizing the types of test cases that induce system failures (if any) and those that do not induce such failures. Structural testing, such as structural test data generation, requires the internal knowledge of the system, e.g. the analysis of the source code. The main structural test data generation approaches are symbolic execution and search-based. The former uses abstraction, such as mathematical equations and symbols, to describe and symbolically execute programs under test (Clarke, 1976), whereas the latter utilises search and code coverage techniques to generate and evaluate test cases (Michael et al., 2001). Early research on symbolic test systems reported various challenges, such as the loop management, the iteration of structures and arrays that depend on other program variables and pointers, the symbolic expression and execution of method calls and objects, and the high amount of computational resources needed for transforming to and resolving symbolic expressions (Edvardsson, 1999; Michael et al., 2001). Work addressing these challenges can be found in Cadar et al. (2006), Csallner and Smaragdakis (2005), Tillmann and Schulte (2005), Visser et al. (2004). In Xie et al. (2005), the authors propose a symbolic-based framework for generating test cases for object oriented units. An object oriented unit is characterized by its input arguments and the state of each object within the unit. According to the authors, it is not only necessary to generate input values for the unit but also to explore objects’ states with regards to a state space. Their framework generates methods that can manage the state of an object. Symbolic testing systems may incorporate additional methods to provide further types of testing, such as model checking and testing coverage for testing the formal speciﬁcations of software systems (Khurshid et al., 2003) as well as verifying the output results of the symbolic testing (Csallner and Smaragdakis, 2005), respectively. A search-based technique is either random, if it generates randomly test cases, or dynamic, if it relies upon the execution of the program to search for and determine the optimum set of test cases (Edvardsson, 1999; Korel, 1996; Michael et al., 2001). A random test cases generation system for Java programs is presented in Csallner and Smaragdakis (2004). The system, called JCrasher, utilises a random algorithm for searching for test cases that can crash the program under testing. Random based approaches ﬁnd hard to select optimum results in programs of high complexity (Korel, 1996). Recent work on random searching is integrated with other techniques, such as symbolic execution (Sen et al., 2005) or directed search (Godefroid et al.,
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2005), for eﬀectively searching the input space and detecting program bugs. In Fisher et al. (2006), the author proposes a spreadsheet test methodology that integrates automated test case generation. The system can be utilised either with random selection or goal oriented approach and uses dataﬂow criteria for measuring the testing quality. Gray-box testing combines the features of structural and functional testing, i.e. tests the system against its speciﬁcations using at the same time some knowledge of its internal structure. In Godefroid and Khurshid (2002), the authors use genetic algorithms for searching very large state spaces on each transition for error, such as deadlocks and assertion violations. A similar work is presented in Derderian et al. (2005), where the algorithm searches for feasible transition paths and generates input sequences for systems based on the extended ﬁnite state machines model. Visser et al. (2006) propose a test case generation framework for Java container libraries. The framework implements state matching with lossy and exhausting techniques where the former uses abstractions and the latter explores all the states. This paper focuses on structural testing and moreover on methods and techniques for producing dynamically test cases. Dynamic test data generation systems adapt their behaviour based on the produced test data and additional insights extracted during the program execution; this kind of information may assist in determining how ‘‘close” the generator is to actually creating a test set for satisfying the testing criterion. This type of testing systems is the main concept of this paper. Therefore we will move presenting some related examples of dynamic test data generation. The most representative approaches of this school of thought are simulated annealing (e.g. see Kirkpatrick et al., 1983), tabu search (e.g. see Glover, 1989), gradient descent (e.g. see Gallagher and Lakshmi Narasimhan, 1997) and evolutionary algorithms (e.g. see Holland, 1992). An approach following the latter can be found in Michael et al. (2001), Michael and McGraw (1998). The authors demonstrate a system based on genetic algorithms, for which the problem of test data generation is reduced to one of minimizing a function. According to the authors, their system (DiﬀerentialGA) does not support eﬃciently multiple conditions, i.e. conditions of two or more variables, tests only non-object oriented programs written in C and C++, and generates a test case at each execution for a speciﬁc target using the complete control ﬂow graph. Their experimental results, which are on a number of well known programs, have been included in this work as a benchmark for evaluating the performance of our system. In Pargas et al. (1999), a technique that uses a genetic algorithm for automatic test data generation is presented. The tool called TGen, which is implemented for statement and branch coverage, uses control-dependence graphs for directing the search for test cases. Their system generates test cases according to the statement or branch coverage criterion. Note that a testing coverage criterion is used both as a stopping criterion and an evaluation metric (Harman,
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2007; Horgan et al., 1994). Several structural test case generation approaches use control and data ﬂow testing criteria to evaluate the completeness of a set of test cases, i.e. the testing adequacy (Kapfhammer, 2004; Zhu et al., 1997). Recent signiﬁcant research challenges on dynamic test data generation may be summarised to the complexity of the coverage criteria, the ﬁtness landscape problem, the performance of GA-based techniques and the object oriented focused testing (e.g. object testing and object oriented coverage criteria). The control ﬂow graph coverage criteria include the statement, edge, condition, edge/condition, path and multiple condition coverage criteria; the order of writing denotes also the increase of complexity and testing quality from one criterion to the next. For example, the edge/condition criterion provides better testing quality than the statement or edge criteria; however it is harder to achieve full coverage according to the edge/condition criterion than the statement or edge criteria. When a test generation algorithm terminates, its output, i.e. the set of test cases, may include redundant test cases. Post-processing tools, such as test prioritization and reduction, may analyse and remove some test cases with respect to the coverage criterion (Jones and Harrold, 2003; Pacheco and Ernst, 2005). The ﬁtness landscape problem implies that produced test cases provide no guidance to the algorithm causing a landscape in ﬁtness value. This may be mainly caused by the path problem, i.e. when more than one path can lead to a search target, or by the ﬂag problem, i.e. one or more conditions take values from a small set of values. The former, i.e. the path problem, is addressed in McMinn et al. (2006). The authors propose an algorithm which transforms the original program under testing into a version that includes only the paths to a search target. Then, the system searches for test cases that can reach the target by focusing on each individual path. As will be presented later on, our proposition also addresses this problem by transforming the control ﬂow graph into sub-graphs of interest based on targets and paths. Thus, compared to other similar systems that use the complete control ﬂow graph, our system works on a partial control ﬂow graph. The ﬂag problem is discussed in Baresel and Sthamer (2003), Bottaci (2002). In Baresel et al. (2004), the author addresses this problem, speciﬁcally the ﬂag problem in loops, and proposes the temporary transformation of the program to a version that can maintain the characteristics of the original program and at the same time it can provide guidance to the ﬁtness function. Many researchers investigating the performance of GA in test case generation systems propose replacing parts of the testing process with less resource consumed counterparts, such as the use of oracles or models for evaluating test cases against the real system and improving the performance of ﬁtness function calculation (Berndt and Watkins, 2004). In Watkins et al. (2004), the authors attempt to explore the use of genetic algorithms for testing complex distributed systems and develop a vocabulary of important
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environmental attributes that characterize complex systems failures, such as the elapsed time or system load. In addition, the authors suggest the use of visualization tools (e.g. histograms and distribution graphs) and data mining tools for predicting parts of the code that potentially contain errors. Our work is an alignment with the proposition of the aforementioned researchers as it uses several techniques for improving the performance of the testing framework, such as two types of searching algorithms and a domain controller. When dynamic testing is executed on object oriented programs, the testing systems need to take into account object states and calls, an example of which can be found in Tonella (2004). Further to the latter, research challenges have emerged, such as the deﬁnition and proper usage of object-oriented testing coverage criteria, the utilisation of GA for initialising and setting the states of the objects along with the input values generation and the application of testing on advanced object oriented characteristics, e.g. polymorphism, late binding, abstract and interface classes. If the program under testing has a pointer passed as parametric input, test cases have to describe the shape of the pointer data structure along with its values since path execution may depend on the data structure (Visvanathan and Gupta, 2002). Currently, our work focuses only on unit testing and supports primitive types and objects (integer and ﬂoat), array of integers, loops (while, for), IF statements and other JAVA reserved statements, such as continue, break and return. Having outlined the main research achievements and limitations of current test data generation approaches we may now position our proposition. Our approach is essentially a search-based test data generation framework. The core of this framework is constituted by two genetic algorithms that enables the eﬀective search of the input space and the determination of a near to optimum set of test cases. This approach diﬀerentiates from previous work because of its (i) all-in-one functionality, as it supports all the steps for analysing and producing test cases without relying on external tools, and provides full visual interaction with the created control ﬂow graphs and the produced test cases, (ii) test cases generation algorithms, which combine batch-optimistic and focused test data generation (close-up algorithm) in order to satisfy one of the highest in hierarchy testing criteria, the edge/condition coverage criterion, (iii) high performance, i.e. higher coverage rate in shorter time frame. The close-up algorithm runs on a path, represented by a transformed version of the original control ﬂow graph of the program under testing, and adapts its ﬁtness function based on the target and path; thus, it addresses the ﬁtness landscape, which can be caused by the path problem.



under testing, and the Automatic Test Cases Generation System (ATCGS), which searches the input space and selects an optimum set of test cases in relation to the edge/condition coverage criterion (Fig. 1). BPAS is divided into the runtime and non-runtime systems; the former performs static analysis of a program, i.e. analysis without executing the program under testing, whereas the latter carries out dynamic analysis, i.e. it evaluates the program’s behaviour during the actual execution. The key features of BPAS are the extraction of essential program information, the creation of the corresponding control ﬂow graph, the code coverage determination and the dynamic evaluation of test cases. Although at present the system works only with Java code, its modular structure enables the support of other programming languages with minor modiﬁcations in the parsing layer. BPAS’s top layer is an application interface, which enables other systems (e.g. optimisation, test data generation and program slicing systems) to use its low level functionality; one such system is ATCGS, which is integrated with the BPAS program analyser for utilising automatically its non-runtime analysis and runtime modules. BPAS was ﬁrst reported in Sofokleous et al. (2006) as an extended system for program analysis. This paper builds upon and further extends that work by integrating BPAS with an automatic test data generation (right top most of Fig. 1) and by appropriately revising and enhancing the Runtime Analysis system with a new module, namely the Code Coverage module, to accommodate the real time validation of the resulted test inputs. BPAS is constituted by a number of layers (Fig. 1), the most signiﬁcant of which are the IOExecutive, the Parser, the Walker, the Static Analyzer (NonRuntime Analysis) and the Dynamic Analyzer (Runtime Analysis) which includes the code coverage module along with program utilities. The IOExecutive layer is responsible for reading and writing of Java ﬁles and identiﬁes information about the methods, ﬁelds and variables of the program without detailed processing or parsing of its statements. The Parser layer provides a front-end parser for the JAVA programming language. The Walker layer is responsible for ‘‘walking” each code expression and constructing the control ﬂow graph. The Non-Runtime Analysis is able to analyse the program and obtain information that is valid for all possible executions. However, such a static analysis, in general, suﬀers from serious limitations, such as the inabil-



3. Framework layout The proposed framework consists of the Basic Program Analyzer System (BPAS), which analyses the program



Fig. 1. Architecture of the proposed framework (ATCGS).
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ity to detect the paths followed, or, consequently, the unreachable statements or paths. In addition, other types of information regarding for example the bindings are not available until runtime. The Runtime Analysis module, which overcomes these limitations, oﬀers two important features, the testing simulation and the code coverage. Speciﬁcally, by providing a set of inputs to the program under testing, the runtime analysis simulates the execution of the program and at the same time it is able to indicate the executed/covered code or consequently the uncovered code. The results are valid only for the current run, that is, for the given values of the input variables. ATCGS comprises two algorithms, the Batch-Optimistic (BO) and the Close-Up (CU), which search the input space by evolving sets of test cases and individual test cases, respectively, in order to ﬁnd an optimum set of test cases with respect to the edge/condition coverage criterion. The following sections describe the two algorithms.
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3.1. The Batch-Optimistic (BO) algorithm The BO test generation algorithm utilises a specially designed Genetic Algorithm (GA) to evolve sets of test cases and converge to a near to optimum set according to the edge/condition criterion. The GA encodes a chromosome as a set of test cases (Fig. 2a), in which each gene encapsulates a test case by describing (i) the names and types of input variables, (ii) the input values, (iii) the state values, which are the values of the input variables at a speciﬁc state of the program, and (iv) the covered elements of the control ﬂow graph with respect to the input values. ATCGS determines and creates dynamically the gene structure using BPAS’s non-runtime module and then utilises the gene as a template for creating the initial population of chromosomes. To calculate the number of test cases required for achieving full testing coverage under the edge/condition



Fig. 2. (a) The representation of a chromosome, (b) the edge/condition ﬁtness function, (c) a sample program, (d) the CFG of (c), (e) applying the crossover operation on gene structures, and (f) applying the mutation operation on the genes using a value domain control algorithm.
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criterion, ATCGS uses a modiﬁed version of the McCabe’s Cyclomatic Complexity formula: maxTC ¼ CyclCompðGÞ þ ð2#simple



predicates1



þ 1Þ  2;



ð1Þ



where CyclComp(G) = #edges  #vertices + 2, #edges and #vertices are the number of edges and vertices of the control ﬂow graph, respectively, and #simple_predicates is the number of simple predicates of the program (e.g. a multiple condition A ^ B has two simple predicates: A and B). McCabe’s Cyclomatic Complexity formula, i.e. CyclComp(G), describes only the total number of test-cases required to satisfy the statement or edge testing coverage criterion; further to that the proposed formula can determine the additional number of test cases required to achieve condition/edge coverage criterion. In addition, maxTC deﬁnes the size of the chromosome, which is the maximum number of test cases required to achieve full edge/decision coverage. The BO-Genetic Algorithm (BO-GA) uses the following edge/condition ﬁtness function, which can evaluate eﬀectively each chromosome with respect to the edge/condition coverage criterion: F ¼



w1 ð#edgesexecut: Þ þ w2 ð#pred true þ #pred false Þ ; w1 þ w2



ð2Þ



where w1 and w2 are weights in the range [0, 1] that deﬁne the signiﬁcance of edges or/and predicates in the overall execution, #edgesexecut is the number of executed edges, #predtrue and #predfalse are the numbers of simple predicates evaluated at least once to true and once to false, respectively. The BO-GA incorporates the intra- and inter-types of mutation and crossover operators (Fig. 2), which alter not only the chromosomes but also the genes internally. While inter-mutation mutates the entire gene, i.e. the entire set of values, intra-mutation mutates only speciﬁc parts of the gene, i.e. selected values of the entire set of values. Likewise, the intra-crossover operation selects a new crossover point within the gene and swaps internal parts of the selected genes. Thus, in addition to the crossover and mutation probabilities, the algorithm requires the deﬁnition of the inter- and intra-probabilities for the two new operators. Oﬀspring chromosomes are added to the list of chromosomes to advance to the next generation. A domain control algorithm (DCA), which is executed by the mutation operator, is responsible for changing dynamically the domain of the input parameters over time. A value range of the form [max Value, min Value], where max Value and min Value are the maximum and minimum values, respectively, is returned to the mutation operator at each generation. DCA provides smaller domains (with mean around zero) at the initial generations and allows exploring larger domain spaces as the generation number increases. As the more ﬁt individuals of the population pass to the next generation, the algorithm may fail to keep chromosomes which, although are less ﬁt, include gene(s) that exercises part of the code which is not covered by the



individuals of the current population. These chromosomes are called ‘‘unique chromosomes” and are kept in an external population. Therefore, the algorithm works with two populations, an internal population PI, where crossover, mutation and selection take place, and an external population PE, where unique chromosomes are stored at each generation. At the end of a generation, the new internal population is created by selecting chromosomes from the union of the internal and external populations. The BO-GA is terminated when full coverage based on the edge/condition coverage criterion has been achieved, or after a predeﬁned number of generations has elapsed. The latter is called the inactivity period, at the end of which the close-up algorithm is invoked. The inactivity period essentially deﬁnes a number of generations after which, if there is no improvement of the best ﬁtness value in the population, the BO-GA terminates.



3.2. The Close-Up (CU) algorithm The CU algorithm focuses on edges or conditions not covered by the BO algorithm. Test cases selected by the BO algorithm during execution, are stored in a test cases repository. The repository is continuously updated as the CU algorithm ﬁnds more unique test cases. First, the CU algorithm uses the control ﬂow graph to determine the unreachable elements (targets). The targets are basically parts of paths and therefore the CU algorithm utilises parts of the control ﬂow graph to represent the paths of targets. The result is a set of control ﬂow paths for each target, where each new graph is a sub-graph of the initial graph with fewer nodes and edges. If target ti is an unreachable element of control ﬂow graph G(V, E), where V0 is the starting node and V0 2 V, then pti = {pi,1, pi,2, . . . , pi,z} describes all the possible paths from V0 to ti, while set T hosts all the targets extracted by the CU algorithm, i.e. T = {t1, t2, . . . , tn}. Initially, i = 1 and the close-up algorithm generates pt1 for target t1, t1 2 T. For each path p1,k 2 pt1 k = 1, . . . , z, it utilises a new genetic algorithm, the ﬁtness function of which is adjusted dynamically so as to yield a test case that exercises t1 though p1,k. If the GA, which is utilised on path p1,k, ﬁnds a test case to traverse the path, then it terminates and moves to the next target, i.e. target t2; otherwise, it terminates after a number of generations, i.e. the same as the inactivity period mentioned earlier in the BO-GA description, and moves to path p1,2. If the CO Genetic Algorithm (CU-GA) failed to ﬁnd a suitable test case and there are no more untested paths in pt1, then it marks the current target as unreachable and moves to the next target, i.e. target t2. The CU algorithm terminates after iterating every target in ti 2 T, i = 1, . . . , n. The set of targets T is reconstructed each time a test case is found to satisfy a target, since the same test case may also cover other targets in T. The CU-GA encodes genes as parameter inputs and chromosomes as test cases. The ﬁtness function, which is
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adjusted dynamically on each ti and pi,k, is deﬁned as follows: F Close-Up ¼ F vert þ



1 ; F dist ðCÞ



ð3Þ



where Fvert sums up the exercised vertices on path pi,k and 1 adds a small value to Fvert reﬂecting how close the F dist ðCÞ algorithm is to visiting the next vertex on pi,k. Fdist, which focuses on the cause (i.e. a condition) that prohibits a test case to visit the next vertex on pi,k, is deﬁned as: 8 0 if : C ¼ c ^ C 0 ; > < dsðcÞ þ F dist ðC Þ F dist ðCÞ ¼ minðdsðcÞ; F dist ðC 0 ÞÞ if : C ¼ c _ C 0 ; ð4Þ > : dsðcÞ if : C ¼ c; where c is a single predicate and ds(c) calculates the distance to satisfy predicate c with respect to path pi,k. For example, if vj, where vj 2 pti,k, is a condition of the form A = (x  > y) that has to be evaluated to false then x  y; if x > y . In this example, ds is progressively ds ¼ 0; if x 6 y reduced as x approaches y, and becomes equal to zero if its value becomes equal or lower than y as it evaluates the condition (x > y) to the desired false decision. Thus, the problem of ﬁnding a test case for covering the unreachable element is again reduced to minimizing function ds, which essentially provides indications to the test case generator how close the test case is to reaching its goal. Function Fdist(C) supports multiple conditions since it uses the sum or minimum values of the partial distances calculated for each predicate (e.g. c in Eq. (4)) in an iterative manner (C0 is a multiple condition which results from C after delisting simple conditions). Assuming that we have a multiple condition of the form C = (x > y) ^ (z P d) _ (r 6 w) and we want this condition to be evaluated to true, three partial distances will be calculated, one for each predicate as follows:  jx  yj þ re ; if x 6 y; ds1 ðx > yÞ ¼ 0; otherwise;  jz  dj; if z < d; ds2 ðz P dÞ ¼ ð5Þ 0; otherwise;  r  w; if r > w; ds3 ðr 6 wÞ ¼ 0; otherwise; where re is a very small number (in our case re = 106) added for penalising ds1 so that ðx ¼ yÞ () ðds1 6¼ 0Þ. The ﬁtness value at that point will be calculated as F Close-Up ¼ F main þ



1 : minððds1 þ ds2 Þ; ds3 Þ



ð6Þ



The appropriate form for Fdist(C) is constructed dynamically by examining at runtime the type of conditions included in the predictor-condition of the unreachable element. As shown above, the CU algorithm diﬀerentiates from similar approaches. The CU algorithm overcomes the ﬁtness landscape problem caused by the path problem.
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The latter is usually encountered when the objective is to ﬁnd a test case for a particular target. As discussed in the related research section, on a test case searching for a particular target, say target tx, there are two basic approach schemes: (a) focusing on target X but generating test cases via all paths of target tx, i.e. using the complete control ﬂow graph, and (ii) transforming the source code of the original program. The CU algorithm uses a control ﬂow graph transformation technique (it uses part of the graph) to isolate one by one the paths of a target. This enables the CU-GA algorithm to focus on each path without being biased by the results of other paths. Consider, for example the scenario where there are two possible paths for exercising target tx, say px,1 and px,2. Suppose px,1 is infeasible (i.e. a part of the program that can never be accessed – also called dead code – and hence there is no test case that can cover the target via this path) but still px,1 contains more nodes than px,2. As a result, the GA may assign better ﬁtness values to chromosomes that contain test cases of path px,1 as it counts the nodes on the path. Thus, the population is biased by chromosomes of the infeasible path px,1. The CU overcomes this, by using a path at a time. 3.3. Prototype software application Fig. 3 presents the proof of concept software application, which is used to select and analyse a program, and generate test cases with respect to the edge/condition criterion. Initially, a user selects a source ﬁle and utilises BPAS, which analyses the program and creates the control ﬂow graph. Next, the user speciﬁes the ATCGS conﬁguration parameters, such as the coverage criterion, upper/lower limits of the input parameters, the intra- and inter-mutation and crossover probabilities and the selection operator. Fig. 3b shows the results viewer, which presents all the generated test cases and details on a speciﬁc test case, such as exercised nodes and node values. 4. Empirical evaluation This section describes four categories of experiments carried out with the testing framework on a Pentium mobile 1.4 MHZ with 512 MB Ram and JDK 1.5 running on the Windows 2003 operating system. The settings of ATCGS were deﬁned as follows: the number of individuals in the population (for both GAs) was set equal to 100 chromosomes. Crossover was controlled by a speciﬁc dynamic probability value which was equal to 1/ChromosomeSize. This means that if, for example, we have chromosomes of size 5 (i.e. ﬁve genes) then the crossover rate is 0.20. After the selection of two chromosomes for crossover the probability of intra-crossover was set to 0.25 and for inter-crossover to 0.75. Mutation was executed in a similar manner; the mutation rate was dynamic and equal to 1/ChromosomeSize, while the probability values for the inter- and intramutations were the same and equal to 0.50. The number of generations was diﬀerent among the two GAs. The BO-GA
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Fig. 3. Prototype software system: (a) tuning the genetic algorithm and (b) interaction with the control ﬂow graph and the code coverage tool.



run until it reached a solution or terminated when failed to improve the best chromosome’s ﬁtness value for 600 consecutive generations (BO inactivity period). The inactivity period of the CU-GA was also set to 600 generations. Finally, we used the tournament technique for selecting the chromosomes for the next generation. The aforementioned parameter values were kept constant throughout all of the experiments. Section 4.1, which follows, evaluates the testing coverage eﬃciency and performance of the framework on 19 JAVA programs generated randomly with diﬀerent size and condition complexity. Section 4.2 focuses on a number of standard JAVA programs, such as the binary search, bubble sort, insertion sort, quadratic formula and triangle classiﬁcation, and compares our approach against four other testing approaches: random, gradient descent (GD), a standard genetic algorithm (stdGA) and the diﬀerential genetic algorithm (diﬀGA) proposed in Michael et al. (2001). Section 4.3 analyses the structure of the triangle classiﬁcation program and indicates parts of the code that cause a signiﬁcant deterioration of performance in the case of the diﬀGA. In addition, it discusses how certain characteristics of our approach allow overcoming similar coverage obstacles. Finally, Section 4.4 presents the fourth category of experiments, which compares the random, GD and stdGA algorithms using the three most complex sample programs of Section 4.1. 4.1. Experiments category A The ﬁrst category evaluates the performance of the framework applied on a pool of JAVA programs generated randomly. It should be clariﬁed at this point that the term ‘‘program” used here actually corresponds to a set of consecutive Java statements grouped together in a software unit (e.g. a method) which requires a certain number and type of input parameters, executed independently of other units and delivers some output or causes a change in its environment. Table 1 lists the results with respect to the edge/condition coverage criterion. The table depicts the



lines of code (LOC), number of IF-statements, percentage of the testing coverage with relation to the edge/condition criterion, execution time, a plain estimation of code complexity and whether the second algorithm (CU) was invoked or not. In this set of experiments we report an estimation of code complexity since it greatly aﬀects testing coverage. To estimate this complexity, we take into account the number and nesting level of IF-statements, and their type, e.g. aggregation of multiple conditions. The reported execution time depends not only on LOC but also on the fact that the framework uses heuristic algorithms (GA), which cannot guarantee a standard execution time even for the same sample code. Thus, the reported execution time is the average of 15 runs on each program. The results of Table 1 indicate that the proposed algorithm is highly able to handle large and complex programs in reasonable time limits: the sample programs include up to 14 IF-statements, with the nesting level reaching in the most diﬃcult case the number of 8. However, according to (Schach, 2005), which describes programming standards, program units should not comprise blocks with more than three nested-IFs, as this could aﬀect their quality. The results show that the framework can eﬀectively determine test cases for achieving high testing coverage within a short time slot for programs ranging from simple to high complexity. Note also that, although the coverage rate decreases as the LOC increases, this is natural because the coverage rate depends on the program complexity and furthermore it is highly unlikely to meet such large programs in realistic developing environments. Elaborating on the results, let us examine how the framework actually works on a sample program. Fig. 4 shows the coverage performance over time for sample program #15. The ﬁgure shows that the BO algorithm, which manages to ﬁnd a nearly complete set of test cases (82% coverage around 900 generations), terminates after 1500 generations; the CU algorithm is then automatically invoked. The inactivity period of the BO-GA lays from generation 900 to 1500 a span during which it did not discover any new test cases. The close-up algorithm extracts the set
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Table 1 Experimental results using a pool of sample programs written in Java and varying in terms of size, number of IF-statements, nested-IF level and complexity of conditions ID



LOC



# Test cases



#IFs



Coverage (%)a



#Nested IFs



Estimation of condition complexityb



Execution time



Close-up GA run



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19



20 20 20 50 50 100 100 250 250 500 500 1000 1000 1250 1250 1500 1500 2000 2000



3 3 4 4 5 4 5 4 5 6 7 8 9 10 14 13 13 15 18



2 2 3 3 4 3 4 3 4 5 6 7 8 9 10 11 12 13 14



100 100 100 100 100 100 100 100 100 100 100 100 100 95 93 89 92 89 85



0 1 1 1 1 1 1 1 1 2 2 3 3 4 5 6 7 7 8



Simple Medium High Simple Medium Simple Simple Simple Medium Simple Medium Simple Medium Medium High Simple Medium High High



0 s 1 s 5 s 15 s 23 s 45 s 150 s 350 s 385 s  10 min 15 min 15 min 20 min 30 min 31 min 43 min 48 min 61 min 67 min



No No No No No No No Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes



a



Measured as the average of 15 runs. If a multiple condition has more than two predicates (e.g. A v B^C) then we characterize the program with high complexity. If the condition has only two predicates (e.g. A v B) then the complexity is medium, and for one predicate it is simple. b



data generation methods, which are brieﬂy outlined as follows:



Fig. 4. Testing coverage performance over time for program #15 (1250 LOC).



of targets T at generation 1500 and selects ti 2 T, for which it extracts a set of paths pt1 = {p1,1, . . . , p1,n}, for each of which it executes the genetic algorithm, initially for p1,1. After the genetic algorithm determines a test case that can reach t1 on p1,1, it selects t2. As it is shown on the ﬁgure, when the CU-GA failed to ﬁnd a test case for t5 on p5,1, it continued to the next available path, i.e. p5,2, for which it found a test case that could reach t5. The algorithm failed to ﬁnd a test case for target t7; thus, t7 was marked as unreachable (possibly infeasible) and the coverage percentage was conﬁned to 93%. 4.2. Comparative experiments category B This set of experiments compares the performance of the framework against ﬁve other widely known and used test



(i) Random test data generation. The algorithm generates randomly test cases without previous knowledge (i.e. input data and results) to modify or adapt its behaviour. It employs a certain coverage criterion (e.g. edge/condition coverage criterion) applied on the control ﬂow graph of a program to evaluate test cases. The algorithm uses the number of runs and the coverage criterion (e.g. percentage covered according to the criterion) as termination conditions. (ii) Gradient Descent (GD) based test data generation algorithm. The gradient descent (conjugate) uses the results of simulation runs to approach the local minimum. The initial test cases are generated randomly and each test case is evaluated using an objective function which returns a value according to the distance of satisfying the selected decision node. The objective value of each test case is used for taking steps proportional to the negative of the gradient at the current point. The step size is selected randomly and decreased automatically when new test cases result in worse objective values than the old test cases. (iii) Standard Genetic Algorithm for test data generation. The standard GA is designed as follows: a chromosome is a test case encoded as a bit string with the evolution starting from a randomly generated population of test cases. Each chromosome is evaluated simply by using the control ﬂow graph and counting the number of elements covered (edges, nodes) according to the coverage criterion. A new popula-
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tion is formed by selecting the best chromosomes in terms of covered elements and performing the mutation and crossover operations. The algorithm terminates when the set of obtained test cases satisﬁes fully the coverage criterion or after reaching a predeﬁned number of generations. The main diﬀerences of this simple GA with the BO-GA proposed in this paper lie with crossover and mutation, where in the standard GA only the inter-types are performed with no value domain selection. Additionally, the structures used in the standard GA are based on bit strings, as opposed to the proposed algorithms (BOGA, CU-GA) that use gene structures associated with a number of parameters. (iv) Diﬀerential Genetic Algorithm test data generation (diﬀGA (Michael et al., 2001)). The diﬀGA uses genetic algorithms to generate test cases utilizing an objective function related to the coverage percentage achieved. The algorithm starts by selecting the decision nodes one by one, e.g. (if (c P d) {do A} else {do B}), and by attempting to generate test data to execute these nodes. More speciﬁcally, the chromosomes in the GA population encode the test case input values. For each test case A = {a1, a2, . . . , an}, the algorithm selects randomly three mates from the population, let these be B = {b1, b2, . . . , bn}, C = {c1, c2, . . . , cn} and D = {d1, d2, . . . , dn}; then a probability p is used to select input values from test case A for further processing (alteration) as follows: for each selected value ai, the algorithm calculates a0i ¼ bi þ wðci  d i Þ, where w is a value speciﬁed by the user. In case a0i gives a better value for the objective function than ai it replaces ai, otherwise ai remains unchanged. The objective function uses the test cases to estimate how close the execution came to satisfy the selected decision node. The aforementioned algorithms, as well as the proposed ones, were executed on ﬁve well known programs, which are brieﬂy outlined as follows: (a) Binary Search: Searches a linear array A for ﬁnding a particular integer value N, by ruling out half of the data at each step. Array A is sorted in increasing order. If N is found then its position in the array is returned; otherwise the value 1 is returned. (b) Insertion Sort: A new element N is inserted into an already sorted array A. The array size is increased by one; the new element is added to the array in the proper position so that all the items in the array remain sorted. (c) Bubblesort: A simple sorting algorithm which works by repeatedly stepping through the list to be sorted, comparing two items at a time and swapping these two items if they are in the wrong order. The travers-



ing of the list is repeated until no swaps are necessary, that is, the list is sorted in the desired order. (d) Quadratic formula solver: Solves polynomial functions of the form f(x) = ax2 + bx + c. (e) Triangle Classiﬁcation: Given the three sides (lengths) of a triangle it performs classiﬁcation in certain categories (e.g. equilateral, isosceles, scalene etc.). Table 2 lists the comparative results obtained after the execution of each alternative algorithm on the ﬁve aforementioned small programs. Our proposition achieves 100% edge/condition coverage regardless of the program under testing, something which does not hold for the rest of the algorithms. The random approach performs worst in overall terms as it achieves low coverage in three of the ﬁve programs, with the lowest percentage being the one for the quadratic formula. A similar, but slightly better picture, is observed with the GD, GA and diﬀGA algorithms, which present consistent results failing to cover fully the last two programs of the table. Worst case is again the quadratic formula followed by the triangle classiﬁcation. In addition, it is quite interesting to note that the simple GA, developed for comparison purposes only, presents an equal or even more successful execution compared to the diﬀGA algorithm, which, in our opinion, constitutes a quite sophisticated testing tool as it involves tuning mechanisms that drive the GA to achieve higher coverage percentages. This is something that we believe is worthy of further investigation; therefore, we decided to analyse the triangle classiﬁcation case and attempt to locate the areas of code and the associated causes that may lead test generators to fail. The analysis is presented in the next category of experiments.



4.3. Comparative experiments category C – Triangle classiﬁcation program analysis Test case generators may encounter a number of problems when generating test cases for complex statements, such as those found in the triangle classiﬁcation program (Fig. 5). While the execution of most of the elements in Table 2 Comparative results using diﬀerent test data generation algorithms on a number of benchmark programs aiming at achieving edge/condition coverage Program under testing
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Fig. 5. Control ﬂow graph for the triangle classiﬁcation program.
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the control ﬂow graph may be achieved in a random way, some elements may require the positive evaluation of speciﬁc requirements. In the triangle classiﬁcation program, for example, dynamic generation algorithms may fail to ﬁnd test data for the input parameters to satisfy the conditions i > 0, j > 0, k > 0 (nodes A1, A2, A3 and edge 3 in Fig. 5) and equality i = j = k (node B1, C1, D1 in Fig. 5). The problem in such a case is not how to generate test cases or how to evaluate the test case results, but rather the countless possible input parameters’ values in association with the stopping criterion indicating the maximum number of generations or time to elapse before the algorithms give up. Within this time frame the algorithms must search the domain space and discover test cases that satisfy the speciﬁc test requirements; thus, searching is highly dependent on the domain space size. If this size is quite large the probability of missing (not hitting) the right values is also high. The proposed algorithm utilises a domain control process, which starts with a small domain space [vmin, vmax] and modiﬁes its boundaries at each subsequent generation, e.g. with generations t1 and t2, where t1< t2, v1,min > v2,min and v1,max < v2,max. This allows searching in greater detail smaller domains at the beginning and gradually moving to searching larger spaces. In other words, at the beginning, the algorithm explores better the relations between the input parameters and therefore increases the probability of ﬁnding test cases that satisfy complex conditions, such as the {(i > 0),(j > 0), (k > 0)} & & i = j = k}. As the domain control may assist in satisfying complex conditions, it may, however, not be enough, since failing to ﬁnd some test cases may still have to do with the algorithmic approach. Related work on dynamic test generators, use the complete control ﬂow graph (i.e. all the available paths) to generate the test cases even when the searching is focused on exercising speciﬁc nodes or edges, e.g. (Michael et al., 2001). Using all the available paths may cause problems to the performance of the algorithm, especially when the test generator uses the population-based approach. In the case of a genetic algorithm the population can result in chromosomes that try to exercise the edge or node from an infeasible path. For example, if P1, P2, P3 and P4 are paths containing the uncovered edge e, but the only way to exercise e is via the P3 path, (i.e. the conditions at higher nodes in P1, P2 and P4 are such that all three of the paths are infeasible), then by using all of the paths to generate test cases results in a ‘‘biased” population. With this we mean that the population includes chromosomes which essentially move the generation away from the optimum. When our algorithm (BO) fails to ﬁnd a test case to execute e, the CU algorithm focuses on each path (P1, P2, P3 or P4) individually, one at a time. When a path is selected, the algorithm modiﬁes the ﬁtness function according to the selected path, i.e. the calculated ﬁtness values depend only on the edges of the selected path. Thus, potential good test cases for path P3 are not biased with other test cases of alternative paths (P1, P2, P4) and the



overall ﬁtness values of the generations are freed from ‘‘bad” chromosomes’ participation. Fig. 6 presents an analysis of the edges and conditions covered in the triangle classiﬁcation control ﬂow graph of Fig. 5, using the test cases reported in Michael et al., 2001 (diﬀGA algorithm) and those generated by the proposed algorithms. The diﬀGA (top side) covers a total of 28 edges out of 32 and 11 conditions (simple predicates) out of 17, reaching an overall coverage percentage of 79.6%. The diﬃculty of the diﬀGA seems to lie with conditions requiring speciﬁc values for diﬀerent operands, as in the case of (i = j = k) which constitutes a prerequisite for covering edges 20 and 21 of Fig. 5, or the simultaneous satisfaction of more than one conditions, as in the case of ((tri == 1) & & (i + k > j)). When such cases arise the attempt to ﬁnd the test data to cover the unvisited edge or node on the control ﬂow graph using all the paths that contain the unvisited element seems to exhaust the genetic algorithm as it strives to base its evolution on possibly infeasible paths and ﬁnally gives up before ﬁnding the right input values. The proposed algorithms, on the other hand, as shown in the analysis of Fig. 6, overcome this type of obstacle by focusing only on one path containing the unvisited element at a time (close-up) and indeed succeed to handle eﬃciently the diﬃcult condition cases mentioned above. Thus, every edge and condition is executed successfully by the resulted test data. It should be noted at this point that the coverage percentage reached by the diﬀGA algorithm as calculated in the analysis of Fig. 6 is less than the 84,3% originally reported in Michael et al. (2001) (p. 1098). This may be the result of the evaluation followed by C and Java as regards multiple conditions, where the smallest number of operands needed to determinate the result of the expression is taken, as we describe in the footnote located at the lower part of the ﬁgure, thus leaving subsequent conditions unevaluated (we marked this case with ‘‘?”). 4.4. Comparative experiments category D The experiments of this category aim to compare the performance of the random, gradient descent and standard genetic algorithm with that of the proposed algorithms in terms of coverage percentage and time response. The four alternative test data generation approaches are executed on the three most complex sample programs reported in the ﬁrst category of experiments (last three rows of Table 1). Table 3 shows that the proposed framework performs best in coverage terms, with an average of nearly 90% of the code being tested adequately under the edge/condition criterion. The GD algorithm and the standard GA present an equal coverage ability, as well as time performance, while the random approach results in the worst test data. It is interesting to note that it takes the proposed algorithms longer to reach the ‘‘optimum” set of test data, where in some cases it doubles the minimum time achieved
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Fig. 6. Analysis of the execution of the triangle classiﬁcation program using test data produced by the diﬀGA algorithm (Michael et al., 2001) (top half) and those generated by the proposed algorithms (lower half).



Table 3 Comparative results using diﬀerent alternative test data generation algorithms on three sample programs with diﬀerent size and complexity, aiming at achieving edge/condition coverage



time, but the success of results justiﬁes this overhead, a cost which actually does not diminish its highly accurate performance.
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by the alternative approaches. This is quite natural, though, as the termination conditions in the alternative algorithms are activated much sooner because the process does not improve coverage during the iterative steps. In our case it is the CU algorithm that consumes this extra



5. Conclusions and future work This paper presented a complete framework for dynamically generating test cases. The framework integrates a basic program analyser (BPAS) and a test generation system (ATCGS). BPAS is capable of analysing JAVA programs, creating control ﬂow graphs, determining code covered by test cases and visualising the results on the control ﬂow graphs. On the other hand, ATCGS retrieves program data by utilising BPAS, searches the input space and determines a near to optimum set of test cases with respect to the edge/decision criterion. ATCGS comprises the Batch Optimistic (BO) and the Close-Up (CU) algorithms. The former, utilises a specially designed genetic algorithm to evolve sets of test cases with the aid of the complete control ﬂow graph. Each gene encodes a test case, such as the values of input parameters and the exercised statements, and each chromosome encodes a set of test cases. The CU algorithm, which runs after the BO algorithm, focuses on
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speciﬁc paths in order to ﬁnd test cases for the unreachable elements. Given an unreachable element, the CU runs on each path containing the element separately using control ﬂow graph transformation. The major contributions of this work are the complete test case generation framework and the novel testing approach, which, according to the empirical results, outperforms similar approaches. First, the framework can generate test data for the edge/condition decision criterion, which is higher in the testing hierarchy than edge, statement and condition used by similar approaches. Second, the framework combines many-to-many test cases generation (batch-optimistic) and one-to-one path oriented test cases generation (close-up). The former enables fast extraction of most or all of the test cases, whereas the latter focuses on targets and paths for overcoming obstacles, such as the ﬁtness landscape caused by the path problem, and generating test cases for the hard-to-test parts of the code. Third, the framework illustrates its ability to generate test cases achieving higher coverage when compared to similar approaches with standard and randomly generated programs. The paper describes four sets of experiments carried out to evaluate the framework. The ﬁrst set involved a number of sample programs written in Java varying in terms of complexity and size, for which test inputs were generated under the edge/condition coverage criterion. The results showed that our algorithms achieved remarkably high percentage coverage, even for large programs of 1000–2000 lines of code, with many nested-IFs and more than two predicates in decision nodes. The second set of experiments utilised ﬁve widely known programs as benchmarks and compared our algorithms with other alternative test data generation methods, such as the random, gradient descent, standard genetic and diﬀerential genetic (diﬀGA) (Michael et al., 2001) algorithms. The comparison suggested the superiority of the proposed scheme over the rest of the algorithms and indicated its ability to overcome known limitations related to the type of conditions present in the code. Our arguments were further enhanced by the third category of experiments, which, using the triangle classiﬁcation case, attempted to analyse the behaviour of the proposed algorithms in comparison with that of the diﬀGA approach by focusing on those ‘‘diﬃcult” conditions that may lower coverage success and showing how these are handled by our approach. Finally, the last category compared the random, gradient descent, standard genetic and our algorithms using the three most complex sample programs reported in the ﬁrst set of experiments. This comparison was also in favour of the proposed testing approach. Commenting on the length of the programs our proposition is able to handle, we should note here that the program analyser runs on a unit basis, i.e. creates a control ﬂow graph for each method of the program under testing. This allows the test case generation system to test arbitrarily large programs by isolating smaller, independent parts (units) and applying the testing process described pre-



viously. Essentially, the framework initiates a new testing process for each unit (method) of the program under testing, i.e. a new control ﬂow graph and a new required set of test cases for each method. As a result, in unit testing, the complexity for testing a program of n methods is practically equal to that of testing n programs, each comprising only one method; this is why test case generation systems assess testing eﬃciency in relation to the maximum LOC of the method(s) involved and not to the whole program. To demonstrate the eﬃciency of our framework, we reported programs that included methods of up to 2000 lines of code (LOC), far beyond the limit posed by industrial standards so as to preserve the ease of understanding and promote future maintenance. Extending this concept, the framework may be easily applied on software applications of any size as regards number of code statements, with only one additional step, that of identifying and isolating the application’s independent units. Another part of this work that is worthy of discussing is the limitations faced by BPAS (Basic Program Analysis System) in dealing with some characteristics of the object oriented approach. While BPAS is able to identify every object oriented (O–O) feature including class-based features, such as inheritance and static initialisation within the class, the control ﬂow graph, due to its nature, can depict only method-based features, such as calls to other methods, control ﬂow in a method and declaration, local initialisation and usage of variables (e.g. objects, arrays, primitive types) within the method, etc. This control ﬂow graph limitation, i.e. the inability to describe class-based features, enables the use of the control ﬂow graph only for representing methods’ details, whereas method calls may be shown as links to other, independent control ﬂow graphs. Likewise, the code coverage system, which runs on the control ﬂow graph, is limited on what is captured by the control ﬂow graph, i.e. method-based features. Nevertheless, the test case generator is not bounded to the structure of programs since it only uses the code coverage results to adapt its behaviour. Thus, by modifying and extending the notions of the classic control ﬂow graph with O–O features, the proposed framework will be able to perform test case generation by considering complete classes as units. Currently we are working on modelling these class-based features, i.e. inheritance and global initialisations, in a multilayer Object Oriented Control Flow Graph (OOCFG); the OOCFG will combine features from the conventional control ﬂow graph and UML and will be able to represent diﬀerent methods called in a layered structure, where control will ﬂow from the calling layer to the called and back. Further to this, runtime object oriented features, such as polymorphism and dynamic (late) binding, cannot be depicted on static code representations, such as the control ﬂow graph, as the correct method is called at runtime. Again, using the multilayer object oriented graph, we will be able to show the non-runtime binding on the control ﬂow graph (possible bindings) and determine the actual binding (late binding) during program execution.
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The layered architecture and the independency between the various modules of the proposed testing framework provide ample room for future work. In this context we plan to utilize the architecture in two further research steps. The ﬁrst will attempt to generate test data for solving all the equations present on a certain path of the CFG. More speciﬁcally, we intend to traverse each path by creating an associated set of equations either in the form of variables assignment or conditions included in decision points. After a short pre-processing of these equations and substitution of variables (wherever possible) to reduce them in number, a new genetic algorithm will be designed to evolve test data that will satisfy (i.e. solve) each of these equations. The ﬁnal set of test data (optimal) will be deﬁned as the one that will satisfy every equation in the paths extracted via the CFG. The second attempt will focus on dataﬂow coverage. Following a similar approach we will construct the dataﬂow graph and using the associated criteria (e.g. all_du paths) we will develop a dedicated genetic algorithm to produce automatically test data for satisfying the selected dataﬂow criterion. This will require special forms of ﬁtness functions to reﬂect dataﬂow instead of control ﬂow based evolutions. Both research steps will provide results so that a comparative study with those reported in this paper becomes feasible. References Baresel, A., Sthamer, H., 2003. Evolutionary testing of ﬂag conditions. In: Lecture Notes in Computer Science 2724: Proceedings of the Genetic and Evolutionary Computation Conference (GECCO 2003), Chicago, IL, USA, July 2003, pp. 2442–2454. Baresel, A., Binkley, D., Harman, M., Korel, B., 2004. Evolutionary testing in the presence of loop-assigned ﬂags: a testability transformation approach. In: Proceedings of the 2004 ACM SIGSOFT International Symposium on Software Testing and Analysis. Massachusetts, Boston, USA, pp. 108–118, July. Barr, T., 2004. Architectural overview of the computational intelligence testing tool CI-tool. In: Proceedings of the Eighth IEEE International Symposium on High Assurance Systems Engineering (HASE’04), Tampa, FL, March 2004, pp. 269–270. Berndt, D.J., Watkins, A., 2004. Investigating the performance of genetic algorithm-based software test case generation. In: Proceedings of the Eighth IEEE International Symposium on High Assurance Systems Engineering (HASE’04), Tampa, FL, March 2004, pp. 261– 262. Bertolino, A., 2007. Software testing research: achievements, challenges, dreams. In: Proceedings of the 29th International Conference on Software Engineering (ICSE 2007): Future of Software Engineering (FOSE’07), Minneapolis, MN, USA, May 2007, pp. 85–103. Bottaci, L., 2002. Instrumenting programs with ﬂag variables for test data search by genetic algorithms. In: Proceedings of the Genetic and Evolutionary Computation Conference, New York, USA, July 2002, pp. 1337–1342. Boyapati, C., Khurshid, S., Marinov, D., 2002. Korat: automated testing based on java predicates. In: Proceedings of the 2002 ACM SIGSOFT International Symposium on Software Testing and Analysis (ISSTA’02), Roma, Italy, July 2002, pp. 123–133. Cadar, C., Ganesh, V., Pawlowski, P.M., Dill, D.L., Engler, D.R., 2006. EXE: automatically generating inputs of death. In: Proceedings of the 13th ACM Conference on Computer and Communications Security, Alexandria, VA, USA, October 2006, pp. 322–335.
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