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Abstract Empirically, bank equity value is decreasing in the interest rate. Yet (i) many banks do not hedge interest rate risk and (ii) above 50% of hedging banks use derivatives to increase exposure. We model a bank’s capital structure, and show that these facts are consistent with optimal hedging under financial frictions. Novel predictions on the characteristics of banks taking long or short interest rate derivative positions are tested, and supported by the data. Therefore, banks’ derivatives exposures are not necessarily evidence of excessive risk-taking, and can be explained by hedging in the presence of frictions. More broadly, our results challenge the view that “hedging” and “speculative” positions can be identified using the comovement between derivatives payoffs and equity value. J.E.L. Codes: G21; G32; E43. Keywords: Interest rate risk; Derivatives; Bank capital structure; Hedging
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Introduction



Interest rate risk is a structural feature of banking. Banks expose themselves to interest rate risk by investing in long-duration assets out of short-duration liabilities. Consequently, bank equity value is decreasing in the level of interest rates. This fact has important implications. First, drops in bank capitalization due to interest rate spikes can threaten financial stability and affect macroeconomic outcomes (Holmström and Tirole, 1997; Brunnermeier and Sannikov, 2014). Second, in terms of policy, central banks often respond to financial shocks by cutting interest rates, which de facto recapitalizes banks (Diamond and Rajan, 2012). In this context, understanding banks’ exposure to interest rate risk is critical for monetary and macro-prudential policy. We start by establishing two puzzling facts. First, a large fraction of banks do not hedge interest rate risk, even though their exposure to interest rate shocks is sizable. Specifically, more than 90% of US banks do not participate in the interest rate derivative market, which would enable them to reduce fluctuations in their net worth. Second, and perhaps more surprisingly, a large fraction of hedging banks, above 50%, use derivatives to take additional exposure to interest rate increases. Both facts are pervasive over time, and may seem inconsistent with the view that banks are hedging in derivatives markets. For example, Begenau, Piazzesi, and Schneider (2015) rely on related findings to conclude that there is “little evidence that these positions are used to hedge other positions such as loans.” A possible interpretation is that banks engage in excessive risk-taking due to moral hazard (Fahri and Tirole, 2012). In this paper, we model the capital structure of a bank, and show that all of the above facts are consistent with optimal hedging under financial frictions. We use the model to derive novel predictions on bank characteristics associated both with the sign of hedging positions and with the absence of any hedging. We test these predictions in US data and find strong support for them. We conclude that, in the presence of financial constraints, observed derivatives positions can be explained by hedging. The model reflects important features of banks relative to non-financial firms. Specifically, loans are financed by issuing deposits. A reserve requirement limits the amount of deposits that can be held. When falling short of reserves, the bank issues either interbank debt or equity. In the model, incentives to engage in interest rate risk 2



management arise from the existence of financial frictions, as in Froot, Scharfstein, and Stein (1993): (i) a collateral constraint limits the bank’s ability to raise interbank debt; and (ii) issuing equity is costly. The bank aims to secure funds for states in which the optimal issuance of new loans is large and financing constraints may lead to credit rationing. Risk can be managed either by preserving unused debt capacity or by using derivatives, in the form of interest rate swaps. We study the optimal hedging policy of the bank to derive predictions. To begin with, we show that the equity value of the unhedged bank is decreasing in the interest rate, consistent with stylized facts. Then, we obtain a number of novel predictions pertaining to the sign of hedging positions taken by banks, as a function of their characteristics. We show that financial frictions provide incentives to hedge both increases and decreases in interest rates. Which position is taken depends on the friction that is most important for the bank. Intuitively, if it is presently constrained in its access to the debt market, the bank can enhance its credibility to repay debt by hedging against future high-interest-rate-states, in which its equity value will otherwise be low. Doing so, a bank increases its current debt capacity and ability to lend. In contrast, if low interest rates are likely to boost optimal lending in future periods, funds will be most valuable when interest rates drop. Therefore, the bank can use derivatives to hedge interest rate decreases, absent any speculative motive. We test the predictions of the model, and find that they are strongly supported in US data. We use the full sample of US banks filing Call Reports over the 1995Q12015Q4 period. The model predicts that banks hedge against interest rate increases when they are financially constrained and have large current funding needs. In the data, we find that more levered banks are more likely to hedge interest rate increases. Using bank fixed effects, we also show that a given bank is more likely to increase such hedging positions precisely in quarters when its current funding needs are large. Additionally, the model predicts that banks faced with more volatile or more persistent lending opportunities are more likely to hedge decreases in interest rates. This prediction is also confirmed in the data, using several measures of volatility and persistence. Therefore, we conclude that reasonably calibrated financial frictions can explain the (seemingly puzzling) risk management behavior of banks. In contrast, basic patterns
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are inconsistent with the view that reported derivative exposures are evidence of riskseeking due to implicit or explicit guarantees. Indeed, we do not observe significant differences in the type of positions taken by small and large banks. Furthermore, all our results are robust to controlling for bank size. An auxiliary prediction of the model is that interest rate derivatives are not used by all banks, also consistent with the data. This is because hedging requires net worth: to take derivatives positions, collateral needs to be pledged. Therefore, the collateral pledged on derivatives is no longer available to obtain interbank debt financing. For constrained banks, financing concerns override hedging concerns, and these banks optimally do not hedge. This result is reminiscent of Rampini and Viswanathan (2010), with one important difference. In their model, hedging always reduces debt capacity. In contrast, hedging positions in our model can increase present debt capacity. This occurs if swap contracts increase the value of the lowest possible future net worth, against which debt is collateralized. We find that this additional mechanism is important to match the data on the type of derivatives positions taken by banks. In spite of this difference, a positive relation between bank net worth and hedging still prevails, in line with empirical evidence (Rampini, Viswanathan, and Vuillemey, 2015): banks with low net worth hedge less, or do not hedge at all. There are two important implications of our results. First, the results challenge the view that “hedging” and “speculative” positions can be identified using the comovement between derivatives payoffs and equity value. Banks in our model may hedge decreases in interest rates, even though their equity value is decreasing in the level of interest rates. This hedging policy is the optimal response to financial frictions, absent any speculative motive or any risk-seeking incentive due to moral hazard. Second, the fact that banks do not completely hedge tradable risks should not be considered a puzzle, even though shocks to their net worth have large macroeconomic effects. Overall, our results call for a careful understanding of the financial frictions faced by banks before policy implications are drawn and regulation of exposures is designed.
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Related literature In an environment where interest rates have been at historically low levels for years, interest rate risk is arguably a first-order concern for banks. However, the literature on interest rate risk is limited. Begenau, Piazzesi, and Schneider (2015) show that US banks increase their exposure to interest rates through their derivatives positions, and conclude that these banks do not hedge. We document a similar fact, but show that it is consistent with hedging under financial frictions.1 To the best of our knowledge, Di Tella and Kurlat (2016) is the only other paper where such derivative exposures result from optimal hedging. In their model, banks optimally take losses when interest rates rise, because they expect higher spreads on deposits going forward. We instead emphasize the role of financial frictions, and test predictions on the coexistence of banks with long and short interest rate derivative positions. Rampini, Viswanathan, and Vuillemey (2015) show that financial constraints impede interest rate risk management by US financial institutions, but do not explain the type of positions that banks take. Finally, Jermann and Yue (2013) and Bretscher, Schmid, and Vedolin (2016) study interest rate risk hedging by non-financial firms. A few papers show that limited interest rate risk hedging by banks matters for the macroeconomy. Purnanandam (2007) and Landier, Sraer, and Thesmar (2015) show that banks’ exposure to interest rate risk affects the transmission of monetary policy. In Brunnermeier and Sannikov (2016), banks’ exposures to interest rates leave room for redistributive monetary policy. We proceed by discussing stylized facts in Section 2. Then, we introduce the model in Section 3 and calibrate it in Section 4. Interest rate risk management is described in Section 5, while Section 6 derives and tests predictions about banks’ derivatives positions. Section 7 show that not all banks hedge using derivatives. 1



Other dynamic models of bank capital structure have focused on different questions. Sundaresan and Wang (2014) study the optimal liability structure of a bank. De Nicolo, Gamba, and Lucchetta (2014), Hugonnier and Morellec (2017) and Mankart, Michealides, and Pagratis (2016) study capital and liquidity requirements. Gornall and Strebulaev (2013) explain the high leverage of banks.
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2



Stylized facts



We start by establishing three stylized facts. We use data on US commercial banks from the Call Reports. Stylized fact 1. Bank equity value is decreasing in the level of interest rates. This first fact has been documented in previous empirical work. Flannery and James (1984) and English, Van den Heuvel, and Zakrajsek (2013) find a negative relation between the level of interest rates and the market valuation of bank equity. Furthermore, both papers show that the interest rate sensitivity of bank stock prices correlates with measures of maturity mismatching: banks holding more long-duration assets relative to liabilities face a larger drop in equity value in response to increases in interest rates. In the presence of financial frictions, banks may be expected to completely hedge tradable risks, including the interest rate risk that gives rise to Stylized fact 1 (Froot et al., 1993; Froot and Stein, 1998). Instead, the second stylized fact shows evidence of limited hedging by US banks. Stylized fact 2. A large fraction of banks do not hedge interest rate risk in derivatives markets. To show this, we define gross hedging for bank i at time t as Gross notional amount of interest rate derivatives for hedging of i at t Gross hedgingit =



Total assetsit



,



(1)



where we include all types interest rate derivatives (swaps, futures, etc.) in the numerator. Furthermore, we exploit a breakdown in the US Call Reports between derivatives held for trading or held for hedging, and focus only on the latter; see Appendix A for details. As seen in Panel A of Table 1, gross hedging is equal to zero at the 90th percentile, implying that a large fraction of banks never use interest rate derivatives. Furthermore, the fraction of banks hedging is monotonically increasing with size. However, even within the top quintile of the size distribution, only 18.6% of banks hedge on average. Relatedly, Rampini et al. (2015) show that non-hedging banks do not
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have lower on-balance sheet exposure to interest rates and that, conditional on hedging, hedging is incomplete. Therefore, both hedging and non-hedging banks retain exposure to interest rates. Finally, we introduce a third and novel stylized fact. Stylized fact 3. A large fraction of banks use derivatives to hedge interest rate decreases, i.e., are net payers when interest rates increase and their equity value is low. To provide evidence, we define net hedging for bank i at date t as Net hedgingit =



Pay-fixed swapsit − Pay-float swapsit , Total assetsit



(2)



where we again include only derivatives held for hedging purposes. As explained in Appendix A, net hedging can only be computed for a subset of banks (21.2 % of firm-quarters for which gross hedging is non-zero). A positive (resp. negative) value of net hedging means that a bank is taking a net pay-fixed (pay-float) position, i.e., receives cash flows when interest rates increase (decrease). In Panel B of Table 1, we show the distribution of net hedging, conditional on it being non-zero. In the pooled sample, the mean of net hedging is negative, while the median is negative but close to zero. Therefore, for more than 50% of banks, derivative exposures turn into liabilities when interest rates increase, i.e., when their equity value is already decreasing. Using a factor model, Begenau et al. (2015) also find that the total value of US banks’ derivatives portfolio declines when interest rates rise. This fact is pervasive over time, as Figure 1 shows. Stylized facts 2 and 3 can be seen as puzzling given Stylized fact 1, and may be interpreted as evidence of risk-seeking. Instead, we show that a model of bank capital structure with financial frictions can simultaneously rationalize all three stylized facts.
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The model



Time t is discrete and the horizon infinite. Each period, the bank’s managers take decisions on (i) lending, (ii) financing and (iii) hedging. They are not subject to agency conflicts and maximize the wealth of risk-neutral equity holders.
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3.1



Loans and cash flows



We start with a description of the bank’s cash flows and lending policy. At the beginning of each date t, the bank observes two shocks {zt , rt }. zt is a real shock affecting its cash flows and rt is the risk-free rate between dates t and t + 1. Both shocks are modeled under Assumption 1. Assumption 1. The shocks zt and rt take values in compact sets Z ≡ [z, z] and R ≡ [r, r], respectively, with r > 0. They jointly follow a first-order Markov process. The conditional distribution at date t of next-period shocks is denoted g (zt+1 , rt+1 |zt , rt ) and is common knowledge. We denote r∗ the unconditional mean of rt . The bank enters each period t with a stock of loans in place at . Upon observing {zt , rt }, it realizes net cash flows π (at , zt , rt ), and pays a proportional tax τ ∈ (0, 1) on them. π(.) includes interest payments received from outstanding loans, and is net of interest payments made on deposits. Therefore, it can be interpreted as the bank’s net interest income, with the only difference that interest payments on interbank debt are not subtracted.2 Net cash flows satisfy Assumption 2. Assumption 2. π (at , zt , rt ) is continuous with π (0, zt , rt ) = 0, limat →∞ πa (at , zt , rt ) = 0 and satisfies (A1.1) πa (at , zt , rt ) > 0, (A1.2) πaa (at , zt , rt ) < 0, (A1.3) πz (at , zt , rt ) > 0 and (A1.4) πr (at , zt , rt ) ≤ 0. It takes the functional form π (at , zt , rt ) = eγ(r



∗ −r



t)



zt aθt ,



(3)



where θ ∈ (0, 1) and γ ≥ 0. Assumptions A1.1 and A1.2 ensure the concavity of cash flows in asset size, therefore capturing the decreasing creditworthiness of marginal borrowers (Dell’Ariccia and Marquez, 2006). By A1.3, cash flows are larger when real conditions are better. Assumption A1.4 states that net cash flows are lower when the interest rate is higher. Several economic mechanisms motivate this assumption. First, while floatingrate assets reprice in response to an interest rate increase, fixed-rate long-term assets 2



These interest payments are explicitly modeled, together with interbank debt (see Section 3.3).
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do not reprice immediately and continue to earn a lower interest rate. Instead, shortterm liabilities reprice more quickly, therefore squeezing banks’ net income.3 Second, default rates by borrowers holding adjustable-rate loans are higher when interest rates are high, implying that bank cash flows are lower (Campbell and Cocco, 2015). The sensitivity of cash flows to the interest rate is captured by γ. If γ = 0, net cash flows do not depend on rt . Whenever γ > 0, the term eγ(r



∗ −r ) t



introduces an additional



source of exposure to interest rate shocks and yields a more realistic risk management problem. Since the unconditional expectation of r∗ − rt is zero, there is no impact of interest rates on net cash flows in a steady state where rt = r∗ . Lending is modeled under the simplifying assumption that a constant share δ ∈ (0, 1) of loans matures each period. Incremental bank lending it is it = at+1 − (1 − δ)at ,



(4)



where δ < 1 ensures that the average loan maturity exceeds that of one-period debt, modeled below. Thus, the bank engages in maturity mismatching.



3.2



Deposits and reserve requirement



We turn to bank financing. We start with deposit financing, which has two dimensions. ¯ While simplifying, First, the bank enters each period with a fixed stock of deposits d. the assumption of a fixed stock of deposits reflects the fact that retail deposits are publicly insured, thus sticky (Hugonnier and Morellec, 2017). Second, the dynamics of deposits is linked to bank lending. Lending it is financed by issuing deposits. When it lends, the bank credits the deposit account of a borrower by the principal amount of the loan. Loans received are used by borrowers to make payments, modeled under Assumption 3.4 Assumption 3. New loans it are used by borrowers to make payments in period t. These payments are made to agents with deposit accounts located in other banks. 3



Drechsler, Savov, and Schnabl (2015) show that this mechanism is mitigated if banks use market power to delay raising interest rates on deposits. 4 Loans received can also be drawn down to be held in cash. It is irrelevant in this model whether outflows from the bank are held in cash or deposited at other banks. Furthermore, Assumption 3 is easily relaxed by considering that a constant fraction of new deposits stays on deposit accounts within the bank.
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Assumption 3 makes it possible to obtain a simple law of motion for deposits. While loans are financed by issuing new deposits, the fact that these deposits are immediately used to make payments implies that they are no longer on a borrower’s bank account at t + 1. Furthermore, since payments made out of new loans are directed towards agents with deposit accounts at other banks, these new deposits do not stay on other accounts within the same bank. Instead, when lending it , the bank has to draw down it from its reserves to face a corresponding deposit outflow. Therefore, the dynamics of deposits is ¯ dt = d,



(5)



even though deposits are issued each time loans are made.5 The amount of deposits that can be kept on balance sheet is limited by a reserve requirement, i.e., deposits cannot be larger than a constant multiple of reserves held on a central bank account. Reserves at the beginning of date t are denoted mt , and any financing or lending decision affects the end-of-period stock of bank reserves. To satisfy the reserve requirement, the bank’s lending and financing decisions in each period must be such that mt+1 ≥ α, d¯



(6)



where mt+1 denotes reserves at the beginning of t + 1, and α ∈ [0, 1]. Reserves do not bear interest, and are therefore costly for the bank.



3.3



Interbank debt



A shortage of reserves can exist for the bank if current lending is large relative to existing reserves. Indeed, due to Assumption 3, new loans induce deposit outflows, thus reserve outflows. When faced with a shortage of reserves, the bank can turn to external sources of funds: either interbank debt or equity. Symmetrically, the bank can lend or pay out reserves in excess of the requirement in Equation (6). We restrict attention to riskless net interbank debt, denoted b. This debt can be interpreted either as interbank debt stricto sensu, but also as any form of wholesale 5



Interest payments on deposits are not modeled explicitly, as they are accounted for in net cash flow π(.). These interest payments are assumed to be withdrawn by depositors each period, so that the stock of deposits does not grow with interest payments.
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funding, such as repo contracts or central bank funding. Our focus on riskless debt is consistent with the latter two forms of debt, which are effectively riskless because of collateralization. Furthermore, even unsecured sources of short-term funding are close to riskless, since access to unsecured wholesale funding is restricted to highgrade issuers (Pérignon et al., 2016). Here, debt is riskless due to full collateralization, discussed in Section 3.5. Interbank debt takes the form of discount loans. Upon choosing bt+1 to be repaid at t + 1, the bank obtains bt+1 / (1 + rt ) in reserves at t. If bt+1 < 0, the bank is lending reserves and earns interest rt at t + 1. Interests paid on debt are tax-deductible. When repaying bt at t, the bank gets a tax deduction, τ bt rt−1 / (1 + rt−1 ). If it is a lender in the interbank market, the bank pays taxes on interest earned.6 The facts that reserves do not earn interest and that reserves in excess of the requirement α can be lent at a strictly positive after-tax rate imply that the bank never holds excess reserves. Constraint (6) is always binding, mt+1 = αdt .



(7)



Since dt = d¯ (Equation 5), the reserve stock is constant.



3.4



Interest rate derivatives



Next, we turn to hedging. Intuitively, the incentives of the bank to hedge arise from constraints on its ability to access external funding. Indeed, for interbank debt to be riskless, the amount that can potentially be borrowed is capped by a collateral constraint, and the bank must then turn to more expensive sources of funds, as discussed below. Due to these financial constraints, the bank optimally wants to avoid states where its financing needs are large, due to large lending opportunities, but where its financing is limited. This mechanism provides a rationale for using derivatives to transfer resources across future states associated with different needs for external funds. We restrict attention to hedging of interest rate risk. Interest rate derivatives 6



This tax structure ensures that it is never optimal to simultaneously borrow and lend in the interbank market. It is therefore consistent with our focus on net debt.
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are modeled as swaps, the most widely used contract in the data. A one-unit swap contract traded at t mandates the payment at t + 1 of a fixed swap rate (known at t) in exchange for the variable rate rt+1 (realized at t + 1). Swaps are provided by risk-neutral dealers, who price them fairly.7 The swap rate equalizes the present value of the fixed leg and of the floating leg of the contract at inception. At any date t, the swap rate equals the current interest rate plus a (possibly negative) premium pt solving rt + pt = Et [rt+1 |rt ] .



(8)



The notional amount of swap contracts traded at t is denoted st+1 . Whenever st+1 > 0, the bank has a pay-fixed position, i.e., commits to pay a fixed rate st+1 (rt + pt ) at t + 1, and to receive a floating rate st+1 rt+1 . Symmetrically, the bank has a pay-float position if st+1 < 0. When taking a pay-fixed (respectively, pay-float) position, the bank is insuring against increases (decreases) in the interest rate: it is a net receiver of funds on its swap position at t + 1 if rt+1 is high (low), and a net payer otherwise. We restrict attention to risk-free swap contracts, and discuss collateralization in Section 3.5. In derivatives markets, the collateralization of exposures to mitigate counterparty risk is widespread (Duffie, Scheicher, and Vuillemey, 2015). Since swaps are risk-free, pt does not incorporate a default premium.



3.5



Net worth and collateral constraint



Before closing the model, we formulate a necessary constraint for both debt and swaps to be riskless in each period. The existence of a collateral constraint is consistent with our above pricing equations. 7



The distinction between dealers and end-users in derivatives markets is neat. Fleming, Jackson, Li, Sarkar, and Zobel (2012) find that the interest rate derivatives market is concentrated around a few dealers. In the CDS market, where the network structure is best documented, there are 14 dealers concentrating most intermediary activities between hundreds of end-users (Peltonen, Scheicher, and Vuillemey, 2014). Trading relationships not involving at least one dealer are rare.
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We start by defining a new state variable, net worth wt , as τ bt rt−1 1 + rt−1 −bt + st (rt − (rt−1 + pt−1 )) .



wt (at , bt , st ) = (1 − τ ) π (at , zt , rt ) + at +



(9)



Net worth corresponds to the bank’s available resources after assets and swaps in place have paid off, after maturing debt has been repaid, but before decisions on at+1 , bt+1 or st+1 have been made. It captures financial slack for the bank at t: for a given amount of lending at+1 , a low net worth wt is associated with a larger need for external funds. Importantly, a negative net worth is associated with a partial default on interbank debt and/ or swaps. For both debt and swap contracts to be risk-free, lenders and swap counterparties require the bank to repay outstanding contracts in all future states. We assume bank owners cannot abscond with part of the existing cash flows or loan stock. Since all contracts have a one-period maturity, the ability of the bank to take debt and swaps at t is limited by the lowest possible value of its net worth at t + 1, net of liquidation costs. We denote by κ ∈ [0, 1) the liquidation value of a one-unit loan. κ < 1 follows from Shleifer and Vishny (2011), who show that fire sales are a common response of banks to financial distress. We further assume that the tax benefit of debt is lost in case of liquidation. The collateral constraint writes as 0 ≤ min{wt+1 − (1 − κ)at+1 −



τ bt+1 rt }, 1 + rt



which can be rewritten as bt+1 + st+1 ((rt + pt ) − rˆt ) ≤ (1 − τ ) π (at+1 , z, rˆt ) + κat+1 ,



(10)



where rˆt , defined as rˆt (at+1 , st+1 ) = arg min wt+1 rt+1 ∈[r,r]



= arg min π (at+1 , z, rt+1 ) − st+1 ((rt + pt ) − rt+1 ) , rt+1 ∈[r,r]



(11)



is the interest rate associated with the lowest realization of net worth at t + 1, for 13



a given a choice of control variables at t. Therefore, by Equation (10), choices of (at+1 , bt+1 , st+1 ) must be such that debt and swap payments do not exceed the lowest possible value of after-tax cash flows at t + 1, plus the liquidation value of loans in place. We highlight two alternative interpretations of Equation (10). First, instead of a collateral constraint imposed by lenders and swap counterparties, Equation (10) can be seen as a capital constraint. Indeed, it ensures that future net worth does not fall below a given threshold. Similarly, regulatory requirements set capital levels so as to prevent bank equity to fall below a threshold with high probability (value-at-risk thresholds). Second, Equation (10) can be interpreted as a leverage constraint, since it sets an upper limit to the ratio of debt (excluding deposits) to total assets. It ensures that the bank still finds it optimal to repay debt in the state were its net worth is the lowest. Total equity value remains positive in this state, due to a positive continuation value after debt repayment. This constraint ensures that both interbank debt and swaps are risk-free.



3.6



The equity holders’ problem



To close the bank’s problem, the last source of funds is external equity. Denote et the amount of equity issued or paid out, net of issuance costs. It is determined jointly with lending and debt financing through the flow identity et = wt − at+1 +



bt+1 − η (et ) . 1 + rt



(12)



Equation (12) states that the surplus or shortage of funds after financing and lending decisions have been made is either distributed as dividend (et > 0) or obtained through equity issuance (et < 0). We highlight that swap contracts traded at t, that is, st+1 , do not enter flow of funds equations at t, since they mandate future payments only. External equity financing bears a cost, described in Assumption 4. Assumption 4. The cost of issuing equity, denoted η (et ), satisfies η (et ) > 0 if et < 0, and η (et ) = 0 otherwise. It has a fixed component and is increasing and convex in the
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amount of equity issued, η (et ) = 1{et 






(13)



with η0 , η1 , η2 ≥ 0. The functional form in Assumption 4 is consistent with empirical evidence, since underwriting fees include both fixed and rising marginal costs (Altinkilic and Hansen, 2000). The cost of issuing equity can be interpreted as flotation fees or taxes. The bank simultaneously chooses lending at+1 , financing bt+1 and hedging st+1 each period to maximize the expected value of future dividends, discounted by a factor 1/ (1 + rt ) Vt0 =



  ∞ t−1 X Y  Et0  t=t0



s=t0











1   et ,  1 + rs



(14)



subject to the reserve requirement (7), to collateral constraint (10) and to the flow identity (12). The associated Bellman equation is 



V (wt , zt , rt ) =



sup at+1 ,bt+1 ,st+1



et +



 1 Z V (wt+1 , zt+1 , rt+1 ) dg (zt+1 , rt+1 |zt , rt ) . 1 + rt (15)



The model satisfies the conditions for Theorem 9.6 in Stokey and Lucas (1989) to apply.8 Therefore, a solution to Equation (15) exists. Since et is weakly concave in wt , Theorem 9.8 in Stokey and Lucas (1989) ensures the existence of a unique single-valued policy function {at+1 , bt+1 , st+1 } = Γ (wt , zt , rt ). Before studying the model dynamics, Proposition 1 establishes a property of the equity value function of an unhedged bank, i.e., a bank which could not use swaps (i.e., st+1 = 0 is imposed at any t). Proposition 1. The equity value Vt of an unhedged bank is decreasing in the shortterm interest rate rt . Proof. See Appendix B.2. 8



Appendix C demonstrates that the choice set is nonempty and compact. Furthermore, since et is continuous with a compact domain, it is also bounded. Finally, Assumption 9.7 in Stokey and Lucas (1989) requires a constant discount factor. It is straightforward to show that Equation (15) can be rewritten with a constant discount factor β ∈ (0, 1) through a change of probability measure.
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The property established in Proposition 1 is consistent with Stylized fact 1. Intuitively, a bank receives lower cash flows and has a lower continuation value when rt is lower. It also pays a higher interest rate on interbank debt when rt is high, which reduces its debt capacity. Therefore, the bank’s equity value is decreasing in the interest rate.
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Calibration



We calibrate and solve the model numerically. Our goal is to know whether realistic financial frictions can explain stylized facts about bank risk management.



4.1



Financial frictions



Several parameters are calibrated based on the existing literature and on the US institutional environment. We set the liquidation value κ to 0.72, based on Granja, Matvos, and Seru (2015), who show that the loss of value in a failed bank represents 28% of its assets. The corporate tax rate is set to τ = 0.35, consistent with the US tax code. The reserve ratio is α = 0.1, is line with the US requirement for large banks. Parameters for the equity issuance cost are calibrated based on the structural estimates by Hennessy and Whited (2007), as η0 = 0.60, η1 = 0.09 and η2 = 0.0004.



4.2



Shocks



We interpret one period in the model as one year in the data. Based on Assumption 1, we model the real and interest rate shocks as AR(1) processes, ln (zt+1 ) = ρz ln (zt ) + z,t+1 ,



(16)



rt+1 = (1 − ρr ) r∗ + ρr rt + r,t+1 .



(17)



Following Gomes (2001), it is common to model real shocks as an AR(1) in logs. Furthermore, Equation (17) for the interest rate is a discrete-time Vasicek process.
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Innovations z,t+1 and r,t+1 are assumed to be jointly normal with correlation ρ, 







 z,t+1   



r,t+1
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(18)



Parameters ρz and σz are estimated based on net income data for US banks over the 1995-2014 period, as ρz = 0.68 and σz = 0.012. Therefore, consistent with Gornall and Strebulaev (2013) and Mankart et al. (2016), the volatility of bank cash flows is an order of magnitude than for non-financial firms, due to diversification.9 Furthermore, ρr and σr are estimated from the time series of the 1-year Treasury constant maturity rate over the 1995-2014 period (from the FRED database, series DGS1). The autocorrelation at a yearly frequency is ρr = 0.88, while the standard deviation is σr = 0.018. r∗ is the average Treasury rate over that period, equal to 0.047. Finally, we calibrate, ρ to match the correlation of the US real GDP and of the 1-year Treasury rate in first differences. We set ρ = 0.12.



4.3



Bank capital structure



Finally, we calibrate several parameters using Call Reports data on US banks for the 1995-2014 period. We set δ = 0.23, which corresponds to the average share of loans and debt securities with a remaining maturity or repricing date below one year, as a percentage of total loans. The constant stock of deposits is set to d¯ = 0.90a∗ , so that the loan-to-deposits ratio at the steady state loan stock a∗ is equal to the data average.10 In the absence of guidance on the value of γ and θ, we estimate them from the data after noting that cash flows (Equation 3) can be rewritten in linear form π (at , zt , rt ) log at



!



= γ (r∗ − rt ) + log (zt ) + (θ − 1) log (at ) .



(20)



9



For comparison, the same volatility of cash flows for non-financial firms is estimated to be 12% by Hennessy and Whited (2007). 10 Following Strebulaev and Whited (2012), the steady state loan stock is defined as the value of a to which the bank would converge in the absence of shocks. It equals r∗ + δ a = (1 − τ ) θ ∗







1  θ−1



.



(19)
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We turn Equation (20) in regression form, with at being total loans, and zt the real GDP in first difference, Net int. incomeit log Loansit



!



= γ (r∗ − rt )+βz log (zt )+(θ − 1) log (Loansit )+ξi +εit . (21)



We estimate Equation (21) using net instead of gross interest income for π(.). The reason is that a large part of interest expenses are paid on deposits and are not in the model. We also include bank fixed effects, to difference out time-invariant determinants of bank income not captured by the model. Estimating Equation (21), we obtain γ = 0.89 and θ = 0.82. Using these parameters, summarized in Table 2, we solve for the policy function Γ by value function iteration. The numerical method used is described in Appendix C. To gain further knowledge of the properties of the model, we simulate it. To do so, we draw a series of random shocks {zt , rt } for 10,200 periods. The bank’s optimal controls are obtained using the policy function. The first 200 periods are dropped, to ensure convergence to an optimal capital structure from an arbitrary level of initial net worth. Selected moments are collected in Table 3.



5



Interest rate risk management



The bank can manage interest rate risk by using two instruments: the preservation of unused debt capacity and interest rate derivatives. We show that banks have incentives to hedge both increases and decreases in the interest rate, absent any speculative motive.



5.1



Preservation of debt capacity



We start by focusing on the incentive to preserve debt capacity, which is the first instrument available to the bank to manage interest rate risk.11 The optimal financing 11



The optimal lending policy is given by a standard Euler equation, derived in Appendix B.1.
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of loans is given by the first-order condition with respect to bt+1 , 1 (1 − ηe (et )) − λt = 1 + rt   1 Z τ rt − 1− (1 − ηe (et+1 )) dg (zt+1 , rt+1 |zt , rt ) , 1 + rt 1 + rt



(22)



where λt denotes the Lagrange multiplier with respect to the collateral constraint (10). Equation (22) shows that a marginal unit of debt is valuable both because of its tax benefit and because it enables saving on equity issuance costs. At an optimum, these benefits equal the costs of debt at the margin. Specifically, in addition to the interest rate being paid, an additional unit of debt taken at t is more costly for the bank if it is more likely to need equity issuance at t + 1, in order to achieve its optimal policy. This last cost highlights the rationale for risk management in the model. Financial frictions by which (i) debt is capped by a collateral constraint and (ii) external equity financing is costly, make the bank effectively risk averse with respect to next-period cash flows. Increasing debt at t implies that interest payments will absorb a larger share of cash flows at t + 1, i.e., that free cash flows available for lending will be lower. If lending opportunities are large at that date, the bank becomes more likely to resort to equity financing and to pay the issuance cost η(et+1 ). If this is the case, the bank lend less than the optimum, which can be seen as a form of credit rationing. Therefore, the debt policy implies that there are benefits from preserving unused debt capacity: the bank may optimally reduce current interbank debt and forego present lending, so as to benefit from larger internal funds at t + 1 and be better able to lend at that date. The dynamics of lending and financing are summarized in Figure 2, which plots policy functions at the steady state loan stock. As seen in Panel A, optimal lending rises with the real shock. Additional lending is funded primarily through the issuance of interbank debt. The bank levers up, and eventually issues equity only for the highest values of zt , when its collateral constraint binds and it still needs financing. The preservation of debt capacity is also seen in Figure 2: the bank exhausts its debt capacity when lending is more profitable, and preserves debt capacity otherwise. Using simulations, Table 3 shows how the preservation of debt capacity changes with the properties of the shocks. When lending opportunities are more volatile (σz
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or σr are high), the bank preserves higher unused debt capacity, i.e., operates with a lower leverage. Indeed, it is more likely to face large lending opportunities which are costly to forego. Furthermore, when shocks are more persistent (ρz or ρr are high), the bank also operates with lower leverage. This is because good shocks are more likely to be followed by other good shocks. Therefore, optimal lending may be large several periods in a row, implying a larger need for funds. Again, since foregoing these opportunities is costly, the bank chooses to maintain a lower leverage ex ante. We note that similar predictions between shock properties and leverage also arise in models of non-financial firms such as Hennessy and Whited (2005).



5.2



Hedging policy



We turn to interest rate risk management using derivatives. The hedging policy is obtained by deriving Vt with respect to st+1 , i 1 Z h rt+1 − (rt + pt (rt )) (1 − ηe (et+1 )) dg (zt+1 , rt+1 |zt , rt ) (23) 1 + rt i ∂ h (1 − τ ) π (at+1 , z, rˆt (at+1 , st+1 )) − st+1 ((rt + pt (rt )) − rˆt (at+1 , st+1 )) . = λt ∂st+1



As seen on the left-hand side, hedging derives value because equity issuance is costly. Swaps allow saving on issuance costs, by transferring funds at t+1 from states where no equity will be issued to states where external equity financing would, absent hedging, be needed. The main difference between interest rate derivatives and the preservation of debt capacity is that derivatives provide state-contingent payoffs at t + 1. Instead, when preserving debt capacity, the bank chooses to keep reserves that will be available in all future states. Equation (23) shows that there would be no ex ante benefit from hedging in the absence of issuance cost. Indeed, with η1 = η2 = η3 = 0, the integral would simplify to zero, using the pricing equation (8). In this case, the bank would always operate at the optimal lending scale by issuing equity whenever it needs external financing. Next, we examine the expected benefits from hedging (left-hand side of Equation 23) in more details. To understand what derivative positions are taken, we identify whether future states in which the bank may be constrained and need equity financing



20



are associated with a high or with a low realization of rt+1 . First, the interest rate affects the cost of debt financing. When r rises, the bank’s debt capacity is reduced, since the amount it can borrow is capped by the collateral constraint. Consequently, there is a risk that the cost of debt financing is high in states where lending opportunities are large. This may cause these opportunities to be foregone, thus giving rise to a financing motive for risk management: the bank wants to hedge against interest rate increases. In the swap market, the financing motive is addressed by taking pay-fixed positions (st+1 > 0), which pay off when the next-period interest rate is high. A second channel through which the bank is exposed to the interest rate is via the discount factor, 1/ (1 + rt ). It rt is high, foregoing present dividends is more costly for equity holders. Therefore, a larger share of internal funds is distributed, and optimal lending is lower. Since optimal lending is larger when 1/ (1 + rt ) is larger, the discount motive provides incentives to hedge against decreases in interest rates. The third channel arises from the sensitivity of cash flows to rt . Provided γ > 0, optimal lending is larger when rt is lower, giving rise to an investment motive for risk management: the bank wants more funds in states where rt+1 is lower, to meet higher lending opportunities. As with the discount motive, risk management driven by the investment motive requires hedging against decreases in interest rates.



5.3



Hedging and debt capacity



Even though all cash flows associated with swaps are realized at t + 1, hedging future states has a cost or benefit at t. An intertemporal trade-off arises due to the fact that both debt and swaps are collateralized. Thus, hedging can reduce or increase the bank’s current debt capacity. Which effect prevails depends on the sign of the righthand side term in Equation 23. Proposition 2 establishes a relation between hedging and debt capacity. Proposition 2. A derivative position st+1 6= 0 may either increase or decrease the bank’s debt capacity at date t. Denote D (at+1 , st+1 , rˆt ) = (1 − τ ) π (at+1 , z, r) − (1 − τ ) π (at+1 , z, rˆt ) + st+1 (rt + pt − rˆt ) . 21



The bank’s debt capacity increases whenever D (.) < 0 and decreases otherwise. Proof. See Appendix B.3. Intuitively, D (.) is the difference between the bank’s debt capacity if it does not hedge (st+1 = 0) and if it hedges (st+1 6= 0). Whether the bank’s debt capacity increases or decreases depends on the effect of future swap payments on the lowest possible value of its net worth. If swap payments are such that the bank receives cash flows in states where its net worth is low, taking such positions may enhance its future ability to repay debt, thus increase its current debt capacity. If swap positions do not provide such a hedge against future cash flows, the bank’s debt capacity will decrease. Indeed, future net worth that is pledged as collateral for swaps will no longer be pledgeable to obtain debt. We stress implications of Proposition 2. In case γ = 0, we obtain Corollary 1. Corollary 1. If γ = 0, any swap position st+1 6= 0 reduces the bank’s debt capacity at date t. Corollary 1 can be understood by noting that, if γ = 0, cash flows π(.) do not depend on the realized interest rate. Therefore, derivatives cannot be used to offset low cash flows from loans, thus to increase the lowest possible realization of future net worth. Whenever the bank takes a swap position, regardless of its sign, it has to pledge collateral, which can no longer be used to obtain debt financing. The case where γ = 0 is therefore of interest: since the choice of a swap position cannot be guided by the desire to increase current debt capacity, it is a useful benchmark to assess the quantitative relevance of this hedging motive relative to other motives. Next, Proposition 2 also allows obtaining predictions related to the type of swap positions taken. Corollary 2. For any γ ≥ 0, pay-float swap positions st+1 < 0 reduce the bank’s debt capacity. When the bank hedges decreases in the interest rate by holding pay-float swaps (st+1 < 0), rˆt = r > rt + pt . Therefore, D > 0 and the bank’s debt capacity is reduced. Intuitively, cash flows π (.) are low in states where the bank is a net swap payer (when 22



rt+1 is high). Thus pledgeable cash flows to debt holders are reduced when pay-float swap positions are taken. Finally, when the bank hedges increases in the interest rate by taking pay-fixed swaps (st+1 > 0), D can be either positive or negative, due to two opposite forces. First, cash flows π (.) reach their lowest level when r is realized. Second, the bank receives swap payments in such states. Whether cash flows after swap payments are higher or lower when r is realized depends on the size of the swap position st+1 and on γ. To conclude, the choice of hedging positions is driven not only by expectations about future financing needs, i.e., by the financing, discount and investment motives described in Section 5.2. It is also driven by concerns related to the bank’s present debt capacity. The co-existence of opposite incentives to engage in risk management yields an important result: both increases and decreases in the interest rate can be hedged. This result can be illustrated using simulations of the model. With the baseline calibration, conditional on using swaps, 36.5% of the positions taken are payfixed, and 63.5% are pay-float (Table 3, Column 1). These numbers are reasonably close to the data (45.9% of pay-fixed positions in the pooled dataset), and are obtained in the absence of speculative motive for trading.



6



Hedging increases or decreases in interest rates



In this section, we show that our model with financial frictions can explain why a large fraction of banks use derivatives to increase their interest rate exposure. We obtain predictions on bank characteristics associated with long or short positions in interest rate derivatives. We test these predictions in US data and find strong support for them.



6.1



Model predictions: Hedging interest rate increases



We start by focusing on bank characteristics associated with hedging of interest rate increases. To predict how risk management varies with the nature of lending opportunities, we vary parameters capturing the volatility and persistence of the real shock
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(σz and ρz ), of the interest rate (σr and ρr ) and the correlation between shocks (ρ). In Columns 2 to 11 of Table 3, the predicted capital structure impact of variation in these parameters is summarized. There are two reasons for banks to hedge against increases in interest rates: either to address the financing motive for risk management, or to increase present debt capacity. The relative role of these two forces can be disentangled by varying γ. Indeed, when γ = 0, the bank cannot use derivatives to increase present debt capacity. Therefore, the only reason why pay-fixed positions may be taken is because of the financing motive. To obtain guidance on the relative role of these incentives, we repeat simulations with γ = 0.89 (baseline case, in Panel A) and γ = 0 (Panel B). A comparison of the two panels in Table 3 shows that the financing motive is quantitatively unimportant. We find that pay-fixed swaps represent only 3.8% of derivatives positions taken when γ = 0 (Column 1). Since the use of pay-fixed swaps when γ = 0 is driven only by the financing motive, we conclude that it is not a quantitatively strong motive to engage in hedging. This result is unlikely to be due to miscalibration, since it is true for a wide set of parameters, as seen in Columns 2 to 11. One reason why the magnitude of the financing motive is limited is that the bank partially benefits from a natural hedge: both its debt capacity and its lending opportunities are decreasing in r. Thus, it has a high debt capacity at times large lending driven by low realizations of r is optimal. In contrast, pay-fixed swaps are used far more often when γ > 0, keeping other parameters constant. With the baseline calibration, pay-fixed swaps represent 36.5% of all derivative positions (Panel A, Column 1). The only difference with the previous case is that, with γ > 0, derivatives can be used to increase present debt capacity. Again, this is true for a wide range of parameters (Columns 2 to 11). Therefore, we conclude that the main reason why banks hedge against increases in the interest rate is not to hedge future debt costs (the financing motive), but to increase their present debt capacity. Taking pay-fixed swap positions is needed when current funding needs are large relative to net worth, and current debt constraints are binding. Swaps alleviate these current constraints by enhancing the bank’s ability to credibly repay future debt.
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6.2



Model predictions: Hedging interest rate decreases



We turn to the reasons why banks hedge decreases in interest rates. They can do so to address the discount or the investment motives for risk management, described in Section 5.2. When γ = 0, the investment motive for risk management does not exist, and pay-float positions are taken only because of the discount motive. Since pay-float positions are used to a sizable extent when γ = 0, we conclude that the discount motive is large for a wide range of parameters. In this section, we discuss how the nature of lending opportunities affects the extent to which banks take pay-float positions, i.e., hedge decreases in interest rates. The main result is that pay-float swaps tend to be used more often when future funding needs are likely to be large. This can be the case either because shocks have a higher standard deviation or are more persistent. There are two main explanations for this result. First, when taking a pay-fixed position to increase its present debt capacity, the bank commits to possibly large swap payments in some future states. If financing needs are large next period, the bank is likely to need external financing, and possibly to lend less than is optimal. This risk becomes more important if future funding needs are more unpredictable or if large present funding needs tend to be followed by other large needs for funds. Therefore, as future funding needs become more uncertain, it becomes more costly for the bank to use derivatives to address present funding needs. Therefore, it tends to use less pay-fixed swaps. Second, when shocks to interest rates are more volatile or more persistent, it becomes more likely that future lending opportunities are driven by low realizations of interest rates. The investment motive becomes stronger, and the bank optimally wants more funds in future states associated with a low interest rate. These effects are seen in Table 3. Higher values of σz (Column 3), ρz (Column 5), σr (Column 7), ρr (Column 9) are associated with a larger proportion of pay-float swaps being used. This section yields novel predictions. Consistent with the data, banks can hedge both increases and decreases in the interest rate, in the absence of incentives to speculate. The choice of pay-fixed positions (insurance against interest rate increases) is driven to a large extent not by future financing needs but by present needs for funds. Pay-float positions (insurance against interest rate decreases) are more likely to be
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taken by banks that have more unpredictable future funding needs.



6.3



Empirical tests



To assess the ability of our model with frictions to explain US data on interest rate hedging, we test three hypotheses. We find strong support for each of them. The first hypothesis pertains to the preservation of unused debt capacity by banks. Hypothesis 1. Banks faced with more volatile or more persistent lending opportunities operate with a lower leverage. As explained in Section 5.1, the bank may optimally preserve debt capacity, i.e., forego present lending opportunities to keep funds for future lending opportunities. Preserving debt capacity amounts to operating with a lower leverage, and is more valuable if future lending is likely to be larger. Two additional hypotheses pertain to characteristics associated with pay-fixed or pay-float positions in interest rate derivatives at the bank level. Hypothesis 2. Banks faced with more volatile or more persistent lending opportunities are more likely to hedge decreases in interest rates with derivatives. Hypothesis 3. Banks hedge increases in interest rates with derivatives to alleviate current financing constraints, i.e., when current financing needs are large relative to net worth. These hypotheses follow directly from results in Sections 6.1 and 6.2. To test Hypotheses 1 and 2, we construct bank-level measures of shocks. While the interest rate rt is the same for all banks, we interpret all differences in lending across banks as coming from realizations of the real shock zt . As such, zt incorporates the effect of local economic conditions or of differences in lending technologies. In the model, shocks matter because of their impact on lending opportunities. Therefore, instead of directly estimating a process for zt at the bank level, we focus on the properties of observed lending policies. Specifically, we construct for each bank i a vector ∆Loansi containing logarithms of total loans in first differences, log(Loansi,t ) − log(Loansi,t1 ). Then, we proxy the volatility σi and the persistence ρi respectively by the standard deviation and the first-order autocorrelation of ∆Loansi . 26



First, we use these variables to provide evidence in support of Hypothesis 1. In Panel A of Table 6, we confirm that banks facing more volatile or more persistent lending opportunities operate with a lower leverage, consistent with the model. Furthermore, since banks in the model are primarily concerned with large positive lending shocks (since they may lack internal funds or debt capacity when these shocks hit), we reproduce the same regression with the skewness of loan growth as independent variable. The model would predict that right-skewness is associated with lower leverage. We indeed find a negative and significant relation between loan growth skewness and leverage in the cross-section. Therefore, all cross-sectional correlations are consistent with the main predictions of the model regarding the preservation of debt capacity. Next, we use the same measures of volatility, persistence and skewness of lending growth opportunities to test Hypothesis 2. To ensure a close mapping between the model and the empirics, we focus on bank’s net hedging, as defined in Equation 2, and therefore restrict the sample to institutions for which this variable can be constructed.12 The model predicts that all three measures are associated with more negative net hedging, i.e., banks with more uncertain future lending opportunities are more likely to take additional exposure to interest rates when hedging using derivatives. We report results on two separate samples: one including only banks with non-zero net hedging, and one including all observations with zero net hedging.13 We report estimates in Panel A of Table 5, and find that all coefficient signs are consistent with the model’s predictions, regardless of the sample used. These estimates are statistically significant when focusing on the volatility and persistence of loan growth, and insignificant for skewness. Overall, these regressions confirm the ability of the model to explain the data: banks that increase their interest rate exposure using derivatives are those predicted to do so by the model. A potential concern with these cross-sectional estimates is that measures of lending growth volatility may correlate with other unobserved bank characteristics, which may themselves explain hedging behavior. In the above regressions, we cannot include bank fixed effects, since both σi and ρi are constant over time for each bank. To address this 12



See Appendix A for a discussion of how the resulting sample differs from the full sample. Even though the model can explain why banks choose zero net hedging (see Section 7), the absence of any hedging can also arguably be explained by unmodeled fixed costs. This gives us a rational for using two samples. 13
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concern, we build additional time-varying measures of lending growth volatility. We proxy the volatility of future lending growth opportunities with past lending growth. The idea is that lending opportunities may be more volatile for some banks due to their geographical location or specialization, and that past and future lending growth opportunities are likely to be positively autocorrelated. Specifically, we use both the squared and the absolute value of realized loan growth over the past eight months as measure of time-varying lending growth volatility. Since large funding needs arise when lending opportunities are good, we also estimate regressions with realized loan growth, which can be either positive or negative. Unfortunately, we cannot construct time-varying measures of lending growth persistence at the bank-level, due to larger data requirements. We first check that we obtain consistent results when re-estimating regressions with leverage as a dependent variable, using these time-varying measures. We report coefficient estimates in Panel B of Table 4. We find a negative and significant relation across all specifications, even after including bank fixed effects. Therefore, a given bank preserves larger unused debt capacity at times its lending opportunities are more volatile. Then, we report in Panel B of Table 5 estimates of the same regressions, with net hedging as dependent variable. Consistent with our previous cross-sectional findings, we find that higher measures of loan growth volatility are associated with more negative net hedging, i.e., a greater tendency of banks to take additional exposure to interest rates via derivatives markets. The fact that these estimates are robust to the inclusion of bank fixed effects provides support to the model’s predictions. Again, estimates are significant regardless of whether the sample includes observations with zero net hedging or not. Finally, we test Hypothesis 3. In Table 6, we start by showing that more constrained banks are more likely to have positive net hedging, i.e., to hedge against increases in interest rates. We use four measures of financial constraints and find that banks that are less constrained, as captured by a larger size, a higher net income, and higher dividends, and more likely to have negative net hedging (Panel A). These estimates are consistent with the model’s predictions. Next, we test more directly Hypothesis 3 by focusing on quarters in which banks
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actively take on additional pay-fixed positions. We identify these positions in the data as increases in net hedging in a given quarter. However, since such increases can be due to the maturation of existing pay-float positions, we also require that gross hedging goes up in this quarter. This method identifies active changes towards larger pay-fixed positions. We construct a dummy variable equal to one when such pay-fixed positions are taken, and zero otherwise. Our model predicts that pay-fixed positions are taken to alleviate current financing constraints, at times when large increases in debt are needed. In Panel B of Table 4, we regress this dummy variable on changes in book leverage within a given quarter. Therefore, this regression provides a direct test of the model’s prediction. We find that large increases in leverage are associated with active decisions to take pay-fixed swap positions. The estimate is significant at the 1% level. Furthermore, it is robust to the inclusion of both time and bank fixed effects. Therefore, a given bank is more likely to take pay-fixed positions precisely in quarters when it also increases leverage. We thus fail to reject Hypothesis 3. To summarize, we find empirical support for the novel predictions of the model. We conclude that a model of bank capital structure with financial frictions can explain otherwise puzzling stylized facts on bank’s derivatives positions: the fact that a large fraction of banks use derivatives to increase exposure to interest rates is consistent with hedging. Additionally, financial frictions also have the potential to explain observed leverage patterns.



6.4



Alternative hypothesis: moral hazard



We briefly discuss an alternative interpretation of the stylized facts. The existence of a large fraction of banks increasing their interest rate exposure with derivatives can be interpreted as evidence of risk-seeking. The main reason why overly risky decisions may be taken by banks is arguably the existence of moral hazard arising from implicit or explicit guarantees (Fahri and Tirole, 2012). Theories based on moral hazard can in principle explain the coexistence of banks with long and short interest rate positions: only banks protected by guarantees should use derivatives to increase exposure to interest rates. While our goal is not to test the view that excessive risk-seeking is explaining banks’ derivatives positions, we argue that this explanation is unlikely to
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be sufficient. First, it is not the case that banks increasing interest rate exposure through derivatives are concentrated among the largest banks, which are more subject to moral hazard. In Panel B of Table 1, we break down the distribution of net hedging by size quartiles. We observe that mean net hedging is negative for all size quartiles, and that large net pay-float swap positions (at the 5th or 10th percentiles of net hedging) are not concentrated among large banks. Overall, the distribution of net hedging is extremely similar across size quartiles. Therefore, size is unlikely to be the main explanatory variable. Second, all tests of the model’s predictions (in the previous section) are robust to the inclusion of a variable controlling for bank size, defined as the logarithm of total assets. These alternative specifications are reported in Tables 4 and 5. As can be seen, all estimates remain of similar magnitude and equally significant. Therefore, regardless of bank size, the nature of financial frictions facing banks is an important determinant of the hedging positions taken. These results cast doubt on the view that moral hazard is a sufficient explanation for Stylized fact 3, and further suggest that financial frictions have a role to play in explaining hedging positions regardless of size.
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Coexistence of hedging and non-hedging banks



We finally discuss an auxiliary result of the model: banks do not always use interest rate derivatives. This prediction is consistent with Stylized fact 2.



7.1



Non-hedging banks



Even though they enable banks to better achieve their optimal lending policy, derivatives in the model are not used in all periods, even in the absence of any fixed cost. With the baseline calibration, derivatives are used in 54.5% of the periods (Table 3, Column 1). This is due to the fact, discussed in Section 5.3, that the use of derivatives may reduce a bank’s debt capacity. Indeed, both debt and swap contracts involve promises to future payments and, as such, need to be collateralized. Consequently, any unit of collateral pledged on derivatives is no longer available to obtain debt financing,
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under the conditions stated in Proposition 2. The trade-off between hedging and financing is related to Rampini and Viswanathan (2010). However, there is one important difference. In their model, debt contracts are state-contingent: repayments in a given state depend on net worth in this state. In our model, debt contracts are not state-contingent: the ability to borrow at t depends on the lowest possible value of net worth at t + 1 across all states. This difference has an important implication: while hedging in Rampini and Viswanathan (2010) always reduces debt capacity, hedging positions in our model can increase debt capacity. Indeed, hedging may raise the value of the lowest possible realized net worth at t + 1. This difference matters since, as we show in Section 6.1 the possibility to increase debt capacity is the main quantitative factor explaining why banks hedge against interest rate increases. Furthermore, this prediction is supported by the data (Section 6.3).



7.2



Net worth and hedging



What determines a bank’s decision to hedge or not? We show that the model yields a positive relation between bank net worth and hedging. This relation prevails even though derivatives may be used by constrained banks to increase their debt capacity. To study the relation between net worth and hedging, we simulate a panel of heterogeneous institutions. Heterogeneity is introduced in the real shock. Each bank i has a permanent level of the real factor z i and receives each period an aggregate transitory shock z˜t , similar to that described in Equation 16. The date-t realization of the real shock for bank i, zit , is zit = z i + z˜t ,



(24)



where heterogeneity can arise from permanent differences in location, in managerial ability, or in business models. We simulate a panel of 1,000 banks, each of them with a value of z i drawn from a normal distribution with mean zero and standard deviation 0.1. This panel is simulated for 300 periods in which each bank receives aggregate shocks {˜ zt , rt }. For each of them, the first 200 periods are dropped, yielding 100,000 bank-period observations.
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We draw a distinction between the decision to hedge and the extent of hedging. We measure the decision to hedge using a dummy variable that takes value one at t if a bank chooses non-zero derivatives st+1 , and the decision to hedge as the absolute value of st+1 normalized by at+1 .14 We regress these variables on net worth wt and show estimated coefficients in Table 7. Using a probit estimation (Column 1), we find a positive and significant relation between the decision to hedge and net worth in the pooled sample. The same is also true in a specification with bank fixed effects (Column 2): a given bank is more likely to use derivatives at times its net worth is higher. Turning to the extent of hedging, a positive and significant relation is also observed. This is the case in the cross-section, where we estimate both a pooled OLS (Column 4) and a Tobit (Column 5) model. Estimates with bank fixed effects (Column 5) also indicate that a given bank takes larger swap positions at times its net worth is higher. This positive relation between net worth and hedging holds for both γ = 0.89 (Panel A) and γ = 0 (Panel B). These results are driven by a dynamic trade-off between financing and hedging. This trade-off clearly exists when γ = 0 (see 1), but also when γ > 0. In this case, a bank can increase present debt capacity by increasing hedging, but it also commits to larger swap payments in some future states. Therefore, increasing hedging at t may reduce net worth and financing capacity at t + 1, implying that future lending opportunities may be foregone. This problem gets worse for banks with a low net worth. Consequently, even though constrained banks may hedge to increase present debt capacity, the extent of hedging remains limited, due to the fear that financing constraints may worsen in the future. This yields a positive and significant correlation between net worth and hedging both across and within banks. To summarize, while banks may use interest rate derivatives to alleviate present financing constraints, a positive relation between net worth and hedging prevails in the model. This result is consistent with Rampini and Viswanathan (2010) and with empirical evidence (Rampini, Viswanathan, and Vuillemey, 2015). 14



A bank is considered to use zero derivatives if st+1 < 0.001a∗ .
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Conclusion



While bank net worth is decreasing in the level of interest rates, data show that (i) many banks do not hedge interest rate risk, and (ii) a large fraction of hedging banks use derivatives to take additional exposure to interest rate increases. We build a model of bank capital structure, and show that these patterns are consistent with optimal risk management under financial frictions. Furthermore, we show that novel predictions about the characteristics of banks’ hedging positions are supported by the data. We conclude that stylized facts are consistent with optimal hedging by banks, and are not necessarily evidence of speculative behavior or of excessive risk-seeking. Our findings call for further empirical research on risk management in banking. One implication of our results is that, in the presence of financial frictions, “hedging” and “speculative” positions cannot be readily identified using the comovement between derivatives payoffs and equity value. Another implication is that financial constraints can be a major impediment to risk management. More work is needed, however, to document the extent to which financial frictions can explain actual hedging patterns in banks, relative to other theories. Finally, an open question is whether models with financial frictions can explain other facts about bank capital structure, such as the dynamics of capital ratios or bank lending.
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Table 1 – Stylized facts on interest rate hedging – US data This table provides descriptive statistics on interest rate risk hedging by US banks. Panel A shows the distribution of gross hedging, defined in Equation (1). It also shows the total number of banks, the fraction of banks holding interest rate derivatives for hedging purposes, and gross hedging, by size quintiles. Panel B describes net hedging, defined in Equation (2). We show its distribution in the whole sample, and by size quintiles. Panel C compares the size distribution of banks with non-zero net hedging with the size distributions of all hedging banks and of all sample banks. Size is defined as the logarithm of total assets. See Appendix A for details on the data. Panel A: Decision to hedge and extent of hedging



Gross hedging / Assets



Mean



Med.



75th



90th



95th



98th



99th



Max



0.004



0



0



0



0.005



0.041



0.092



14.305



Number of banks Fraction hedging Extent of hedging (cond.)



1st



2nd



1,468 0.005 0.057



1,467 0.020 0.048



Size quintiles 3rd 4th 5th 1,467 0.033 0.059



1,467 0.070 0.061



All sample



1,467 0.186 0.071



7,335 0.063 0.059



Panel B: Hedging positions 5th



10th



25th



Med.



Mean



75th



90th



95th



Net hedging / Assets (cond.)



-0.136



-0.097



-0.039



-0.000



-0.016



0.013



0.046



0.069



1st size quintile (small) 2nd size quintile 3rd size quintile 4th size quintile 5th size quintile (large)



-0.136 -0.133 -0.128 -0.139 -0.147



-0.107 -0.090 -0.085 -0.094 -0.109



-0.044 -0.044 -0.026 -0.034 -0.050



0 -0.004 0 -0.002 -0.004



-0.011 -0.017 -0.014 -0.017 -0.023



0.029 0.014 0.007 0.010 0.007



0.067 0.046 0.026 0.037 0.036



0.078 0.067 0.060 0.064 0.064



Panel C: Size distribution of hedging banks



Gross hedging > 0 Net hedging 6= 0 All banks



5th



10th



25th



Med.



Mean



75th



90th



95th



11.390 11.810 9.844



11.738 12.166 10.192



12.389 12.802 10.814



13.172 13.518 11.562



13.298 13.643 11.718



14.055 14.420 12.410



15.037 15.298 13.352



15.762 15.946 14.104
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Table 2 – Calibration This table contains the calibrated values of the model parameters. Parameter



Description



Value



Source



Structural parameters δ θ η0 η1 η2 τ κ γ α d¯



Share of maturing loans Profit function concavity Cost of equity financing (fixed part) Cost of equity financing (linear part) Cost of equity financing (convex part) Corporate tax rate Liquidation value of an asset unit Profit sensitivity to the interest rate Reserve requirement Stock of deposits



0.23 0.82 0.60 0.09 0.0004 0.35 0.72 0.89 0.1 0.90 a∗



Call Reports Estimated Hennessy and Whited (2007) Hennessy and Whited (2007) Hennessy and Whited (2007) US tax code Granja et al. (2015) Estimated US requirement Call Reports



0.68 0.012 0.047 0.88 0.018 0.12



Call Reports Call Reports FRED FRED FRED FRED



Shocks ρz σz r∗ ρr σr ρ



Persistence of z Standard deviation of z Unconditional mean of r Persistence of r Standard deviation of r Correlation between z and r
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Table 3 – Choice of derivative positions – Simulated data This table shows moments simulated from the model, including statistics about the use of interest rate swaps, the average ratio of total debt to assets ¯ t+1 ) and the percentage of interbank debt capacity used. When the bank is a net lender in the interbank market (bt+1 < 0), the percentage of ((bt+1 + d)/a debt capacity used is zero. Column (1) corresponds to the baseline calibration, given in Table 2. Columns (2) to (11) correspond to alternative parameter values, respectively σz ∈ {0.005, 0.05}, ρz ∈ {0.2, 0.85}, σr ∈ {0.004, 0.02}, ρr ∈ {0.1, 0.9} and ρ ∈ {−0.6, 0.6}. When changing one parameter, all others are kept at their baseline value. Panel A and B are, respectively, for γ = 0.89 and γ = 0. For each set of parameters, we solve for the policy function and simulate the model for 10,200 periods in which the bank receives stochastic real and interest rate shocks {zt , rt }. The first 200 periods are dropped before moments are calculated. (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) σz Baseline



Low



ρz High



Low



σr High



Low



ρr



ρ



High



Low



High



Low



High



Panel A: γ = 0.89 1 2 3



Frequency of swaps use Frequency of pay-fixed swaps Frequency of pay-float swaps



0.545 0.199 0.346



0.721 0.442 0.279



0.421 0.115 0.306



0.642 0.427 0.215



0.397 0.131 0.266



0.479 0.326 0.153



0.562 0.152 0.410



0.627 0.420 0.207



0.521 0.210 0.311



0.667 0.263 0.404



0.516 0.372 0.144



4



Share of pay-fixed swaps



0.365



0.613



0.273



0.665



0.329



0.680



0.270



0.669



0.403



0.394



0.720



5 6



Average total debt/assets Average % debt capacity used



0.839 0.908



0.914 0.952



0.786 0.853



0.896 0.944



0.795 0.882



0.813 0.884



0.869 0.935



0.791 0.877



0.895 0.937



0.842 0.911



0.831 0.905



Panel B: γ = 0 7 8 9



Frequency of swaps use Frequency of pay-fixed swaps Frequency of pay-float swaps



0.311 0.010 0.301



0.365 0.000 0.365



0.271 0.003 0.268



0.411 0.001 0.410



0.223 0.002 0.221



0.029 0.000 0.029



0.251 0.006 0.245



0.331 0.000 0.331



0.293 0.004 0.289



0.426 0.000 0.426



0.252 0.001 0.251



10



Share of pay-fixed swaps



0.032



0.000



0.011



0.002



0.009



0.000



0.024



0.000



0.013



0.000



0.004



11 12



Average total debt/assets Average % debt capacity used



0.869 0.939



0.921 0.974



0.813 0.884



0.926 0.967



0.831 0.900



0.862 0.902



0.928 0.964



0.813 0.899



0.917 0.970



0.866 0.937



0.862 0.929
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Table 4 – Shocks and bank leverage – US data The table studies the relation between structural properties of shocks to lending growth opportunities in US banks and book leverage. In Panel A, we regress book leverage on the volatility, persistence and skewness of loan growth in logs. In Panel B, we regress book leverage on time-varying measures of lending growth volatility. These measures are squared loan growth over the past 8 quarters, the absolute value of loan growth over the past 8 quarters, and loan growth over the past 8 quarters. All regressions in Panel B include bank fixed effects. Data and variables, from the Call Reports, are described in Appendix A. Standard errors are in parentheses. ∗ , ∗∗ and ∗∗∗ denote respectively statistical significance at the 10%, 5% and 1% levels. Panel A: Pooled OLS regressions Dependent variable: Book leverage σ(∆Loans)



-0.262∗∗∗ -0.213∗∗∗ (0.002) (0.002) -0.001∗∗∗ -0.004∗∗∗ (0.000) (0.000)



ρ(∆Loans)



-0.002∗∗∗ -0.002∗∗∗ (0.000) (0.000)



Skewness (∆Loans) Size control R2 N. Obs.



No 0.032 472,536



Yes 0.054 472,536



No 0.000 472,536



Yes 0.034 472,536



No 0.003 472,536



Yes 0.035 472,536



Panel B: With bank-fixed effects Dependent variable: Book leverage (∆Loanst,t−8 )2



-0.020∗∗∗ -0.020∗∗∗ (0.001) (0.001) -0.007∗∗∗ -0.008∗∗∗ (0.000) (0.000)



|∆Loanst,t−8 |



-0.006∗∗∗ -0.006∗∗∗ (0.000) (0.000)



∆Loanst,t−8 Size control Bank FE R2 N. Obs.



No Yes 0.002 436,438



Yes Yes 0.002 436,438



No Yes 0.001 436,438



Yes Yes 0.001 436,438



No Yes 0.002 436,438



Yes Yes 0.002 436,438
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Table 5 – Shocks and bank net hedging – US data The table studies the relation between structural properties of shocks to lending growth opportunities in US banks and net hedging. Net hedging is defined in Equation (2). In Panel A, we regress net hedging on the volatility, persistence and skewness of loan growth in logs. In Panel B, we regress net hedging on time-varying measures of lending growth volatility. These measures are squared loan growth over the past 8 quarters, the absolute value of loan growth over the past 8 quarters, and loan growth over the past 8 quarters. All regressions in Panel B include bank fixed effects. Data and variables, from the Call Reports, are described in Appendix A. Standard errors are in parentheses. ∗ ∗∗ , and ∗∗∗ denote respectively statistical significance at the 10%, 5% and 1% levels. Panel A: Pooled OLS regressions Dependent variable: Net hedging σ(∆Loans)



-0.031∗ -0.040∗∗ -0.008∗∗∗ (0.018) (0.018) (0.000) -0.010∗∗∗ -0.009∗∗∗ -0.001∗∗∗ (0.003) (0.003) (0.001)



ρ(∆Loans)



-0.000 -0.001 -0.000∗ (0.001) (0.001) (0.000)



Skew. (∆Loans) Size control Including zeros R2 N. Obs.



No No 0.000 7,845



Yes No 0.003 7,845



Yes Yes 0.007 472,536



No No 0.001 7,845



Yes No 0.004 7,845



Yes Yes 472,536



No No 0.000 7,845



Yes Yes No Yes 0.003 7,845 472,536



Panel B: With bank-fixed effects Dependent variable: Net hedging (∆Loanst,t−8 )2 -0.035∗∗∗ -0.031∗∗∗ -0.001∗∗ (0.010) (0.010) (0.000) |∆Loanst,t−8 | -0.013∗∗ -0.011∗∗ -0.000 (0.005) (0.005) (0.000) ∆Loanst,t−8 -0.016∗∗∗ -0.015∗∗∗ -0.000∗∗∗ (0.003) (0.003) (0.000) Size control Including zeros Bank FE R2 N. Obs.



No No Yes 0.002 7,570



Yes No Yes 0.005 7,570



Yes Yes Yes 0.000 448,882



No No Yes 0.001 7,570



Yes No Yes 0.004 7,570



Yes Yes Yes 0.000 448,882



No No Yes 0.003 7,570



Yes No Yes 0.006 7,570



Yes Yes Yes 448,882
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Table 6 – Financial constraints, financing needs, and net hedging – US data This table studies the relation between financial constraints, financing needs and net hedging in US banks. Net hedging is defined in Equation (2). In Panel A, we regress net hedging on four measures of financial constraints. In Panel B, we test whether banks actively take pay-fixed swap positions in quarters when the increase leverage. The dependent variable is a dummy variable that takes value one if a bank takes a pay-fixed position in a given quarter. A bank is considered to take a pay-fixed position in quarter t if net hedging increases in value, while gross hedging is also increasing. Data and variables, from the Call Reports, are described in Appendix A. Standard errors are in parentheses. ∗ ∗∗ , and ∗∗∗ denote respectively statistical significance at the 10%, 5% and 1% levels. Panel A: Financial constraints and net hedging Dependent variable: Net hedging Size



-0.003∗∗∗ -0.001∗∗∗ (0.001) (0.000) -0.006 0.002∗∗∗ (0.019) (0.000)



Book equity



-0.339∗∗∗ -0.008∗∗∗ (0.062) (0.000)



Net income



-0.543∗∗∗ -0.009∗∗∗ (0.116) (0.003)



Cash dividends Incl. zeros R2 N. Obs.



No 0.003 7,846



Yes 0.006 472,536



No 0.000 7,827



Yes 0.000 412,293



No 0.004 7,782



Yes 0.000 465,128



No 0.003 7,715



Yes 0.000 366,549



Panel B: Financing needs and net hedging Dependent variable: Dummy variable — Take pay-fixed position ∆ Book leverage Including zeros Bank FE Time FE R2 N. Obs.



0.871∗∗∗ (0.273)



0.836∗∗∗ (0.276)



0.604∗∗ (0.268)



0.595∗∗ (0.271)



No No No 0.002 7,935



No No Yes 0.027 7,935



No Yes No 0.001 7,935



No Yes Yes 0.015 7,935
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Table 7 – Net worth and bank hedging – Simulated data This table studies the relation between bank net worth and hedging with interest rate derivatives in the model. The decision to hedge is measured by a dummy variable that takes value one if the bank uses non-zero swaps, and zero otherwise. The extent of hedging is measured by the absolute value of swaps taken, |st+1 |, normalized by at+1 . For the decision to hedge, a probit model and a model with bank fixed-effects are estimated. For the extent of hedging, a pooled OLS, a Tobit model and a model with bank fixed-effects are estimated. Panel A and B are respectively for γ = 0 and γ = 0.89. For each of these values, we solve for the policy function and simulate a panel of 1,000 banks. Each has a mean realization of the real factor z i drawn from a normal distribution with mean zero and standard deviation 0.1. Each bank is simulated for 300 periods in which it receives aggregate shocks {˜ zt , rt }. The first 200 periods are dropped for each bank before the regression coefficients are estimated. Standard errors are in parentheses. Standard errors are heteroskedasticity-consistent. ∗ , ∗∗ and ∗∗∗ denote respectively statistical significance at the 10%, 5% and 1% levels. (1)



(2)



(3)



(4)



(5)



Panel A: γ = 0.89 Decision to hedge



Net worth wt R2 N. Obs.



Extent of hedging



Probit



Bank FE



OLS



Tobit



Bank FE



0.0003∗∗∗ (0.0000)



0.0001∗∗∗ (0.0000)



0.1453∗∗∗ (0.0231)



0.2077∗∗∗ (0.0345)



0.1467∗∗∗ (0.0246)



0.002 100,000



0.003 100,000



0.012 100,000



0.001 100,000



0.011 100,000



Panel B: γ = 0 Decision to hedge



Net worth wt R2 N. Obs.



Extent of hedging



Probit



Bank FE



OLS



Tobit



Bank FE



0.0002∗∗∗ (0.0000)



0.0002∗∗∗ (0.0000)



0.0703∗∗∗ (0.0199)



0.1349∗∗∗ (0.0214)



0.1493∗∗∗ (0.0200)



0.002 100,000



0.020 100,000



0.007 100,000



0.001 100,000



0.026 100,000
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Figure 1 – Net hedging of US commercial banks This figure plots the distribution of net hedging for US commercial banks. There is one cross-sectional box plot for each quarter from 1997Q2 to 2013Q4. In each of them, the horizontal dash is the median and the diamond is the mean. The whiskers represent the 5th and 95th percentiles. The gray rectangle represents the 25th and 75th percentiles. Net hedging is computed as the difference between gross notional pay-fixed and gross notional pay-float swap positions, normalized by total assets (Equation 2). A positive (resp. negative) value of net hedging indicates a net pay-fixed (resp. pay-float) position at the bank level. The sample is restricted to a subset of commercial banks that hedge using interest rate swaps only. See Appendix A for details on the construction of net hedging. All data is from the US Call Reports.
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Figure 2 – Policy function This figure depicts the policy function. Each curve maps a current shock to the optimal choice of new loans (it ), of interbank debt (bt+1 ) and to the current collateral constraint. Panel A and B show the optimal policy as a function of the real shock (zt ) and of the interest rate (rt ), respectively. Both are evaluated at the same level of initial net worth wt , and normalized by the steady state loan stock a∗ , defined in footnote 10. Calibrated parameter values are reported in Table 2. Panel A: Policy function with respect to z 5
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A



Appendix — Data



From WRDS, we download data from US banks’ Call Reports. Data are at a quarterly frequency over the period from 1995Q1 to 2015Q4. The entire sample contains 592,820 bank-quarter observations, i.e., on average 7,057 bank-level observations per quarter. We focus on individual banks, and not bank holding companies (BHCs), because net hedging cannot be computed at the BHC level. We construct gross and net hedging variables as defined in Equations (1) and (2). To isolate hedging exposures, we rely on a breakdown in the Call Reports between derivatives “held for trading” and “held for purposes other than trading”, i.e., hedging. Derivatives held for trading, which we exclude, comprise (i) dealer and market making activities, (ii) taking positions with the intention to resell in the short-term or to benefit from short-term price changes (iii) taking positions as an accommodation for customers and (iv) taking positions to hedge other trading activities.15 Gross hedging (rcon8725) includes all types of interest rate derivatives (swaps, options, forwards, etc.). In contrast, net hedging can be computed only for a subset of banks that use only swaps and no other derivatives (i.e., for which rcon3450 = rcon8725 + rcona126). Indeed, banks report the notional amount of interest rate derivatives held for hedging. In addition, banks report the notional amount of swaps held for hedging on which they pay a fixed rate (rcona589). The notional amount of swaps held for hedging on which they pay a floating rate, however, is not reported. It can be inferred from the previous two numbers only for the subset of banks that only use swaps (rcon3450 − rcona589). It cannot be computed for banks that use other types of interest rate derivatives, since the total notional amount of all derivatives held for hedging then includes contracts other than swaps. Restricting to banks that use only swaps yields 9,358 non-zero bank-quarter observations. Panel C of Table 1 show that banks for which net hedging can be computed are not smaller than banks in the broader sample of hedging institutions. They are significantly larger than banks in the entire sample that includes non-hedging banks. Table A1 further shows descriptive 15



In aggregate, gross exposures for trading are much larger than gross exposures for hedging (Begenau et al., 2015; English et al., 2013). However, gross exposures are concentrated among a few dealers and aggregate many long and short positions. For non-dealer banks, hedging exposures are more relevant (Rampini et al., 2015).
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characteristics for these banks. We define additional variables as follows: • Size: Log of total assets (rcon2170); • Book equity: Total equity capital (riad3210) / Total assets; • Book leverage: 1 - Total equity capital (riad3210) / Total assets; • Loans: Total loans and leases (rcon2122); • Net income: Net income (riad4340) annualized over past four quarters / Total assets; • Cash dividends: Cash dividends (riad4460) annualized over past four quarters / Total assets. Variables for net hedging, net income and cash dividends are winsorized at the 5th and 95th percentile every quarter. In case of merger, the surviving bank is treated as the same institution before and after this event. Table A1 – Sample of banks with and without net hedging This table compares the balance sheet characteristics of banks for which net hedging can and cannot be computed (Columns 2 and 3 respectively). Net hedging can be computed for banks that use only swaps and no other interest rate derivatives. Among banks for which net hedging can be computed, Columns 4 and 5 compares banks with net hedging equal to zero and different from zero. All reported moments are means. The last line reports the number of bank-quarter observations. All



Net hedging exists



No net hedging



Net hedging 6= 0



Net hedging =0



Size Book equity / Assets Total loans / Assets Deposits / Assets Net income / Assets



11.522 0.097 0.645 0.856 0.010



11.520 0.098 0.650 0.854 0.010



11.529 0.093 0.627 0.866 0.011



13.643 0.091 0.691 0.788 0.010



11.495 0.098 0.649 0.855 0.010



N. Obs.



592,820



472,536



120,284



9,358



463,178
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Appendix — Proofs and additional equations



We derive the model’s Euler equation and prove Propositions 1 to 2.



B.1



Euler equation



The optimal lending policy of the bank is obtained by deriving Vt with respect to at+1 , !



(1 + ηe (et )) − λt



∂π (at+1 , z, rˆt ) (1 − τ ) +κ = ∂at+1



  1 Z (1 − ηe (et+1 )) (1 − τ ) πa (at+1 , zt+1 , rt+1 ) dg (zt+1 , rt+1 |zt , rt ) . 1 + rt



When making an optimal choice, the bank is indifferent at the margin between increasing lending at t or at t + 1. On the left-hand side, the per-unit cost of a loan increases if it requires issuing equity. Increasing lending also relaxes the collateral constraint, as future cash flows and loan stock are larger. The shadow value of a marginal loan unit equals the same marginal cost, discounted by 1/ (1 + rt ), plus the foregone marginal product of loans. Foregoing these future cash flows is more costly if equity is more likely to be issued at t + 1.



B.2



Proof of Proposition 1



The proof is similar to that of Theorem 9.11 in Stokey and Lucas (1989). Denote T the Bellman operator associated with the equity holders’ problem (Equation 15). Define F (wt , at+1 , bt+1 ) = et − η (et ) and let C (Ω) be the space of all bounded and continuous functions on the bounded set Ω of attainable net worth levels. Let C 0 (Ω) be the space of all functions in C (Ω) that are nonincreasing in their third argument. By Stokey and Lucas (1989)’s Corollary 1 to Theorem 3.2 (contraction mapping theorem), T [C 0 (Ω)] ⊆ C 0 (Ω) ⇒ V ∈ C 0 (Ω) .
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Fix f ∈ C 0 (Ω), wt and zt . Assume that the policy pairs a1t+1 , b1t+1 and a2t+1 , b2t+1







attain the supremum for a bank faced with interest rates rt1 and rt2 , respectively, where rt1 < rt2 . Then 
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The first inequality follows from the fact that a1t+1 , b1t+1 strictly dominates a2t+1 , b2t+1







for a bank facing interest rate rt1 , since Γ (rt2 ) ⊆ Γ (rt1 ) by hypothesis. The strict inequality follows from the facts that F is invariant to rt , 1/ (1 + rt1 ) > 1/ (1 + rt2 ), wt+1 is non-increasing in its fifth argument (since the bank is unhedged), and g is monotone. This proves that the equity value of an unhedged bank is strictly decreasing in rt .



B.3



Proof of Proposition 2



Fix a choice of assets at+1 and compare the bank’s debt capacity with st+1 = 0 and with st+1 6= 0. Note that D(.) is the difference between the maximum amount of debt that can be obtained with st+1 = 0, bt+1 ≤ (1 − τ ) π (at+1 , z, rt ) + κ (1 − δ) at+1 , and with st+1 6= 0 (Equation 10). Therefore, the bank’s debt capacity increases (resp. decreases) whenever D (.) < 0 (resp. D (.) > 0). This completes the proof.
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C



Appendix — Model solution



To solve the model numerically, the state space is discretized. First, the shock processes for z and r (Equations 18, 16 and 17), are transformed into discrete-state Markov chains using Tauchen (1986)’s method. They each take 20 equally-spaced values in [−2σz , 2σz ] and [r∗ − σr , r∗ + σr ] respectively. We discretize r over a narrower space (one standard deviation around the mean) to avoid negative interest rates. To discretize net worth w, we observe that it lies within a bounded set [w, w]. This follows from the fact that a, b and s all lie within bounded sets, and from the definition of w (Equation 9). First, a is bounded from below by 0. It is also bounded from above, since both z and r both have bounded supports. The upper boundary a ¯ is such that a > a ¯ is not profitable. It solves (1 − τ ) πa (¯ a, z, r) − δ = 0, and is well-defined, by concavity of π (.) in a and because lima→∞ πa (a, z, r) = 0. Second, b is bounded above by the collateral constraint (Equation 10). A lower bound on b, even though not computable in closed form, is ensured by the tax structure if τ > 0: when b becomes too negative, the tax cost of holding cash becomes too large, and additional internal funds are optimally distributed to equity holders. Third, s is bounded from above and below by the collateral constraint. There is no closed-form solution for the upper bound and lower bounds w and w. We let grid values for w take 31 values in h



a ¯ (1 − δ)30 , a ¯ (1 − δ)29 , ..., a ¯



i



We ensure that the upper and lower limits are never hit by possible values for nextperiod net worth wt+1 when the bank is making an optimal choice of at+1 , bt+1 and st+1 . After the state space is discretized, we solve for the policy function using value function iteration.
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