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Abstract The Gupta–Kumar’s nearest-neighbor multihop routing with/without infrastructure support achieves the optimal capacity scaling in a large erasure network in which n wireless nodes and m relay stations are regularly placed. In this paper, a capacity scaling law is completely characterized for an infrastructure-supported erasure network where n wireless nodes are randomly distributed, which is a more feasible scenario. We use two fundamental path-loss attenuation models (i.e., exponential and polynomial power-laws) to suitably model an erasure probability. To show our achievability result, the multihop routing via percolation highway is used and the corresponding lower bounds on the total capacity scaling are derived. Cut-set upper bounds on the capacity scaling are also derived. Our result indicates that, under the random erasure network model with infrastructure support, the achievable scheme based on the percolation highway routing is order-optimal within a polylogarithmic factor of n for all values of m. Keywords Achievability  Capacity scaling  Erasure network  Infrastructure  Percolation highway  Relay station  Upper bound
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1 Introduction Mobile data traffic has been explosively increasing as the number of mobile smart devices is increasing rapidly in recent years [1]. The next-generation wireless communication systems have intensively been studied in order to lead to a significant performance improvement over the conventional ones, thus enabling to support a huge amount of traffic demands [2]. Characterizing the sum-throughput of large-scale wireless networks (e.g., a wireless machineto-machine network [3] and a wireless sensor network) has been taken into account as one of the most challenging issues in evaluating the performance of next-generation wireless communication systems supporting multiple devices. In this paper, a capacity scaling law for large-scale hybrid erasure networks having m regularly-placed relay stations (RSs) and n randomly-distributed wireless nodes is completely analyzed using two fundamental path-loss attenuation models, i.e., exponential and polynomial power-laws. To show our achievability result, instead of the Gupta– Kumar’s nearest-neighbor multihop [4], the multihop routing via percolation highway [5] is utilized with/without the help of RSs, and the corresponding lower bounds on the total capacity scaling are derived. Our result indicates that, under random networks using both path-loss attenuation models, the achievable throughput scaling laws are the same as those shown under the regular network model, with no performance loss coming from the additional randomness. Furthermore, upper bounds on the total capacity scaling are derived using the cut-set bound. It turns out that, even under random erasure networks with RS support, the achievable throughput scaling based on the percolation
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highway routing protocol matches our upper bound on the capacity scaling within a polylogarithmic factor of n for any parameter m (i.e., for all the network conditions). To validate the derived analytical results for finite values of system parameters n and m, numerical evaluation is also shown via computer simulations. Our main contributions can be summarized as follows: – – – –



Design of the percolation highway multihop routing with/without infrastructure support in erasure networks Analysis of the achievable throughput scaling laws under two path-loss attenuation models Analysis of the upper bounds on the total capacity scaling under two path-loss attenuation models Numerical evaluation via simulations



The rest of this paper is organized as follows. The related work is summarized in Sect. 2. Sect. 3 describes our system and channel models. In Sect. 4, the achievable scheme and the corresponding lower bounds on the capacity scaling are shown. In Sect. 5, the cut-set upper bounds are derived. The numerical results are also shown in Sect. 6. Finally, Sect. 7 summarizes the paper with some concluding remarks.



2 Related work 2.1 Studies on a variety of wireless networks There have been a great number of studies on the performance of various types of wireless networks. Since the capacity of wireless channels is fundamentally limited by resources, one can maximize the end-to-end throughput by carefully selecting a routing path. In [6], the spatial reusability of wireless channels was exploited to improve the end-to-end throughput along with multihop routing protocols. Multicast routing protocols were designed to improve the performance in terms of energy efficiency, throughput, and fairness in lossy wireless networks [7, 8]. In [9], a topology control algorithm was introduced in mobile ad hoc networks so as to improve the quality of service (QoS) in terms of delay. Meanwhile, to improve the spectrum utilization, research in the field of cognitive radio networks has grown dramatically. It was addressed in [10] how to design good multihop routing metrics for cognitive radio networks. Resource allocation for secondary users based on their quality of experience (QoE) and priority was also studied in cognitive radio networks [11]. On the one hand, small cell networks have attracted great attention in increasing the network capacity with a low-cost and selforganized infrastructure. On the other hand, heterogeneous networks (HetNets) evolve and expand the traditional approach by complementing existing macrocells with a
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layer of small cells using future wireless communications technologies. In [12], both femtocell downlink cellbreathing control and voting-based direct frameworks were proposed to characterize a tradeoff between cell coverage and throughput and a tradeoff between efficiency and fairness, respectively. Feasible schemes enabling small cell dynamic time division duplexing (TDD) transmissions were introduced in both homogeneous networks [13] and HetNets [14]. In [15], analysis on the signal-to-interference-plus-noise ratio of dynamic TDD transmissions was also performed in homogeneous small cell networks. Besides, in orthogonal frequency division multiple access networks, resource allocation was studied in terms of interference mitigation [16–18]. With regard to game-theoretic approaches, game dynamics and learning schemes were studied in heterogeneous networks [19]. There were other interesting topics including a software defined network [20] and a biology-inspired optimization in network design [21]. 2.2 Studies on the capacity scaling law In [4], Gupta and Kumar introduced and characterized the sum throughput scaling in a large wireless network with additive Gaussian noise. They showed that, for the network where n nodes are randomly located in a unit area, the total pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ throughput scales as Hð n= log nÞ.1 This throughput scaling is achieved in such a way that data is delivered from a node to another node in a multihop fashion. There have been further studies on multihop in the literature [5, 23–26], while the total throughput scales far less than HðnÞ. Besides, the almost linear throughput scaling law Hðn1 Þ for an arbitrarily small  [ 0 was derived using a hierarchical cooperation scheme [27] in the Gaussian network model of unit area. As an alternative approach to improving the total throughput up to a linear scaling, infrastructure nodes, or equivalently RSs, can be deployed to the wireless ad hoc network [28–30], where RSs are assumed to have high bandwidth connections to each other. It is strictly necessary for the number of RSs, m, to exceed a certain threshold in order to achieve a linear throughput scaling in m for the hybrid network. In [31], optimal capacity scaling was characterized for a more general hybrid network, where multiple antennas are equipped at each RS and the achievability is based on choosing one of RS-supported single-hop and multihop routings, pure multihop transmission [4], and hierarchical cooperation [27]. 1



We use the following notation: i) f ðxÞ ¼ OðgðxÞÞ means that there exist positive constants C0 and c0 such that f ðxÞ  C0 gðxÞ for all x [ c0 . ii) f ðxÞ ¼ XðgðxÞÞ if gðxÞ ¼ Oðf ðxÞÞ. iii) f ðxÞ ¼ HðgðxÞÞ if f ðxÞ ¼ OðgðxÞÞ and gðxÞ ¼ Oðf ðxÞÞ [22].
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Furthermore, as another fundamental class of networks, a wireless erasure network has been introduced in [32], where a precise characterization of capacity region was shown for some simple multicast problems. In the erasure network, signals are either successfully delivered or completely lost. Such erasure channel model is appropriate for systems with Automatic Repeat reQuest (ARQ)-like mechanisms, in which all information transmission is packetized. As the physical distance between nodes increases, the link quality of the nodes is degraded. In order to incorporate this phenomenon into the erasure channel model, either an exponential or polynomial power-law [33–37] can be invoked in computing the path-loss attenuation. In [33], the exponential decay model was considered in wireless erasure networks, where the probability of successful transmission decays exponentially with a distance between two nodes, whereas, in [34, 35], the capacity scaling was shown under the polynomial decay model. Moreover, a hybrid erasure network equipping multiple infrastructure nodes was characterized and its optimal capacity scaling law was derived, where the results were derived under the exponential decay model [36] and the polynomial decay model [37]. However, in [36, 37], a rather simple regular network was assumed, where wireless nodes are regularly placed over the network, which is not feasible in practice. It is thus not straightforward to intuitively see how the optimal capacity scales for hybrid erasure networks with random node distribution. It is also not obvious how to constructively design an achievable scheme guaranteeing the order optimality under the random erasure network model.



3 System and channel models Consider a two-dimensional extended network [27, 31, 38] of unit node density that consists of n wireless nodes uniformly and independently distributed on a square. We randomly pick a match of source–destination (S–D) pairs, so that each node is the destination of exactly one source. Suppose that the whole area is divided into m square cells, each of which is covered by one single-antenna RS at its center (see Fig. 1). It is assumed that n nodes are located except for the area covered by RSs. The minimum distance between each RS center and its nearest wireless nodes is assumed to be given by 0\dmin  1. For analytical convenience, let us state that parameters n and m are related according to m ¼ nb for b 2 ½0; 1Þ. Moreover, as in [28, 29, 31, 39], it is assumed that the RS-to-RS links have infinite bandwidth connections to each other and these RSs are neither sources nor destinations. Suppose that each node transmits at a rate T(n) / n, where T(n) denotes the total throughput of the network.
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Infrastructure node (or RS)



Wireless node



Fig. 1 Illustration of the random extended network with infrastructure support



Now, let us describe the channel between any two nodes, which is modeled as a memoryless erasure channel with erasure events over all channels being independent. The channel model in the uplink is first shown as follows. The erasure probability ki for transmission between node i 2 f1; . . .; ng and RS k 2 f1; . . .; mg is modeled as an increasing function of distance. In this work, we take into account two fundamentally different types of path-loss attenuation models: exponential and polynomial decay models. When we use the exponential decay model [33, 36] such that the probability of successful transmission decays exponentially with distance dki between node i and RS k, it then follows that ki ¼ 1  ddki ;



ð1Þ



where 0\d\1. When we consider the polynomial decay model [34, 35, 37], the erasure probability is given by ki ¼ 1 



1 ; dkia



ð2Þ



where a [ 0. In addition, to further incorporate the broadcast feature of wireless networks, we consider the case of finite-field additive interference. When, in each time slot, each node i 2 f1; . . .; ng chooses a single symbol xi from the finite-field alphabet Fq , the received symbol yk at RS k is given by X yk ¼ cki xi ; i2I



123



Author's personal copy 2278



Wireless Netw (2016) 22:2275–2285



where I is the set of simultaneously transmitting nodes and cki is the binary random variable that takes the value 0 with probability ki . Note that the output is the sum of all unerased symbol. The above channel models also hold in downlink and wireless node-to-node communication environments in a similar manner.



Horizontal highway



Source Vertical highway



4 Achievability results In this section, routing protocols are first described, and then the corresponding lower bounds on the capacity scaling law are derived under the two path-loss attenuation models.



Destination



(a)



4.1 Routing protocols In this subsection, routing protocols with/without infrastructure support are described using percolation highway [5]. For the two routing protocols, as in [4, 27, 31], a time division multiple access (TDMA) operation is used to avoid causing any huge interference.



Vertical highway



4.1.1 Delivery routing without infrastructure The basic procedure of the percolation highway delivery [5] follows three steps: draining, highway, and delivery phases (note that this routing strategy was used in random ad hoc networks with additive Gaussian noise [5], but can also be applied to random erasure networks with a slight modification). Let us first explain how to construct a backbone network. We divide the area into equal square grids of edge length c for a constant c [ 0, independent of n. Next, we divide the network area into equal horizontal pﬃﬃ pﬃﬃﬃ pﬃﬃﬃ rectangle of size n  2cp log l, where l ¼ pﬃﬃn . Here, the 2c



parameters c and p are determined to generate Hðlog lÞ horizontal disjoint open paths that cross each rectangle from left to right. Each of the rectangles thus has l  log l grids in the percolation model. The area can also be divided into l= log l equal vertical rectangles to generate vertical disjoint paths from bottom to top. As illustrated in Fig. 2(a), the overall procedure is summarized as follows. –



–



–



Draining phase: A source in each horizontal rectangle sends its packets directly via single-hop to a node on a horizontal path of the backbone network. Highway phase: The packets are transported along the horizontal path using multihop routing and then reach a vertical path. Delivery phase: A node in the vertical path sends the packets directly via single-hop to the corresponding destination.
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RS Horizontal highway



Source



(b) Fig. 2 Illustration of the percolation delivery routing. a Percolation delivery routing without the help of infrastructure in the network. b Percolation delivery routing with the help of infrastructure in a cell



We refer to [5] for the detailed description. Note that the pﬃﬃﬃ average number of active S–D pairs is given by Hð nÞ pﬃﬃﬃ with high probability since there exist Hð nÞ horizontal and vertical paths simultaneously, with all the rectangles. 4.1.2 Infrastructure-supported delivery routing When the number of RSs, m, is higher than a certain level, the throughput scaling of RS-supported networks can be improved. In other words, the RS-supported protocol may achieve a better throughput scaling than that of the pure ad hoc transmission with no help of the RSs when m is sufficiently large. In an extended network, as depicted in
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Fig. 2(b), the RS-supported percolation highway multihop routing is described as follows:



where 0\d\1, given in (1). Let us assume that we choose a value k [ d lnln d2 so that ð1  dkd Þ2 [ 14, which follows that



•



the probability PI is upper-bounded by PI \32dðk1Þdc . We have PI \1 by choosing



• •



•



Divide the network into equal square cells of area n / m, each having one RS at the center of each cell. In each cell, horizontal and vertical highways are formed, similarly as in the delivery routing without infrastructure. For the access routing, one source in each cell transmits its packets to the corresponding RS via percolation highway. The RS that completes decoding its packets transmits them to another RS closest to the corresponding destination by wired RS-to-RS links. For the exit routing, the percolation delivery routing from an RS to the corresponding destination is performed, similarly as in the access routing case.



Note that m S–D pairs can be activated simultaneously with the above infrastructure-supported delivery routing. 4.2 Achievable throughput scaling under the exponential decay model Under the exponential decay model, a lower bound on the capacity scaling in the RS-supported random erasure network is first derived using the routing protocols with and without infrastructure support in Sect. 4.1. Theorem 1 Suppose a random erasure network with RSs under the exponential decay model, where the probability of successful transmission decays exponentially as in (1). Then, the total throughput is lower-bounded by pﬃﬃﬃ ð3Þ TðnÞ ¼ Xðmaxfm; ngÞ for all m ¼ nb satisfying b 2 ½0; 1Þ. Proof The proof technique essentially follows that of [33, Theorem 2] with a slight modification. We first derive the transmission rate achieved using the routing protocol without infrastructure in the network which is divided into squares of side length c [ 0. Let us denote the distance between a source node and its destination by d. Then, it is assumed that the routing is performed based on the t-TDMA scheme with t ¼ ðkd=cÞ2 (parameter k will be specified later). Under the t-TDMA scheme, the nearest interfering transmitter is at least distance ðk  1Þd  c away from the intended receiver. The probability PI that the symbol from at least one of the simultaneously interfering nodes is not erased is given by 1 X PI  ð8iÞdðik1Þdc i¼1



¼



8dðk1Þdc ð1  dkd Þ2



;



k[1 



5 ln 2 c þ ; d ln d d



which satisfies the inequality k [ d lnln d2. Then, we can achieve the following transmission rate to any destination within a distance d: dd ð1  PI Þ=t; where & 2 ’ d 5 ln 2 t¼  þ1 ¼ Hðd2 Þ: c c ln d In the draining or delivery phase, the distance between a node and the point on the highway is not greater than pﬃﬃ pﬃﬃﬃ 2cp log pﬃﬃ2nc. Note that there are Oðlog nÞ nodes in each square. The transmission rate in these phases is thus given by   X dd ð1  PI Þd 2 ðlog nÞ1  pﬃﬃ  pﬃ 2cp logpﬃn 3 2c ðlog nÞ ¼X d  pﬃﬃ  pﬃ  2cp logpﬃ n  3 2cd ðlog nÞ ¼X e  pﬃ2cp  ¼ X n 2d ðlog nÞ3 ; 



where dd ¼ ed=d and d is the critical distance determined according to d. If we choose pﬃﬃﬃ 2cp 1 \ ; 2d  2 then per-node transmission rate is limited only by the highway phase. From [5, Lemma 4], it is shown that pernode transmission rate for the nodes along the highways is   pﬃﬃﬃ X p1ﬃﬃn . Hence, the total throughput Xð nÞ is achievable using the routing protocol without RSs. In a similar fashion, it is shown that the total throughput XðmÞ can be achieved using the routing protocol with RSs since per-cell transmission rate Xð1Þ can be achieved by the infrastructure-supported delivery routing, whose detailed derivation is omitted but is basically the same as the case of the percolation highway routing without infrastructure. Therefore, the achievable throughput scaling for the RS-supported random erasure network under the exponential decay model is given by (3), which completes the proof of the theorem.
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Based on Theorem 1 and [33, Theorem 2], it is easy to see that both regular and random erasure networks with infrastructure support achieve the same throughput scaling law. Thus, randomness in node positions does not occur any performance loss in scaling law. 4.3 Achievable throughput scaling under the polynomial decay model In this subsection, under the polynomial decay model, a lower bound on the capacity scaling in the RS-supported random erasure network is derived using the routing protocols with and without infrastructure support. Theorem 2 Suppose a random erasure network with RSs under the polynomial decay model, where the probability of successful transmission decays polynomially as in (2). Then, when a [ 2, the total throughput is lower-bounded by pﬃﬃﬃ TðnÞ ¼ Xðmaxfm; ngÞ ð4Þ
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Since per-node transmission rate is limited only by the   highway phase and scales as X p1ﬃﬃn along the highways, the pﬃﬃﬃ total throughput scaling without RSs is given by Xð nÞ. Similarly, under the infrastructure-supported routing, it is shown that the total throughput scaling XðmÞ can be achieved. Therefore, the achievable throughput scaling for the RS-supported random erasure network under the polynomial decay model is given by (4), which completes the proof of the theorem. This result shows scaling behaviors consistent with the regular network case [37], which is rather obvious. More specifically, the lower bound under the polynomial decay model holds for a [ 2, unlike the case of the exponential decay model whose bound does not depend on the parameter d (refer to Theorem 1). In addition, from Theorems 1 and 2, it is seen that both path-loss attenuation models provide the same achievable throughput scaling under our network assumption.



is achievable for all m ¼ nb satisfying b 2 ½0; 1Þ. Proof As in the exponential model scenario, it is assumed that the routing is performed based on the t-TDMA scheme with t ¼ ðkd=cÞ2 , where d is the distance between a source node and its destination and c is the side length of each square in the network. We remark that the nearest interfering transmitter is at least distance ðk  1Þd  c away from the intended receiver. The probability PI that the symbol from at least one of the simultaneously interfering nodes is not erased is given by 1 X 8i PI  : ððik  1Þd  cÞa i¼1 For a [ 2, choosing an appropriate value k will lead to the probability PI that is less than 1. Then, we can achieve the following transmission rate to any destination within a distance d: ð1=d a Þð1  PI Þ=t;



5 Cut-set upper bounds In this section, to verify the order optimality of our achievability in Sect. 4, information-theoretic cut-set upper bounds [40] are derived for an RS-supported random erasure network. Let SL and DL denote the sets of sources and destinations, respectively, for a given cut L in the network (see Fig. 3). Following the same steps as those in [31, 36, 37], we consider the cut L dividing the network area into two halves. More precisely, under L, (wireless) source nodes SL are on the left, whereas all nodes on the right and all RSs are destinations DL . Here, as illustrated in Fig. 3, the set of destinations is assumed to consist of the two ð1Þ



ð2Þ



subsets DL and DL , which denote the set of destinations on the left half and the set of wireless and infrastructure nodes on the right half, respectively. We start from the following lemma, in which the cut-set bound for erasure



L



where t ¼ Hðd2 Þ. In the draining or delivery phase, the distance between a node and the point on the highway is pﬃﬃ pﬃﬃﬃ not greater than 2cp log pﬃﬃ2nc. Note that there are Oðlog nÞ nodes in each square. The transmission rate in these phases is thus given by   X ð1=d a Þð1  PI Þd2 ðlog nÞ1 0 1 1 B C ¼ X@pﬃﬃﬃ A pﬃﬃ 2þa n 2cp log pﬃﬃ2c log n   ¼ X ðlog nÞ3a :
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DL(1)



SL



DL(2)



Fig. 3 The sources and the partition of the destinations with cut L. To simplify the figure, one RS is shown in the left-half network
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networks is characterized assuming no interference, leading to an upper bound on the performance. Lemma 1 ([32]) For an erasure network divided into two sets SL and DL , the cut-set bound on the total throughput T(n) is given by ! X Y TðnÞ  1 ki ; ð5Þ i2SL



k2DL



where ki is the erasure probability between source i 2 SL and destination k 2 DL . Using the characteristics of random node distribution establishes the following lemma. Lemma 2 Assume a two-dimensional extended network. When the network area is divided into n squares of unit area, there are less than log n nodes in each square with high probability. This result can be obtained by applying our RS-based network and slightly modifying the proof of [5, Lemma 1]. By using Lemma 2, we would like to consider the network transformation resulting in a regular network with at most log n nodes at each square vertex, similarly as in [27, 31]. In the following two subsections, we derive upper bounds on the capacity according to the two path-loss attenuation models. Our proof technique essentially follows that of [36, 37] with a modification, but we provide simple proofs of all theorems for completeness. 5.1 Upper bound under the exponential decay model Under the exponential decay model, an upper bound on the capacity scaling in the RS-supported random erasure network is first derived in the following theorem. Theorem 3 Suppose a random erasure network with RSs under the exponential decay model, where the probability of successful transmission decays exponentially as in (1). Then, the total throughput is upper-bounded by  pﬃﬃﬃ  TðnÞ ¼ O ðlog nÞ2 maxfm; ng ð6Þ



where Q the secondPinequality follows from the fact that 1  i ð1  xi Þ  i xi for 0\xi \1. Let us first consider a regular network in which two neighboring nodes are regularly 1 unit of distant apart from each other. From Lemma 2, there are at most 8i log n nodes whose distance ð1Þ



from one RS in the set DL is given by dmin þ i  1 in the ith layer. Let us now focus on computing the first term in (7), whose upper bound is given by 1 X X log n ð8iÞddmin þi1 ð1Þ



k2DL



i¼1



1 X X



 8 log n



ð1Þ k2DL



¼ 8 log n



X



iddmin i ð8Þ



i¼1



d



dmin



dmin 2 Þ ð1Þ ð1  d



k2DL



 c1 m log n; where c1 [ 0 is some constant, independent of n. Here, the first inequality follows from the fact that dmin i  dmin þ i  1, and the second inequality holds ð1Þ



since there exist m / 2 RSs in DL . Moreover, the term log n in (8) comes from the network transformation to a regular network. More precisely, as illustrated in Fig. 4(a), the nodes in the set of sources, SL , are moved in a sense of decreasing the Euclidean distance between node i 2 SL and the corresponding RS. From Lemma 2, such a network transformation results in the regular network with at most log n nodes at each vertex of unitarea squares in SL . Next, let us turn to the second term in (7). Since the second term corresponds to the cut-set upper bound for erasure networks with no RS support, it can be upperbounded by that under the regular network with at most log n nodes at each vertex of unit-area squares, using the displacement as shown in Fig. 4(b). From such a node displacement, it follows that XX pﬃﬃﬃ ddki  ðlog nÞ2 n: ð9Þ ð2Þ i2S L



i2DL



b



for all m ¼ n satisfying b 2 ½0; 1Þ.



Hence, using (8) and (9), the total throughput scaling is finally upper-bounded by (6), which completes the proof of the theorem.



Proof



Substituting (1) into (5), we have ! X Y  dki TðnÞ  1 1d i2SL







XX



k2DL



ddki



i2SL i2DL







XX i2SL i2Dð1Þ L



ddki þ



ð7Þ XX i2SL i2Dð2Þ L



ddki ;



From Theorems 1 and 3, it is shown that a combination of the percolation highway routing protocols with and without infrastructure support is order-optimal within a polylogarithmic factor of n in our random hybrid network. We also remark that, unlike the case of Gaussian network models [31], the use of the hierarchical cooperation [27] or
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! Y 1 1 1 a TðnÞ  dki i2SL k2DL XX 1  da i2SL i2DL ki XX 1 XX 1  þ : a d da ð1Þ ki ð2Þ ki i2S i2S X



L



L



i2DL



ð11Þ



i2DL



Following the network transformation argument similar to the proof of Theorem 3, an upper bound on the first term in (11) is given by 1 X X 1 log n ð8iÞ ðd þ i  1Þa min ð1Þ i¼1 k2DL



 8 log n



1 X X ð1Þ



k2DL



¼



i¼1



i ðdmin iÞa



8 log n X 1 a dmin ia1 ð1Þ k2DL



 c2 m log n; where c2 [ 0 is some constant, independent of n. Here, the ð1Þ



Fig. 4 The displacement of nodes, indicated by arrows. a The displacement of the nodes in SL . b The displacement of the nodes in ð2Þ SL and DL



last inequality holds since there exist m / 2 RSs in DL and the sum converges when a [ 2. Since the second term in (11) corresponds to the cut-set upper bound for erasure networks with no RSs, from [35], we have XX 1 pﬃﬃﬃ  ðlog nÞ2 n; a d ð2Þ ki i2S L



any sophisticated multiuser detection scheme is not needed to improve the throughput scaling even in the random network setup.



5.2 Upper bound under the polynomial decay model In this subsection, under the polynomial decay model, an upper bound on the capacity scaling in the RS-supported random erasure network is given as in the following theorem. Theorem 4 Suppose a random erasure network with RSs under the polynomial decay model, where the probability of successful transmission decays polynomially as in (2). Then, when a [ 3, the total throughput is upper-bounded by  pﬃﬃﬃ  TðnÞ ¼ O ðlog nÞ2 maxfm; ng ð10Þ for all m ¼ nb satisfying b 2 ½0; 1Þ. Proof



Substituting (2) into (5), we have
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i2DL



where the inequality holds when a [ 3. Therefore, the total throughput is finally given by (10), which completes the proof of the theorem. As in the exponential decay model, from Theorems 2 and 4, it is shown that our achievable scheme is order-optimal within a polylogarithmic factor of n. It is also seen that the upper bound derived under the polynomial decay model holds for a [ 3, while that under the exponential decay model always holds regardless of the parameter d (refer to Theorem 3). In addition, it is worth noting that the derived upper bounds for both path-loss attenuation models are the same for a [ 3, even under the random hybrid network. In other words, performance for the two channel models shows the same trends as far as capacity scaling is concerned.



6 Numerical evaluation In this section, to validate the performance of the upper bounds in Sect. 5, we perform extensive computer simulations according to finite values of the system parameters
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Fig. 5 The upper bound on the total throughput T(n) versus the number of nodes, n
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Fig. 6 The upper bound on the total throughput T(n) versus the number of RSs, m



n and m.2 Using (5), the upper bounds on the total capacity [bps/Hz] is numerically computed as  P  Q i2SL 1  k2DL ki , where ki is given by (1) and (2) under the exponential and polynomial decay models, respectively. It is assumed that nodes are uniformly and independently distributed over a square network whose size pﬃﬃﬃ pﬃﬃﬃ is n  n [m], while RSs are regularly spaced over the network such that the distance between nearest-neighbor pﬃﬃﬃﬃﬃﬃﬃﬃﬃ RSs is n=m [m]. The parameter b is assumed to be 0.5, pﬃﬃﬃ i.e., m ¼ n is assumed. The decay parameters d and a are 2



7 Concluding remarks For the random erasure network with infrastructure support under the two fundamental path-loss decay models, the capacity scaling law was fully characterized by deriving both upper and lower bounds as a function of n and m. It was shown that our routing scheme using the multihop via percolation highway indeed achieves the same throughput scaling as the regular hybrid network case using the Gupta– Kumar’s nearest-neighbor multihop. We also proved that the routing scheme is order-optimal within a polylogarithmic factor of n for any values of m. As a result, it turned out that no performance loss coming from the additional randomness occurs compared to the regular network scenario.
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set to 0.5 and 3.1, respectively. In our Monte–Carlo simulations, the network topology (i.e., the node distribution) is generated 1  103 times for given system parameters. The upper bound on the total throughput T(n) versus the number of nodes, n, is first evaluated in Fig. 5 under the two fundamental path-loss decay models (i.e., the exponential and polynomial decay models). It is shown that T(n) increases almost with the square root of n, which is consistent with Theorems 3 and 4. Next, Fig. 6 shows the upper bound on T(n) versus the number of RSs, m, under both exponential and polynomial decay models. From Fig. 6, it is shown that T(n) increases linearly with m, which also matches our analytical results.



The lower bounds on the capacity in Sect. 4 can also be validated via simulations in a similar fashion, which is omitted in this paper.
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