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Constrained Decentralized Estimation Over Noisy Channels for Sensor Networks Tuncer Can Aysal, Student Member, IEEE, and Kenneth E. Barner, Senior Member, IEEE



Abstract—Decentralized estimation of a noise-corrupted source parameter by a bandwidth-constrained sensor network feeding, through a noisy channel, a fusion center is considered. The sensors, due to bandwidth constraints, provide binary representatives of a noise-corrupted source parameter. Recently, proposed decentralized, distributed estimation, and power scheduling methods do no consider errors occurring during the transmission of binary observations from the sensors to fusion center. In this paper, we extend the decentralized estimation model to the case where imperfect transmission channels are considered. The proposed estimator, which operates on additive channel noise corrupted versions of quantized noisy sensor observations, is approached from maximum likelihood (ML) perspective. The resulting ML estimate is a root, in the region of interest (ROI), of a derivative polynomial function. We analyze the natural logarithm of the polynomial within the ROI showing that the function is log-concave, thereby indicating that numerical methods, such as Newton’s algorithm, can be utilized to obtain the optimal solution. Due to complexity and implementation issues associated with the numerical methods, we derive and analyze simpler suboptimal solutions, i.e., the two-stage and mean estimators. The two-stage estimator first estimates the binary observations from noisy fusion center observations utilizing a threshold operation, followed by an estimate of the source parameter. The optimal threshold is the maximum a posteriori (MAP) detector for binary detection and minimizes the probability of binary observation estimation error. Optimal threshold expressions for commonly utilized light-(Gaussian) and heavy-tailed (Cauchy) channel noise models are derived. The mean estimator simply averages the noisy fusion center observations. The output variances of means of the proposed suboptimal estimators are derived. In addition, a computational complexity analysis is presented comparing the proposed ML optimal and suboptimal two-stage and mean estimators. Numerical examples evaluating and comparing the performance of proposed ML, two-stage and mean estimators are also presented. Index Terms—Distributed estimation, maximum likelihood estimation, parameter estimation, sensor networks.



I. INTRODUCTION HE problem of decentralized estimation is studied in the context of distributed control [1]–[4], tracking [5], multirobot localization [6], data fusion [7]–[11], and recently in wireless sensor networks (WSNs) [12]–[18]. WSNs comprise a
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large number of geographically distributed nodes characterized by power constraints and limited computation capability. While a number of works address sensor collaboration for distributed detection [7]–[11], the challenging problem of distributed estimation has recently received attention. In distributed estimation for WSNs, each sensor has available a subset of the observations that must be transmitted to a central node, or fusion center. Various WSN implementations and quantizer design issues are considered in [12]–[14], and [18]–[21]. A constraint in many WSNs is that bandwidth is limited, necessitating the use and transmission of quantized binary versions of the original noisy observations. Many recent efforts address the estimation of a deterministic source signal from quantized noisy observations [12]–[17]. When the probability density function (pdf) of the sensor noise is known, transmitting a single bit per sensor leads to minimal loss in estimator variance compared with a clairvoyant estimator (estimator based on unquantized measurements) [15], [16], [22]. Alternatively, when the sensor noise pdf is unknown, pdf-unaware estimators based on quantized sensor data have also been introduced recently [14], [16], [17]. The distributed estimation techniques considered in the previously proposed methods are based on quantized noisy sensor observations. These methods thus subsequently assume that the transmission of binary observations from sensors to fusion center is perfect. In this paper, we extend the distributed estimation model to admit transmission imperfectness, i.e., we consider the case where the quantized noisy sensor observations are corrupted by additive noise during transmission from sensor to fusion center. Our estimator is hence based on noisy quantized versions of noisy sensor observations. Utilizing this extended WSN model, we derive the maximum likelihood (ML) estimate of a deterministic source signal. The ML optimal estimate, however, relies on polynomial root finding and selection. Presented analysis shows that the polynomial is log-concave in the region of interest, enabling the use of the Newton’s method to obtain the optimal solution. To further address the complexity and implementation issues of the optimal ML estimator, we propose two, fast, simple and practical suboptimal solutions: The two-stage estimation technique, in which the binary sensor outputs are first estimated utilizing their corrupted versions, followed by estimation of the source signal. The binary sensor output estimation, in this case, is based on a thresholding operation where the threshold is obtained through the maximum a posteriori (MAP) detector and it minimizes the probability of binary sensor output estimation error. The optimal thresholds are derived for the Gaussian and Cauchy pdfs, which are successfully utilized in the literature to model light- and heavy-tailed environments, respectively. The
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mean estimator is the second proposed suboptimal estimator. The mean estimator simply averages the noisy observations received at the fusion center. The proposed methods are analyzed through the determination of estimator variances and computation costs, which are the critical criterions in WSN applications. Finally, numerical experiments evaluating and comparing the performance and processing times of the ML, two-stage, and mean estimators are presented. The remainder of this paper is organized as follows. The problem formulation and the extended WSN model admitting transmission noise is introduced in Section II. The estimator of a deterministic source signal utilizing the corrupted quantized noisy sensor observations is derived in Section III. Computationally attractive solutions relying on a two-stage algorithm and averaging are presented in Section IV, along with the probability of error and optimal threshold derivations. The output variances of these estimators and computational complexity analysis are also derived in this section. Section V details the experiments evaluating and comparing the performance of the ML, two-stage and mean estimators. Finally, conclusions are drawn in Section VI. II. PROBLEM FORMULATION Consider a set of distributed sensors, each making observations of a deterministic source signal . The observations are corrupted by additive noise and are described by [12]–[18] (1) Noise samples are assumed zero-mean, spatially uncorrelated, and independent and identically distributed (i.i.d.). Furthermore, the density function , where of the sensor noise is denoted by denotes the scale parameter of . Note that this model is especially valid when the sensors are very close to each other, and their relative distances are smaller than their distances to the source, so that they observe the identical source signal . Suppose a fusion center is to estimate based on the noisy . If the fusion sensor observations center has knowledge of the sensor noise density function and sensors are capable of sending the observations to the fusion center without distortion, then the fusion center can simply perform the ML estimate of , i.e., clairvoyant estimator (2) where . This scheme is only applicable in a centralized estimation situation where observations are either centrally located, or can be transmitted to a central location without distortion. Neither of these requirements is realistic in a WSN, where the sensor nodes are bandwidth constrained and the communication links between the fusion center and sensors are noisy. Constraints on sensor cost, bandwidth, and energy budget dictate that low quality sensor observations observations have to be aggressively



p



Fig. 1. Decentralized, noisy channels WSN scheme with a fusion center where g(m(k)) = E m(k).



quantized [23]. To this end, we consider the quantization operation as the construction of a set of indicator variables, which are binary observations [12]–[18] (3) is a threshold defining , denotes the set of where is the indicator function. In addition, due real numbers, and to imperfections of communication links between sensor nodes and the fusion center, we further extend the model to include channel noise utilizing binary phase shift keying (BPSK) modulation (4) is the signal transmitted from the where are assumed to be sensor output, the zero-mean, unit variance, i.i.d. channel noise samples, is are the noisy obserthe bit energy and vations received at the fusion center. Moreover, the normalized . density function of the link noise is denoted by The signal-to-noise ratio (SNR) is, thus, defined as SNR



(5)



As a result, we consider the extended decentralized scheme shown in Fig. 1, where denote the sensors. III. ESTIMATION BASED ON NOISY BINARY OBSERVATIONS Consider the most demanding bandwidth constraint case, in obserwhich sensors are restricted to transmit one bit per vation. Instrumental to the WSN scheme presented in Section II is a Bernoulli random variable with paramis the fact that eter (6) is the cumulative distribution function of . where and Also of note is that . The probability density function of the noisy observations received at the fusion center, , is then given by i.e., (7)
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where (8a) and (8b) The likelihood function of is given by



based on the noisy observations



. Although con(0,1) yielding the maximum value of ceptually simple, polynomial root finding is not desirable due to its high complexity and precision problems for high-order polynomials [24]. To overcome the drawbacks of root finding algorithms, we utilize the Newton’s iteration technique. Convergence of Newton’s algorithm to the optimal solution is guaranteed [25] in this case since the following proposition proves that is log-concave in (0,1). Proposition 2: Let us denote



for



(14)



and (15a) (9) where



and



. Let us define



(15b) (10)



Note that the is the probability that the binary sensor observais zero, i.e., , and is restricted to tion the open interval (0,1). To simplify the problem, we first derive the estimate for and utilize the invariance of the ML estimate , thus, to estimate using (10). The ML estimate of reduces to



The function is log-concave in such that concave in Proof: Consider



: for



is .



(16) The first and second derivatives of the above is given by



(11) (17) where (12) The following proposition, the proof of which follows directly from (12) is omitted for brevity, brings together some important . properties of Proposition 1: Denote (13) The following statements hold: is a polynomial in of degree i) The function and the roots of are . has a finite number [at most ] ii) The function of local extrema. lying iii) The estimate is one of the local maxima of in the (0,1) interval. can be calculated as a root of Hence, the estimate for the order polynomial derivative of lying in since the roots are given (0,1). It is easy to generate values. It by the from . The roots of is also simple to obtain the function can be calculated utilizing the traditional polynomial root finding techniques, for example, the LAPACK and EISPACK routines [24], and is selected as the root in



(18) indicating that for . This subsequently indicates that is concave in . Since cannot be found in closed-form, and is logconcave, Newton’s algorithm is utilized to obtain optimal . Newton’s algorithm is based on the following iteration: (19) where denotes the iteration number. Newton’ algorithm is guaranteed to converge to the optimal solution regardless of the is concave. initialization since Furthermore, the ML estimate for is now given by (20) where we utilized the invariance of ML estimate. To ensure the bijectivity of the cumulative density function, we assume that satisfies for all , i.e., the cumulative distribution function is strictly increasing, where denotes the support of . Remark 1: The ML estimator for the decentralized scheme with noisy communication channels reduces to the estimator for
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decentralized scheme with perfect channels as SNR tends to infinity, i.e.



. The estimate where variable with



is thus a Bernoulli random



(21) where



, which implies (22) (24)



A careful inspection shows that this estimator is equivalent to the estimator proposed in [12] and [15]. Proof: See Appendix A. Although well established, Newton’s algorithm requires the and at each iteration. evaluation of In addition, since Newton’s algorithm is recursive, these functimes, where denotes the tion evaluations are performed total number of iterations. Due to these issues, we develop practical, easy-to-implement and fast suboptimal solutions in the following.



to a simple In the cases, we can simplify thresholding test such as, , e.g., Gaussian channel noise case, the above reduces to (25) where we define



and



IV. FAST AND EFFECTIVE SUBOPTIMAL SOLUTIONS Two computationally effective, easy-to-implement and accurate suboptimal solutions are proposed in this section. The two-stage estimator first estimates the binary observations from noisy fusion center observations utilizing a threshold, then provides an estimate for the source parameter. The optimal threshold is designed to minimize the probability of error during the binary observation estimation. Optimal threshold values for commonly utilized light- and heavy-tailed channel noise models are derived, including for the Gaussian and Cauchy density functions that are justified by the Central and Generalized Central Limit Theorems. The mean estimator, which requires the minimum amount of information and computational load, simply averages the noisy fusion center observations to provide an estimate of the source parameter. A. Two-Stage Estimator The estimation of is decomposed here into two stages. The values are first estimated from the . The noisy fusion center observations resulting estimates are Bernoulli random variables with param. Subsequently, is estimated utilizing the eter values. Finally, we provide an estimate for using the invariance of the ML estimate. In the following analysis, we approach the sensor output detection from a maximum a posteriori (MAP) perspective. Direct solutions are derived for channel noise density functions that result in threshold realizations for the MAP detector, e.g., Gaussian channel noise. Note that the presented approach is also applicable to general noise density functions with the resulting solution requiring direct evaluation of the MAP criteria. terms are binary Recall that the random values. The estimation of from the noisy fusion center observations reduces to (23)



(26)



, given the estimated The estimate of Bernoulli random variables, simply reduces to (27) Given the estimate for



, the estimate for



is found as (28)



The two-stage estimator consists of three steps: 1) Estimate the binary observations . utilizing the 2) Estimate the Bernoulli random variable estimates. 3) Compute utilizing the (invariant) relation between and . Remark 2: Consider the case where SNR, , i.e., . This is the case in which the noisy transmission channel WSN model reduces to the noise-free transmission channel WSN model previously considered in the literature [12], [15]. Considering the cases where the optimal detection reduces to thresholding, the optimal threshold, hence, reduces . The two-stage estimator in this case is to



(29) The proof follows similarly to Appendix A and is thus omitted for brevity. The estimator in (29), as expected, is equivalently derived as the estimator of from quantized noisy sensor observations [12], [15]. The two-stage algorithm provides a computationally attractive, simple and easy-to-implement solution
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for the source parameter estimation problem. However, due to values the direct estimation of the and subsequent use of these estimates, the two-stage approach introduces estimation error and requires the design of detection procedures, both of which are investigated in the following. and Probability of Error: Since the binary 1) Design of values are estimated from the noisy fusion center observations, , in the two-stage estimation algorithm, this estimation is cast as a binary detection problem in the following. The optimal threshold is approached from MAP detector perspective [26], [27]. Let the two hypotheses to be is the sensor output where WSNs,



Cauchy Distributed Channel Noise: Consider next the case , in which the channel noise samples, obey the Cauchy density



(36) is the scale parameter. where Substituting the Cauchy density in (31), after some manipulations, gives



(30)



(37)



. The MAP decision rule is, noting that in the and , thus, given by



to avoid cumbersome notation. where we denoted , the roots of Note that (37) is a second order polynomial in which are given by



(31)



(38) Now, let



where we define



and accordingly . The MAP optimal detection reduces to



(32) It is easy to show that the MAP detector, obtained by solving (31), minimizes the probability of binary detection error [27], which, in this case, is given by



if if (39) , the optimal detection threshold is . and for case, which occurs for Remark 3: Note that the , yields , in both of the Gaussian and Cauchy cases. This is expected since



(33) where denote the complementary set. 2) Optimal Detections for the Gaussian and Cauchy Density Cases: The optimal thresholds for the Gaussian and Cauchy density functions are given here. The Gaussian density is a member of Generalized Gaussian density (GGD) family with tail parameter two. The Cauchy density function is a member ) and is the only of alpha-Stable density family (where closed-form expression in the family other than the Gaussian density [28]. The optimal thresholds for these commonly utilized models are established in the following. Discussion regarding the optimal thresholds is presented after the derivations. Gaussian Distributed Channel Noise: Let the channel noise , obey the Gaussian density samples, function (34) The MAP optimal by



(40) Since this case implies that , it is clear that the optimal threshold must reduce to zero. Note that the optimal thresholds are functions of the unknown parameter . Iterative algorithms, such as the ones discussed in [12], [18] can be utilized to iteratively improve the fusion center detection threshold in Gaussian and non-Gaussian cases. Moreover, a stronger result holds for the Gaussian case as, invoking can be estimated directly from the law of large numbers, the fusion center observations since yielding an estimator for (41)



B. Mean Estimator



, is obtained by solving (31) and is given



An estimate for that requires minimum information and complexity is defined as



(35)



(42)
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where . This estimator assumes that the channel noise has a finite mean, a constraint that holds for Gaussian density but not for the Cauchy density. To see the effectiveness of the mean estimator in finite mean valued channel noise cases, consider (43) which follows from the law of large numbers. Now note that



series method), which provides the asymptotic variance of an estimator [29] (47) where is a twice differentiable function. The utilization of the delta method requires differentiation of inverse cdf which is discussed in the following lemma (the proof of which is elementary). is given Lemma 1: The derivative of an inverse cdf by (48)



(44) yielding (45) Now, inverting the equation and solving for gives the mean estimator. Remark 4: As in the case of the two-stage estimator, the case, to the estimean estimator also reduces, in the mator in (29), i.e., the estimator of based strictly on quantized noisy sensor observations [12]–[16]. This is seen by noting that , .



where is the corresponding pdf. The asymptotic variance of the two-stage estimator is given in the following proposition. Proposition 3: The asymptotic variance of the two-stage estimator is given by (49), shown at the bottom of the page, where and are obtained substituting in their expressions. Proof: See Appendix B. Consider next the variance of the mean estimator, which is given by



(50)



C. Estimator Variances Variance is an important evaluation criteria for estimators. The CRLB of any unbiased estimator operating on a WSN with noisy channels and the variance of the ML estimator are intractable due to expectation of inverted squared random variable and the utilization of Newton’s algorithm. However, note that the ML estimators asymptotically achieve the CRLB and that the variance of the optimal ML estimator is addressed through extensive simulations in Section V. The variances of the estimates obtained by the two-stage and mean estimators are, however, tractable and derived in the following for the cases where the optimal detection reduces to a thresholding test. Consider first the variance of the two-stage estimator. It is easy to see that the variance of the two-stage estimator is given by (46) is problematic. To Note that the derivation of avoid this difficulty, we make use of the delta method (or Taylor



The asymptotic variance of the mean estimator is given in the following proposition. Proposition 4: The asymptotic variance of the mean estimator, for channel noise with finite variance, is given by



(51) where again denotes the SNR. Proof: See Appendix C. The following proposition considers the asymptotical statistical expectations of the two-stage and mean estimators. Proposition 5: The two-stage and mean estimators are asymptotically unbiased estimators of . The proof follows from the weak law of large numbers and , and is omitted here for brevity. the fact that The two-stage and mean estimator variances given in (49) and (51) can be contrasted with the CRLB of the estimator operating



(49)
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Fig. 3. Minimum variance function () as a function of SNR; , in the optimal  =  case. The critical crossover point is represented with dotted vertical and horizontal lines.



versely, the mean estimator provides better performance that the two-stage estimator for low SNR. This is attributable to the reerror increase, which thereby sulting decreases the two-stage estimator performance. The two-stage and mean estimator variances are also plotted for the optimal case, Fig. 2(b). Observations similar to previous case are drawn. Suboptimal Estimator Variance Comparison in The Optimal Case: The minimum variance bound, (52), is , which in the Gaussian sensor noise case achieved when yields [12], [15] Fig. 2. Two-stage and mean estimator variances as function of number of sensors, K , and SNR,  in dB. (a)  = 1:0;  = 1:5 and  = 1. (b) Two-stage and mean estimator variances for optimal case  =  .



directly on , i.e., the estimator operating on the quantized noisy sensor observations and given in (29). The CRLB of this estimator is [12], [15]



(53) It is easy to show that the two-stage and mean estimators also achieve their minimum at . Moreover, the minimum variances of the two-stage and mean estimators, for Gaussian sensor and channel noise case, are discussed in the following corollaries the proofs of which are omitted since they simply follow in (49) and (51). by replacing Corollary 1: The minimum variance of the two-stage estimator is given by



(52) It is straightforward to show that variance of the two-stage and mean estimators, i.e., (49) and (51), reduces to the variance of the estimator operating on the quantized noisy sensor observations in the absence of channel noise. The two-stage estimator and mean variances are plotted in Fig. 2(a) as a function of number of sensors, , and SNR, in (dB), for the Gaussian channel noise case. The parameters are: and . As expected, the estimator variances decrease as increases and decreases. Also of note is that for high SNR, the two-stage estimator exhibits smaller vari, ance than the mean estimator. This is expected since as the estimation error goes to zero. Con-



(54) where we define to simplify the notation in the two-stage estimator variance case. Corollary 2: The minimum variance of the mean estimator is given by (55) where is the SNR. denote the minimum asymptotic variance ratio Now let of the two-stage and mean estimators for the Gaussian channel
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TABLE I THE NUMBER OF OPERATIONS REQUIRED FOR OPTIMAL AND SUBOPTIMAL ALGORITHMS



noise case (56) The minimum variances ratio is plotted in Fig. 3 as a function of SNR for the Gaussian case. Note that the TSE provides a smaller variance than the ME in high SNR regimes. This is due the fact that the estimation errors of the binary observations from their corrupted versions is very small, resulting a performance close to the BE. In low SNR regimes, the ME has a smaller variance than the TSE since, in this case, the binary observation estimation errors are large due to low SNR. Also, as expected, the since both estimators conratio converges to unity as verges to the estimator operating on binary values [12], [15]. , the two-stage estimator It is clear that when (mean estimator) outperforms the mean estimator (two-stage into estimator). Substituting and utilizing the fact that , yields (57) Utilizing the series expansion for high precision [30]



, to the tenth power for



(58) and solving for the roots utilizing the LAPACK and EISPACK routines [24] indicates that (59) This is also equivalent to the case (dB). This indicates that the two-stage estimator (mean estimator) outperforms the mean estimator (two-stage estimator) when the system is (dB). Also of note is that characterized by the relative performance is independent of the sensor noise parameter, , since it is canceled out in the ratio operation. In the heavy-tailed Cauchy channel noise case, the mean estimator , indicating that the output variance is , since two-stage estimator outperforms the mean estimator for all . D. Computational Complexity Computational complexity is an important consideration in on-line processing systems such as WSNs [31]–[33]. The computational complexity of the proposed optimal and suboptimal



solutions are investigated in this section. For the two-stage estimator, we consider the cases where the optimal detector is a thresholding operation. Consider first the optimal maximum likelihood estimator. Recall that the optimal maximum likelihood estimator utilizes the Newton’s iteration technique [25] which requires the compuvalues. tation of the The number of operation required to compute these values is , where and desummarized as note the addition operation and the number of operations (additions, multiplications, function evaluations, etc., ) to compute times. The computation of , , requires at for a given each iteration. The overall complexity of the optimal maximum likelihood estimator is, hence, given by , where is denotes the computational the number of iterations and load for (20), i.e., the number of operations required to calculate for given . To evaluate the complexity of the two-stage estimator, rethresholding operations, where call that first stage requires the corresponding complexity of this operation is denoted as . Thresholding is followed by averaging of, in the worst samples, which requires and . The case, and two-stage estimator also requires the computation of , with the corresponding computation complexity of each, , where denotes the required opdenoted as erations to calculate the cdf once. The overall complexity of the two-stage estimator is then . Noting that thresholding is equivalent to mulreduces to tiplication with a step function, , where denotes the number of operations required to evaluate the step function. The complexity is then . The computational complexity of the mean estimator is . The overall complexities simply of the proposed algorithms are summarized in Table I, where OMLE denotes the optimal ML estimator. It is clear from the table of results that the OMLE has the highest complexity, followed by the TSE and ME, respectively. Although the , as TSE requires the derivation of the optimal threshold, overhead, this calculation is rather simple since it only requires , multiplications, and additions. function evaluations such as V. NUMERICAL EXPERIMENTS The proposed optimal ML estimator (OMLE), and suboptimal two-stage (TSE) and mean estimator (ME) fusion centers are evaluated through illustrative numerical experiments. Considered are the output variances and processing times of the proposed estimators. The variances of the clairvoyant estimator (CE) and the estimator operating on quantized (binary)
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A. Estimator Variances To evaluate the fusion center performance for the various estimation techniques, consider an examples in which the sensor and channel noise are taken as Gaussian distributed random variables. The parameters of the experiment are: . The variance of the estimate (ensemble average of 10 000 experiments) is plotted as a function of the number of in Fig. 4(a). Fig. 4(b) plots the variance of the sensors, proposed estimators for varying SNR in dB. The parameters are . Also plotted in Fig. 4(c) is the effect of the sensor threshold on the proposed estimators, and where the parameters are (dB). As expected, the CE provides the smallest variances in all cases, followed by the BE. Amongst the proposed estimation techniques, as expected, the OMLE provides the best performance. All estimator variances decrease with the number of sensors and SNR. For high SNR cases, the two-stage estimator provides better performance than the mean estimator, whereas the mean estimator outperforms the two-stage estimator in low SNR conditions. Furthermore, simulation results are in agreement with the theoretical results given in Section IV-C and the (dB) value is the critical crossover point. Of note is (dB). The that the performance gain is marginal after discrepproposed estimators’ variances increase with the corroborating with the ancy, and the optimal threshold is theoretical results. Similar experiments are also performed for the case where the channel noise is modeled with a heavy-tailed Cauchy distribution. Identical parameters are utilized and the SNR is set . The results for varying number of sensors, as SNR and sensor threshold are given in Fig. 5. The ME, as expected, provides results significantly worse than the OMLE in this heavy-tailed case due to its reliance on the averaging operation, whereas the TSE still provides results close to the OMLE. Also, the performance discrepancy of the OMLE and TSE with respect to BE and CE is increased due to the algebraic-tailed channel noise. Experiments, the plots of which are excluded for brevity, evaluating the performances of the proposed with varying are also ran and results similar to the Gaussian case are obtained. B. Processing Time



Fig. 4. Illustration of estimator variances for (a)  = 1;  = 1:5;  = 1 and  = 5 (dB) for varying K ; (b)  = 1:0;  = 1:5; K = 200;  = 1 for varying SNR; (c)  = 1:0; K = 200;  = 1 and  = 2:5 (dB) for varying  . Circles, square, diamonds, stars, and pluses represent the CE, BE, OMLE, TSE, and ME estimators, respectively.



noisy sensor observations (BE) (no channel noise) are utilized as benchmarks.



The processing time of the proposed OMLE, TSE, and ME methods are evaluated through examples. The utilized experiment parameters are: and . The simulations are run in MATLAB on a Dual Processor, 3.20 GHz, 2.00 GB RAM PC. Note that for each , the processing time given is the ensemble average of 10 000 trials. The results for both Gaussian and Cauchy channel milisecs noise cases are tabulated in Table II where is a normalizing unit of time and corresponds to the simplest case. ME Cauchy The processing time of the estimators, as expected, increases with the number of sensors. The results indicate that the mean estimator is the most computationally efficient with the least
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TSE estimator. These results are in agreement with the computational analysis presented in Section IV-D. C. Optimal Threshold vs Suboptimal Threshold for TSE In the following, we compare the performance of the TSE with optimal detection threshold to that of the TSE operating with a suboptimal threshold obtained as the following for the Gaussian channel. The estimate of the optimal threshold, in the Gaussian case, is given by



(60) Fig. 6(a) shows that the optimal and suboptimal threshold for varying when . Note that, for large number of sensors and at high SNR regimes, the performance loss induced by utilizing a suboptimal threshold is very small. Furthermore, for small number of sensors and at low SNR regimes, the performance loss is only marginal. These results indicate that TSE, is a very appealing suboptimal estimator for communication environments characterized by Gaussian distribution since it provides significant performance improvements over the ME, and its complexity is similar to that of ME. In addition, TSE yields close-to-optimal performance in all studied cases. Also of note is that the location of the sensor threshold has no effect on the TSE operating with suboptimal detection threshold, see Fig. 6(b). VI. CONCLUDING REMARKS



Fig. 5. Illustration of estimator variances for (a)  = 1;  = 1:5;  = 1 and  = 5 (dB) for varying K . (b)  = 1:0;  = 1:5; K = 200;  = 1 for varying SNR. Circles, square, diamonds, stars and pluses represent the CE, BE, OMLE, TSE, and ME estimators, respectively.



TABLE II CPU TIMES IN MILISECS FOR OPTIMAL AND SUBOPTIMAL ALGORITHMS IMPLEMENTED IN MATLAB



processing time, which is approximately 2.3 times faster than the OMLE. The TSE is, however, approximately 2.1 times faster than the OMLE and the ME is also only slightly faster than the



The decentralized WSN estimation scheme is extended to admit imperfections occurring during the data transmission from sensors to fusion center. Based on the extended decentralized estimation scheme, a maximum likelihood estimator operating on corrupted quantized noisy sensor observation is proposed. The optimal ML estimate is a root in (0,1) of a derivative of a polynomial function. The natural logarithm of this polynomial in (0,1) is analyzed, showing that the polynomial function is log-concave in (0,1) and that numerical methods such as Newton’s algorithm can be utilized to obtain the optimal solution. Due to complexity and implementation issues associated with numerical solutions, we derive and analyze the two-stage and mean estimator suboptimal solutions. The two-stage estimator first estimates the binary observations from noisy fusion center observations utilizing a threshold, subsequently providing an estimate for the source parameter. The optimal threshold is the MAP detector and it minimizes the probability of error during the binary observation estimation. Optimal threshold values for the commonly utilized light-Gaussian and heavy-tailed Cauchy channel noise models are derived. The mean estimator, which requires the minimum amount of information and computational load, relies on simple averaging. A computational complexity analysis is provided indicating that the suboptimal solutions are computationally effective. Numerical examples evaluating and comparing the proposed techniques indicate the effectiveness of the optimal
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(62) (63) (64) where we used the fact that . Differentiating the above and setting it to zero gives the desired result. tends to infinity. Consider next the case when



(65) for finite (62) since, for finite



, the above again reduces to



(66) The rest follows similarly to the previous case.



APPENDIX B TWO-STAGE ESTIMATOR VARIANCE Letting and the two-stage estimator variance is determined as



Fig. 6. Illustration of an TSE operating with optimal (squares) and suboptimal (circles) detection threshold in a sensor network with  = 1;  = 1:5;  = 1. (a) (dB) = 5; 0; 5 for varying number of sensors. (b) (dB) = 5; 0; 5 for varying threshold location with K = 200.
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ML estimator and suboptimal two-stage and mean estimators in varying SNR regimes.
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(67)



where



. Consider first (68)



APPENDIX A PROOF OF REMARK 1



Recalling that



Note that tends to infinity when and/or . . For simplify the notation, Consider first the case when we take to be the unnormalized version in the following. By function, the following holds: basic properties of



gives (69)



Consider next



(61)



(70)
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(72)



Recalling that is a Bernoulli random variable with variance



where the second line follows from the facts that independent. Furthermore, noting that



(71) gives (72), shown at the top of the page. Placing (69) and (72) into (67) yields (49).



and



are



(78) yields



APPENDIX C MEAN ESTIMATOR VARIANCE



(79)



Again, utilizing the delta method, the mean estimator variance reduces to



(73) Consider first the expected value of . It is easy to see that



(74a)



(74b) (75) where the first and second lines follow from the zero-mean noise is a Bernoulli random assumption and from the fact that variable. Consider next



(76a)



(76b) (77)
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