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COOPERATIVE TARGET TRACKING IN VEHICULAR SENSOR NETWORKS HEITOR S. RAMOS, FEDERAL UNIVERSITY OF MINAS, FEDERAL UNIVERSITY OF ALAGOAS, AND UNIVERSITY OF OTTAWA AZZEDINE BOUKERCHE AND RICHARD W. PAZZI, UNIVERSITY OF OTTAWA ALEJANDRO C. FRERY, FEDERAL UNIVERSITY OF ALAGOAS ANTONIO A. F. LOUREIRO, FEDERAL UNIVERSITY OF MINAS GERAIS, BELO HORIZONTE



ABSTRACT Target tracking plays a key role for vehicular ad hoc networks (VANETs) due to the fact that a wide variety of envisioned applications rely on the ability of this technique of detecting, localizing, and tracking objects surrounding a vehicle. This subject has been studied in fields such as airborne traffic, computer vision, and wireless sensor networks. A VANET brings out new challenges that should be addressed. For instance, the cluttered and dense scenarios, communication issues such as short term links, and the variety of objects considered to be targets, are some of the new ingredients to be taken into account. Applications such as collision warning/avoidance systems require strict time constrains, while others impose only mild restrictions. This complex and heterogeneous environment is discussed in this work, where we didactically divide the main problems into four components: the targets’ motion model, measurement models, data association problem, and filtering. We also discuss the communication issues and how they affect these systems.



INTRODUCTION
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Localization and tracking systems have been identified as key issues for Intelligent Transportation Systems (ITS) and Vehicle Ad Hoc Networks (VANETs) [1, 2]. A wide variety of interesting location-aware applications have been proposed for ITS, and with the advent of the vehicle-to-vehicle (V2V) and road-side infrastructure (I2V) communication, we can expect to have an increasing interest for a new trend of applications such as cooperative collision avoidance/warning systems, fleet tracking and control, smart adaptive cruise control, autonomous driverless vehicles, video streaming, road obstacle/condition warning, blind spot detection, and cooperative lane changing assistance, among many others. These applications are often classified as comfort and/or safety systems, and some
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of them have also been studied for autonomous vehicles, i.e. without taking the benefits of the underlying VANET communication capabilities. Cooperative target tracking in VANET environments is a relatively novel challenge that differs from the traditional mobile ad hoc networks in the sense that the mobility pattern of a vehicle is considerably different, restricted by roads, lanes, and junctions. Moreover, the network density is very inhomogeneous and time- and location-dependent. It is also noteworthy that vehicles are typically not affected by strict energy constraints and can be equipped with a wide variety of sensors and processor units. Almost all of the aforementioned applications require knowledge of the vehicle’s position to work properly. Even when applications do not directly take benefit of the vehicles’ position, the underlying data dissemination protocols can take much advantage of such information. For instance, geocasting and geographic routing rely on the vehicle’s location and are desirable for many VANET scenarios [2]. Beyond the location knowledge, target tracking can be used to detect and predict future trajectories of single or multiple targets such as other vehicles, people, animals, bicycles, motorcycles, and obstacles surrounding a given vehicle. Along this work, we call “ego” vehicle the one to which target tracking techniques are being applied, and targets are all other objects, including other vehicles being tracked. We are interested only in target tracking systems that take advantage of the VANET communication model, i.e. I2V or V2V, namely Cooperative Target Tracking systems (CTT). We use this term for both, target or multi target tracking indiscriminately, being the single target tracking the specific situation when the number of targets is equal to one. Considering the driver’s point of view, CTT techniques can be applied to augment the driver’s perception of the surrounding context and to increase the comfort and safety of the driving experience. The results of the target tracking system can be used to either automatically actu-
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Target tracking is the capacity to detect and continuously track the state of a target, or a set of targets. Tracking is usually stated as an estimation problem based on a series of measurements: the main goal is to estimate the targets’ state and update the estimation with measurements.
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Figure 1. Cooperative target tracking scenarios.



ate on the vehicle such as breaking or steering, or just assist the driver to take the correct action whenever some situation occurs. Figure 1 depicts some scenarios where CTT can be applied in different situations to assist the drivers. Considering vehicle A as the ego, CTT techniques can be applied to warn driver A that vehicle D is coming on the opposite lane while keeping track of its distance to other vehicles. In this situation, vehicle B might be blocking the driver’s view (B might be a large car or a truck, for instance), hence the driver of vehicle A can safely avoid any kind of risky maneuver such as overtaking B. Other scenarios can be illustrated from this figure. For example, E might be warned by D about the presence of a bicycle and a pedestrian on the same lane that E is about to share while it turns the corner. Both the bicycle and pedestrian might be detected by sensors installed in D and/or by roadside infrastructure. Similarly, F might warn C about the unexpected unleashed dog and the upcoming vehicle G. The aforementioned examples illustrate how the CTT can increase the drivers’ confidence and, thus, the safety while driving in heavy urban traffics. Similar approaches can be derived to assist highway traffic such as lane changing, overtaking, and lane merging assistance. CTT can also be applied to assist fleet management, allowing smart rerouting and rescheduling, and traffic management. As stated by Rong-Li and Jilkov [3], the effective extraction of useful information about the target’s state plays a crucial role in any target tracking system. By effective extraction in a VANET environment, we consider: • Targets’ motion model. • Measurements of the targets’ state.
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In a VANET scenario, communication issues and the large number of rapidly maneuvering targets influence the target state estimation quality and should be considered and further investigated. Thus, in this article we address the problem of how to cooperatively track a target (or multiples targets) considering the innovative aspects of vehicular ad hoc networks.



PROBLEM STATEMENT Target tracking is the capacity to detect and continuously track the state of a target, or a set of targets. Tracking is usually stated as an estimation problem based on a series of measurements: the main goal is to estimate the targets’ state and update the estimation with measurements. Suppose that the target trajectory is described by the following discrete-time system xk+1 = fk (xk, uk) + wk



(1)



zk = hk (xk) + vk,



(2)



where x, u, z are the target state, input control and observation, respectively, w and v are the process and measurement noise, respectively, f and h are function vectors, and k 1 is the measurement epoch. All variables and functions are related to the discrete time step tk, thus, xk+1 is the target state estimate at the next time step. The main approach to solve this problem is the Bayesian state estimation [4]. Its goal is to approximate the conditional probability density function (pdf) of xk based on measurements zk. This pdf is denoted as Pr(xk|zj, j £ k), that is the pdf of xk conditioned on measurements z1, z2, z3, …, z k . In the following, we present the main
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autonomous target tracking, is the cooperative data, which is provided through the communication capability of the vehicles (V2V and/or I2V).
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Figure 2. Basic components of a cooperative target tracking system. components of target tracking systems. We describe the motion models, which determine the function vector f ; the measurement models, which determine the function vector h ; and the filtering techniques, which drive how the pdf of xk will be recursively computed. Other aspects, such as data association, and VANET communication characteristics are also discussed.



COMPONENTS OF COOPERATIVE TARGET TRACKING SYSTEMS Target tracking systems aim at continuously detecting and estimating the state of a set of targets. The targets’ state can include, among other factor, position, velocity, acceleration, and jerk (derivative of acceleration). The set of state variables can vary to meet the application requirements and constraints. Target tracking systems typically rely on a model-based (motion and observation) Bayesian estimation framework and require: a motion model that describes the target’s dynamic; measurements of the target’s state; a data association algorithm that relates the measurements to the correct target; and an initial probability distribution, also known as prior knowledge of the target’s state. Based on the motion model, the main task is to estimate the parameters of the model, considering the measurements. This task is usually performed by a Bayesian filter, such as the Kalman filter and its variations, and the Particle filter. A schematic view of these components is presented in Fig. 2. Based on these components, the target tracking system performs in two steps: • Prediction, which uses the motion model to propagate the probability function of the target state over the time. • Correction, which uses the latest measurements to update the probability density function of the target at the current time step. The main difference from the cooperative target tracking schema shown in Fig. 2 to the
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The most common approach used in target tracking systems is to describe the target’s dynamic as the evolution of the target’s state along the time (Eq. 1). The main reasons for the popularity of model-based systems are that the models are almost always available, and they usually outperform any model-free system [3]. The target motion uncertainty, i.e. the lack of an accurate model of the target from the tracker’s viewpoint, is one of the most challenging problems in target tracking. Therefore, the choice of an expressive and tractable model, which captures the target dynamic, poses an important and challenging role for the success of target tracking systems. There are many different motion models, with different complexity and parameters in the literature. Rong-Li and Jilkov [3] survey a variety of motion models, while Schubert et al. [5] compare some of them considering the vehicular target tracking context. In this section, we aim at revisiting some discrete-time motion models characteristics and discussing their possible applicability to VANET scenarios. In this work we consider a classification similar to that presented in Schubert et al. [5], and we consider two groups of motion models: 1D models, which assume the target makes straight movements at each time step, and 2D models, in which the coupling between the coordinates is considered.



1D Motion Models — The most simple motion model is one that considers a piecewise constant target velocity (CV). This model has the advantage of presenting a linear state equation, which can lead to an optimal estimation. The CV model is also called “nonmaneuver” because no control input u is supposedly applied, hence the velocity is considered piecewise constant over each time step. Rong-Li and Jilkov [3] also include a small white noise acceleration model, which leads to a CV model called the nearly constant velocity model. This model is reasonable to some specific scenarios where the discrete time interval is small and the velocity can be updated by measurements constantly (at each time interval). Assuming the target has an arbitrary 1D trajectory, the Taylor expansion for the displacement equation can be written as x ( k + 1) = x ( k ) + Tx! ( k ) +



T2 T3 !! !!! x(k ) + x ( k ) + ", 2! 3!



where T is the discrete time. As a consequence of the assumption that no control input is present, the CV model holds for such situations where only the two first terms are representative. Thus, all high order terms, greater than the second derivative, are negligible for this model. The control input u should be incorporated in the model to improve its realism. Even though the control input is intrinsically deterministic, it is commonly represented as a random process due the lack of knowledge of its dynamic [3]. Thus, the control input is frequently modeled as:
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• White noise • Markov process • Semi-Markov jump process The most popular model of this category is the constant acceleration model (CA), which considers a piecewise constant acceleration. The CA model usually assumes that the acceleration is a random process, for example, a white noise or a process with independent increments, such as the Wiener process. The assumption is too simplistic because the acceleration is barely time-uncorrelated in real systems [3]. Notwithstanding, its simplicity leads to a frequent adoption in target tracking context. Many acceleration models from the simple CA to more realistic ones have been proposed, and some of them are thoroughly discussed in Rong-Li and Jilkov [3]. These models are appropriate when the vehicle’s acceleration is not negligible during the time step. Additionally, the acceleration should be measured or properly modeled.



2D Motion Models — To circumvent the straight target movement assumption, other models consider the rotation around the vertical axis, and consider the coupling among coordinates. They are called coordinate-coupled maneuver models, or simply the 2D horizontal model (or flatland motion model). In this work we do not consider 3D models once they are more useful for another target tracking context such as for aircrafts. Coordinate-coupled target motion models depend on the underlying target kinematic motion model, and consequently on the choice of the state space. The simplest model in this category is the Constant Turn rate model (CT). In this model, the motion is usually described by a set of state variables such as target position (x, y), velocity v, acceleration a, heading f, and . turn rate f (also referred to as yaw rate, the derivative of heading). Thus, two models can be easily devised when the acceleration is null (CTV), and when the acceleration is constant (CTA). Those models consider that the velocity and the yaw rate are uncorrelated, leading to imprecision like the possibility of changing the yaw angle even when the target is not moving [5]. Thus, some models include another state variable, namely the steering angle F, used to model the correlation between the velocity and yaw rate. Again, two derivatives can be devised considering constant steering rate and velocity (CSV) and constant steering rate and acceleration (CSA). Table 1 summarizes the main characteristics of each aforementioned model. Comments about the Motion Models — The most appropriate motion model to track a maneuver target is application dependent. Observing the third column of Table 1, it is noteworthy that the CV model requires only a small set of state variables and measurements, and consequently it is simple and requires few sensors to measure the target state. On the other hand, the most complete model herein shown, the CSA model, requires a more elaborate sensory system. Although models such as CSA and CSV are usually more accurate, they also present some undesirable effects such as drifting and skidding under the presence of small errors [8]. Some
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Table 1. Summary of motion models. models consider these high dynamic behaviors, as discussed in [8], and require additional sensors to adequately measure the target state. The most adequate choice depends on the application accuracy requirements and on the data availability. Autonomous vehicular target tracking using radar, lidar (laser-based radar), and other sensors cannot rely on some local information such as the steering angle, lateral acceleration, tire slip, among others, and simplified target motion models should be used. Conversely, cooperative target tracking systems increase the possibility of making local sensory data available to other vehicles in the neighborhood through the communication capability. A challenging issue concerning VANET applications is the variety of different kinds of targets, such as bicycles, motorcycles, pedestrians, and animals. Notwithstanding, models to describe the dynamics of such targets are not fully discussed in the literature. The CTT system might be able to identify the target and choose the adequate model to describe the target dynamic.



MEASUREMENTS As shown in Fig. 2, in the cooperative target tracking context, the measurements come from three different sources: • Selfdata (SD), i.e. the measured data from the ego vehicle. • Autonomous data (AD), i.e. the data from other objects collected by on-board sensors. • Cooperative data (CD), i.e. the data that other vehicles transmit using the vehicle’s communication capability. Most of the sensors used for target tracking applications provide the measures in a sensor coordinate system, which in many cases is spherical in 3D and polar in 2D, with the following components: range r, bearing (or azimuth) b, elevation e, and possibly range rate (or Doppler) ˙r [6]. As target motion is best described in a Cartesian coordinate system, some possibilities arise such as tracking in mixed coordinates, in Cartesian coordinates, or in sensor coordinates [6]. The challenge is that the relation between the sensor and Cartesian coordinates are highly nonlinear, as shown in Fig. 3.
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Figure 3. CNon-linear relation between sensor and Cartesian coordinations system. Thus, the use of Eq. 1 and Eq. 2 with a mixed coordinate systems usually leads to a nonlinear system even when the target motion is described by a linear model, as in the CV motion model. A nonlinear system incurs the use of nonlinear filtering techniques that are not optimal, are hard to tune, and might be only properly handled by high computational demanding filters. Issues about linear and nonlinear filtering are discussed later. Nevertheless, the most natural solution for this problem is the use of mixed coordinates (Cartesian and sensor) with nonlinear filtering. Li and Jilkov [6] provide a detailed survey on AD measurements for non-cooperative target tracking systems. They show many approaches for the three aforementioned categories of motion and measurements models, and they also discuss other systems different from Cartesian and sensor coordinates. These other systems are more suitable for specific applications and are not considered with this work. On one hand, mixed coordinate approaches must deal with the nonlinear models, and hence, nonlinear filtering. On the other hand, other approaches strive to convert the measurements from the sensor coordinates to Cartesian coordinates (or vice-versa) to take advantage of the linear filtering properties. Although there are some proposals in this direction, the linear filter is not anymore optimal for those cases, once the noise is highly nonGaussian and is state dependent. Their survey shows techniques that cope with this problem by finding statistical properties of the noise measurement such as the first and second moment. The Monte-Carlo method, or the computational friendly Quasi-Monte-Carlo method, may be alternatively used to estimate the noise statistics for more complex situations, for example when the noise is modeled by less tractable distributions. Motion models based on the sensor coordinates are also highly nonlinear, and it seems to be much more difficult than the use of Cartesian coordinates [6]. Other sources of data are available in CTT systems due to their communication ability. In this scenario, the vehicles can broadcast their self-measurements to their neighborhood.
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Hence, the SD data can be made available for all neighbor vehicles, and depending on the application, it can be made available for any reachable vehicle in the network by multi-hop data dissemination. For instance, vehicles can broadcast their GPS, compass, speedometer, and gyroscope data to their neighbors. Thus, a mixture of data collected on Cartesian and sensor coordinates is available. The CTT system must be able to cope with this new data. In VANET environments measurements are challenging once the target behavior is very dynamic; usually the number of targets is unknown and the targets typically perform quick maneuvers. Thus, a good combination of motion and measurement models is important to achieve good tracking results.



DATA ASSOCIATION In the presence of multiple targets and/or multiple sensory data, CCT systems might face the data association problem. This problem occurs when the system has to associate the observed measurements to known targets at each time step. In VANET scenarios, this issue arises in any of the following situations: • Multiple autonomous sensors. • Autonomous and cooperative sensory data are used together, in the presence of multiple targets. There is no problem in identifying the measured data when only cooperative data is used because the origin of these data is identified by the network address. The data association problem is also known as measurement-to-track association, is shown to be NP-hard [7], and is one of the most challenging problems for multi-target and/or multi-sensor tracking systems. Figure 4 depicts the data association problem. Objects 1, 2, 3, and 4 represent general targets (e.g. other vehicles, bicycles, and pedestrians) detected by an ego vehicle; circles A, B, C, and D represent measurements obtained from the local sensors and/or cooperative data. The rectangles around the measurements represent the system belief on the specific measurement, also referred as the prediction window. Those windows are usually determined by the sensors’ accuracy. First consider a single sensor capturing all the measures. This is a typical aircraft monitoring situation where radar is used to track multiple targets. A simple heuristic to this problem is to associate measure A to target 4, as no other measure can be associated to it. Hence, measure B can be associated to target 1, measure D can be associate to the target 2, and finally, measure C can be associate to the target 3. This specific scenario could be solved in a simple way, and all measures are associated to the most plausible target. Furthermore, this problem can be much harder to solve in a dense and cluttered scenario. Actually, the number of associations is factorial in the number of targets [7]. However, if we consider that the measures can be captured by multiple sensors, even this simple scenario can be hard to solve. For instance, we cannot eliminate the hypothesis of measures D and B are associated to target 2, as well as D and C are associated to target 3. Thus, the data association
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problem for multiple targets and multiple sensors is even harder to be solved. This problem became harder in real-world environments where false alarms and missed measurements are likely [8]. In the context of a VANET, clutter and dense scenarios are likely, especially considering urban applications. Thus, the data association problem must be addressed when cooperative and non-cooperative data are used at the same time. Some heuristics have been presented in the literature to solve this NP-hard problem. Smith and Singh [7], and Liu et al. [8] discuss exponential solutions and polynomial heuristics for this problem.



B 1



A 2



COMMUNICATION The communication model plays a crucial role on CTT systems once all cooperative data are exchanged through a wireless channel either using V2V or I2V communication. There are issues regarding the communication channel that can influence the CTT performance such as delay and packet loss. Different access methods of communication, such as WiFi, cellular, and WiMax, can be used for VANETs. However, the DSRC/WAVE protocol is the most promising solution since it was devised specifically for vehicular communications. Dedicated short-range communications is a standard also referred to as IEEE 802.11p. It is a recently approved amendment to the IEEE 802.11 standard that adds Wireless Access in Vehicular Environments (WAVE). This standard defines the use of the licensed 5.9 GHz band dedicated to V2V and I2V ITS communication. The frequency range 5.850–5.925 GHz is divided into seven channels of 10 MHz each, reaching high communication rates of order of 6 to 27 Mbps. The channels are half-duplex and the typical communication range is 300m (up to 1000m). The standard is designed to have an expected low latency on the order of 50 ms, and features eight priority levels. The channel allocation is designed in a way that most central channels are the control channel, which is restricted to safety communication only. The two channels at the edges of the spectrum are reserved for future advanced accident avoidance applications. The rest are designed for general use [9]. There are two main units: On-Board Unit (OBU), and RoadSide Unit (RSU). The RSU is designed to broadcast messages about 10 times per second, announcing warning messages and promoting applications. The OBU unit listens to the control unit, authenticates the RSU and executes applications. A public key infrastructure is used to provide the necessary security and authentication services. Communication characteristics such as low latency, reasonable communication range, priority levels to provide the desired quality-of-service, and licensed band are indicatives that this technology will provide suitable conditions for CTT applications. As the standard was approved in July 2010, it is quite new and lacks thorough assessments. CTT systems do not require a large amounts of data to be communicated. Basically, the nodes need to send their state variables set to
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Figure 4. Data association problem. their neighbors. This set typically varies from 3 to 7 variables (float) (Table 1), and thus, the payload varies from 96 to 224 bytes, plus a timestamp. However, communication issues present in VANETs can pose an important role in the design of a CTT system. For example, collision detection systems demand highly accurate estimates of the vehicles’ state. To do so, the vehicles should broadcast their state variables set very frequently. This leads from the fact that the estimation process error increases when the time elapsed between measures increases. Furthermore, even in the presence of packet losses and temporary network disconnections, the CTT system still can be able to use the estimated data instead of measures, but paying the cost of loss of accuracy. A thorough evaluation on how the VANET communication issues should impact CTT systems is still missing in the literature.



FILTERING The filtering component of target tracking systems is responsible for defining how the pdf of the target’s state at time step k is recursively calculated by a Bayesian approach. The Kalman filter is a particular case of Bayesian filtering under the assumption that the target dynamic f, described by the motion model and the measurement model h, are both linear; moreover, the uncertainties w and v in both models are assumed to be Gaussian and uncorrelated. If all those assumptions hold, the posterior probability Pr(x k |z k ) is also Gaussian, and the Kalman filter recursively updates its mean and covariance based on the measurements updates [8].
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Although UKF improves the nonlinear filter performance, it is still an approximate nonlinear estimator. Thus, even UKF can present bad accuracy and divergence issues when the system nonlinearities are severe.
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The Kalman filter presents some interesting properties such as being the optimal estimator when the noise is Gaussian, and is the linear optimal estimator even when the noises are not Gaussian [4]. This is optimal in the sense that it provides an unbiased minimum variance state estimation. The Kalman filter is the best option when all assumptions hold. However, system linearity and precise knowledge of the system properties (motion model, measurement model, and noise covariance) are not always granted for real systems. Some techniques can be used to relax some assumptions. For instance, the fadingmemory filter can be used to place more emphasis on recent measurements and make the filter more robust to modeling error, paying the cost of having a suboptimal filter. Variations have also been proposed for relaxing the linearity assumption. The Extended Kalman Filter (EKF) is a popular approach to implement nonlinear filters. The rationale behind the EKF is that the state distribution is approximated by a Gaussian law, whose density is then propagated using the first-order Taylor series expansion to linearize the system. Although EKF is a common nonlinear filter technique, the Unscented Kalman Filter (UKF) is a more recent variation of the Kalman filter and represents a great improvement over EKF. UKF uses a deterministic minimal set of sample points to represent the Gaussian random variable (with the same mean and covariance) that approximates the target’s state. Those points are propagated through the true nonlinear system. This approach is known to capture the posterior mean and covariance accurately to the third order of the Taylor series expansion for any nonlinearity [9]. UKF is known to greatly improve the performance for linear systems when compared to EKF, because it does not have to deal with linearization errors. Another issue is that EKF can be difficult to tune and is able to cope only with slight nonlinearities. Although UKF improves the nonlinear filter performance, it is still an approximate nonlinear estimator. Thus, even UKF can present bad accuracy and divergence issues when the system nonlinearities are severe. Particle filter represents another class of filtering that estimates the target’s state through a brute-force approach. Particle filter can often cope with nonlinearity and with non-Gaussian noise when Kalman filter approaches do not perform well. The key idea is to represent the posterior function Pr(x k |z k ) by a set of random samples, called particles, which are sequentially propagated over time. At each time step, some particles that present low posterior probability are discarded by a process called resampling. To each particle is associated a weight indicating its quality; thus, the estimate is the result of the weighted sum of all particles [10]. Generally speaking, the Kalman filter is the optimal choice when the system is linear with Gaussian noise. Particle filter can outperform the Kalman filter especially for the nonlinear case, with the cost of additional computational effort, because it typically requires a large number of particles to present accurate results.



UKF is an intermediate solution between the Kalman filter and the particle filter. It usually provides reasonable accuracy with low computational cost. For a VANET scenario, the computational constraint is not an important issue, thus particle filter represents a good candidate. However, if the number of required particles is too high, the computational time can impose a great constraint, especially when time critical applications are considered, such as collision warning/avoidance systems. Thus, a careful choice of the most appropriate filter should be considered. There are other filters that can be applied to target tracking, as presented in [4]. Regardless of the filter choice, this process must cope with the particularities of the CTT data type. Self- and autonomous-data generally are more controlled and are always timely available. However, cooperative data, as described earlier, may suffer from data loss or delay that should be processed by the filter. Though the communication channel features interesting QoS aspects (e.g. priority queues and low latency), applications such as collision detection/avoidance systems, require strict time constraints and may suffer from the networked data behavior. Thus, the filter must be able to tackle the two most common data problems in networked data, namely loss and delay. Some techniques to deal with missing data can be borrowed from the time series theory. Most of them can be classified as: interpolation, state space models, and stochastic models. The first is a deterministic approach and sounds reasonable only when the vehicle is performing straight movements, but may not be appropriated when the vehicle performs abrupt maneuvers such as turning a corner. This problem may be exacerbated by the fact that the data is more likely to be lost or delayed in sequence (burst loss/delay), and thus, important measures of the maneuvers can be missing. State space models are used when the predict step of the filters is suitable to represent the missing data. These models may suffer from the same kind of weakness as in the deterministic models once the motion model typically cannot represent abrupt maneuvers without appropriate measures. Stochastic models can be carefully devised to try to accommodate those characteristics and cope with those problems. The choice of the best method to handle missing data in CTT applications is a topic that still deserves more attention. The accuracy of CCT systems depends mostly on how the modules presented in Fig. 2 are designed. The choice of the motion model, the quality of the available measures, and the design of the filtering technique can dramatically influence the accuracy. For cooperative data, the frequency that the localization data is transmitted to the neighbors also influences the prediction accuracy. For the sake of exemplification, Lu et al. [11] adopt a particle filtering-based target tracking scheme to implement a WIFI fingerprint-based localization system. They achieved root mean square error ranging from 14.5 to 24.8 m. A comprehensive evaluation of the prediction error is still missing.
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FINAL REMARKS In this article we presented and discussed the main aspects and new challenges for cooperative target tracking in the vehicular ad hoc network context. We divided the problem into four components: motion models, measurement models, data association, and filtering. The main aspects of each component were discussed according to the VANET scenarios. For example, expressive models to represent other possible targets for urban scenarios such as animals, pedestrian, and bicycles, are seldom found in the literature. When multiple sensors are used, or when both autonomous and cooperative data are considered, the data association problem represents one of the most important challenges due to the density and clutter characteristics of urban scenarios. Sensors capable of capturing other characteristics to identify the target are desirable to facilitate the data association algorithms. For instance, video cameras can capture targets’ color and length, narrowing the search space. Finally, the choice of the most appropriate filter is always a challenging task for all tracking applications. In a VANET, energy and computational power constraints are not relevant issues; thus, techniques such as particle filter are feasible candidates. The filter must also be able to cope with missing data either due to packet loss or high delays. In some cases, the application also requires hard time limits, and the filter must be able to deal with them. The performance of those filters should be thoroughly evaluated under all those conditions.
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