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1. Introduction



The objective of this paper is to show that it may be in firms’ interest to raise costs, even when they are identical and the increase in costs affects them equally. Salop and Scheffman (1983, 1987) have shown how a firm can disadvantage its rivals by raising their costs. This can be achieved through a variety of means: lobbying to create discriminatory regulations, exclusive dealing arrangements, adoption of incompatible technologies, etc.. Central to this story is that firms are asymmetric, perhaps before the cost raising activity, certainly after. In many cases, however, it is not possible for one firm to raise others’ costs without raising its own equally. Perhaps the major reason for this is that regulation applied to an industry may be explicitly non-discriminatory. For example, competition policy towards monopolized essential inputs requires in many cases that the input be supplied on equal terms to all firms. This requirement can be expressed as an efficient components pricing rule (ECPR) for a single bottleneck owner, in which the owner must provide monopoly service elements at (at most) the price that it imputes to its own competing services.1 Alternatively, in a bilateral bottleneck (e.g., two telecommunication networks, each requiring access to the other’s customers to complete calls), regulation may mandate reciprocal access pricing—that each firm receives as much for granting access to its bottleneck as it pays for access to the other’s bottleneck.2 In these cases, a rise in the access charge raises the costs of all firms using the bottlenecks. In other cases, stricter regulation leads to a cost increase that is common to all firms. A product labelling regulation, such as the requirement that supermarkets put a separate price tag on each item, imposes a common ‘menu cost’ on all firms.3 Employment laws such as minimum wages, maximum working hours, and overtime rates, generally require uniform treatment of workers in an industry. In such cases, lobbying for stricter regulation raises the costs of all firms in the industry. Regulation is not the only reason why firms’ costs may be linked. A unionized industry 1



See Baumol, Ordover, and Willig (1996). See Laffont and Tirole (2000) for a review of this regulation in telecommunications. 3 See Levy, Bergen, Dutta, and Venable (1997) for an empirical analysis of this issue, and section 3 for a price adjustment model. 2
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labour force can prevent different labour conditions from prevailing at different firms. An input supplied by a competitive market will be sold at a uniform price to all purchasers. The costs of all firms may be increased when one firm declines to participate in an industry association. In these cases, while a firm may prefer to raise its rivals’ costs and not its own, this option is not available. This paper considers situations in which it is profitable for firms to raise a cost that affects them equally. Several instances of such behaviour arise in the telecommunications industry. Recent work (see Laffont, Rey, and Tirole (1998) and Armstrong (1998), for example) has shown that telecoms operators would want to agree on high reciprocal access charges as a way to make under-cutting of retail prices costly. In the U.S. before the Telecommunications Act of 1996, the telecommunication companies MCI and Sprint argued successfully for a regulatory scheme allowing MCI and Sprint to challenge legally price changes by the incumbent, AT&T. During the period 1987–1994, AT&T made thirty six major applications for revised service offerings that were contested by MCI and Sprint. The challenges rarely were successful: in most cases, the Federal Communication Commission (FCC) rejected the MCI/Sprint case. The challenges did, however, impose considerable litigation costs on all parties, effectively discouraging price decreases and so limiting competition.4 A third example of raising a common cost occurs in firms’ bargaining with unions. One firm’s agreement to increase wages or reduce working hours may require other firms in the industry to follow suite. This possibility has long been recognized: Ulman (1955), quoted by Bughin and Vannini (1999), states that “bargaining was but part of a larger arrangement under which the union was to police the operation of output and sales cartels”.5 A fourth example of cost raising occurs with research joint ventures (RJVs). Co-operation over research and development (leading e.g., to process innovation) reduces the cost of all firms in an RJV. Each firm in a duopoly can unilaterally ensure that costs do not decrease by not participating in the RJV.6 As a last example, consider two firms who experience increasing returns to scale—unit costs that fall with total effective output. Effective output is determined by the production volumes of the two firms, and the degree of compatibility between those firms’ products. If the products are perfectly compatible, then the effective 4



The challenges involved lengthy court procedures. For example, AT&T proposed the ‘Tariff 12’ pricing scheme in 1987. MCI and Sprint lodged separate objections, but one the same day as each other. The Tariff 12 scheme received final approval from the FCC in 1991. See MacAvoy (1996) for further discussion. 5 See Bughin and Vannini for an analysis of cost raising via unions. 6 See Kline (2000) for an analysis of this situation.
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output is simply the sum of the production volumes of the two firms. If the products are entirely incompatible, then the effective output for a firm is just its own production. In this example, each firm can increase the costs of both by making its product incompatible with its rival’s. Such a situation can be observed in the aircraft industry, particularly in jet development. The decision of Boeing and Douglas to manufacture models with markedly different characteristics limited the cost reductions available to both firms.7 There have been static analyses of the incentives to raise common costs. In these static models, reviewed in section 2.1, an increase in costs has two effects. The first, direct effect decreases profits. The second, indirect effect operates via a rise in price (for example, output falls as a result of the cost increase, leading to an increased price); if the price increase is sufficiently large, then profits rise. In particular circumstances, the latter effect may outweigh the former, and a cost increase is desirable to both firms. The major problem with the static analyses is that they predict that symmetric cost raising should be rare: tight restrictions on either parameters or the form of cost increases are required. The static analyses therefore beg the question: why be concerned with an effect that is empirically unimportant? The dynamic model developed in this paper suggests that symmetric cost raising may be more prevalent than the static analysis allows, as symmetric firms’ profits are increasing in a common cost parameter for a wide range of parameter values. In the model here, an increase in the common cost has two effects. The first, direct effect unambiguously lowers the firms’ profit. The second, indirect effect can increase profit by reducing the degree of competition. In order for this second effect to occur in a two-period model, the two periods must be structurally linked in some way: the outcome of period 1 must affect the second-period environment of the firms. Several examples of such a linkage are given throughout the paper; for example, there may be a cost of adjusting output in the second period from the first-period level. The structural linkage raises the possibility that a firm may be ‘aggressive’ in the first period—set a high output or low price, say—in order to induce lower output or a higher price by its rival in the second period. An increase in the common cost can cause less aggressive behaviour by weakening the intertemporal linkage. 7



There are two aspects to this statement. The first is that there are external economies of scope in the aircraft industry: the cost of derivative aircraft may be less than twenty per cent of its predecessor; see Sutton (1998, p. 445). Secondly, there is significant spill-over of learning-by-doing: the unit cost of a model falls with the total production volume of original and derivative aircraft. Note that decreased competition through product differentiation may also explain these observations. See Sutton (1998, chapter 16) for an excellent discussion.
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An extreme example illustrates the point. When there is a moderate output adjustment cost, the intertemporal linkage causes firms to produce more output in the first period, as each attempts to decrease the output of its rival in the second period. As the adjustment cost becomes very large, firms are less aggressive in the first period, preferring to reduce the difference between output levels in the two periods in order to avoid a large adjustment cost. In this case, the direct and indirect effects of an increase in the adjustment cost push in different directions. If the indirect effect outweighs the direct effect, then the cost-raising strategy is profitable. The objective of the analysis is to identify the general properties that the structural linkage must satisfy in order for the indirect effect to dominate, so that (symmetric) firms wish to pursue strategies that raise their common costs. The rest of this paper is structured as follows. Section 2 introduces the dynamic model and contrasts it with previous, static models. The general analysis in section 3 is illustrated using numerical examples of standard industrial organization models (quantity and price adjustment costs, and learning-by-doing). The significance and policy implications of the results are discussed in section 4. Section 5 concludes. The appendix contains proofs of the propositions.



2. A Dynamic Model



Consider a simple model (based on Lapham and Ware (1994)) that captures the effects of interest. Two identical firms sell products over two periods. The periods are structurally linked (see Friedman (1977)). This linkage is expressed by a function which has as its arguments the actions of both firms in both periods. The reduced-form profit function for firm i ∈ {1, 2} is  Πi = π i (x1 , x2 ) + δ π i (y1 , y2 ) + αS i (y1 , y2, x1 , x2 ) . xi ∈ R+ is the first-period action (e.g., output or price decision) of firm i; yi ∈ R+ is the corresponding second-period action. πi (·, ·) : R+ × R+ → R is the per period profit function



(revenue minus production cost), assumed to be bounded and the same in each period, for firm i. δ ∈ (0, 1] is the discount factor for both firms. α ∈ R+ is the structural linkage



factor, common to both firms. π i is assumed to have the usual properties for whichever



mode of competition occurs between the firms. The following structure is put on Si (·, ·, ·, ·) : 4



R+ × R+ × R+ × R+ → R: Assumption 1: (i) S i ≤ 0, Sii < 0 and Siii ≤ 0 for i ∈ {1, 2}, where subscripts denote



partial derivatives e.g., Sii ≡ ∂S i /∂yi . In words: S is a cost that is increasing and convex in its own second-period action. (ii) All derivatives of S i , i ∈ {1, 2} are finite.



The main purpose of assumption 1 is to ensure the existence of interior solutions to the firms’ profit maximization problems when the model is ‘almost static’ (i.e., α is non-zero but small). If α = 0, then the two periods are not connected in any way and the firms make static choices in each period: Definition 1: x0i = yi0, i ∈ {1, 2} are the equilibrium choices when α = 0. Sub-game perfect equilibria are considered. The second-period profit maximization problem is max π i (y1 , y2 ) + αS i (y1 , y2, x1 , x2 ), i ∈ {1, 2} yi



for given x1 and x2 . The solutions give y1 (x1 , x2 ) and y2 (x1 , x2 ): second-period actions as functions of first-period actions. Using the envelope theorem and imposing symmetry, the first-order condition for period 1 profit maximization can be written as π ˜1 + δαS3 +



δα (π2 + αS2 ) [S13 (π12 + αS12 ) − S14 (π11 + αS11 )] = 0, φ



where



(1)



φ ≡ (π11 + αS11 )2 − (π12 + αS12 )2 .



where sub- and super-scripts relating to firms have been dropped.8 The arguments of the functions have been omitted for convenience: π ˜ ≡ π(x1 , x2 ) and π ≡ π(y1 , y2). If firms’



actions are strategic substitutes (complements) (in the sense defined by Bulow, Geanakoplos, and Klemperer (1985)), then S14 (π11 + αS11 ) − S13 (π12 + αS12 ) is greater (less) than zero. φ ≥ 0, by the requirement of stability of the stage games.



Any action that increases α is called a cost-raising strategy, since a higher α places more weight on the cost term S i ; for given actions, this decreases Πi : ∂Πi /∂α = S i ≤ 0. The 8



The envelope theorem means that the effect on y 1 of changes in x1 are of second order.
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question analysed in this paper is: can a cost-raising strategy ever be profitable? In other words, what is the total effect of an increase in α on firms’ profits? α affects Π via two routes. First is the direct effect ∂Π/∂α, which is unambiguously negative. Secondly, there  dy ∂ . (Other terms are zero, by the envelope theorem.) is an indirect effect, measured by ∂α dx



The effect that an increase in first-period action has a rival depends on α. A firm may be aggressive in the first period (set a high output or low price) in order to induce lower output



or a higher price by its rival in the second period. An increase in α may then cause less aggressive behaviour by weakening this intertemporal linkage. If this is the case, then the direct and indirect effects of an increase in α push in different directions. If the indirect effect outweighs the direct effect, then a cost-raising strategy is profitable.



2.1. Comparison with Static Analysis This section compares the model of dynamic cost raising with the previous, static analyses of Salop and Scheffman (1983, 1987), Kimmel (1992) and Fuess and Loewenstein (1991). The dynamic model emphasizes the role of an intertemporal linkage between the periods in 1 making cost raising profitable. The intertemporal linkage exists if at least one of S13 and 1 S14 is non-zero (and similarly for firm 2). To contrast the dynamic analysis with the static,



suppose that S i = −α(ci (xi )/δ + ci (yi )) for some convex function ci (·) ≥ 0. Then  Πi = π i (x1 , x2 ) − αci (xi ) + δ π i (y1 , y2 ) − αci (yi ) . Hence the two periods are not linked in any way; in equilibrium, xi = yi . Without loss of generality, consider just the first period. In order to simplify the discussion, and to make comparison with other papers as direct as possible, make the following assumptions. Suppose that the firms are Cournot competitors. Let both firms face an inverse demand function of p(x1 +x2 ) with the usual partial equilibrium properties. Finally, let ci (xi ) = xi ; in this case, α is the constant marginal cost of the firms. Standard comparative statics (see Dixit (1986)) give     dπ i ∆ ∆ 0 > 0 ⇐⇒ (p ) si − 0 2 sj > 2 −1 , dα (p ) (p0 )2



(2)



where si is the market share of firm i, p0 ≡ dp/dx, (p0 ) is the elasticity of the marginal price p0 , and ∆ > 0 is a term related to the reaction functions of the firms. 6



If the firms are symmetric (si = sj = 0.5), then both firms benefit from raising the common marginal cost α only if demand is extremely elastic ((p0 ) is very negative). If demand is linear, a cost increase unambiguously lowers firms’ profits. Nevertheless, an increase in profits from an increase in costs is possible. The intuition is that an increase in marginal cost has a negative direct effect on profits; but it also leads firms to produce less. The drop in total output causes price to rise. If demand is sufficiently elastic, the price increase outweighs the output decrease, so that revenues go up; and revenues go up by more than costs go down, so that profits rise.



3. The Dynamic Analysis



The moral to be drawn from the previous section is that restrictive conditions are required in static models for cost raising to be profitable for symmetric firms. This section analyses dynamic models in which either S13 or S14 , or both, are non-zero. It is convenient to split the analysis into three cases. The first considers the set of models in which profit is unambiguously non-monotonic in the parameter α; in this case, it is shown that there must be an interval over which profit is increasing in a. The second case considers the conditions that must hold for profit to be increasing in α in the neighbourhood of α = 0. The final case is the residual (profit not unambiguously non-monotonic, and decreasing for α near zero); no analytical result is possible, but a numerical example illustrates that symmetric cost raising may still be profitable.



3.1. Case 1: Non-monotonic Profits Definition 2: Let (x∞ , y ∞) ≡ arg maxx,y S(y, y 0, x, x0 ). Definition 3: Let  S0 ≡ S | x∞ = x0 , y ∞ = y 0; S(y 0, y 0 , x0 , x0 ) = 0 . Proposition 1: If S ∈ S0 , then either (i) total profit is constant with respect to α; or (ii)



there is an interval of α over which total profit is increasing in the cost parameter α.
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The proof of the proposition is in the appendix. There are two ways in which to understand this proposition. The first is to note that total profit, if not constant, must be non-monotonic in α when the function S belongs to the set S0 . The reason is that the model



is essentially static both when α equals zero and when α is very large. The former is obvious enough. The latter comes about because the choices of x and y which maximize S (i.e., minimize cost) are the static levels x0 and y 0 ; at these choices, S = 0. Hence x0 and y 0 are the equilibrium actions when α is very large. Therefore Π(α = 0) = limα→∞ Π(α). It is then immediate that Π is increasing in α over some interval. The alternative intuition for the proposition is clearest in a specific example. Consider a model of quantity competition with quantity adjustment costs. In order to keep expressions simple, suppose that all functions are quadratic. The firms are Cournot competitors, with a per period profit function of π i = qi (a − b(q1 + q2 )) for outputs q1 , q2 (i.e., the firms face a linear inverse demand schedule with a, b > 0, their products are perfect substitutes, and have zero marginal cost). Note that with this profit function, x0 = y 0 = a/3b. The structural linkage function is S i (y1 , y2 , x1 , x2 ) = −(yi − xi )2 , so that each firm incurs a cost if it chooses a second-period output level different from the first-period level. These costs might arise from labour force factors: to raise output in the second period requires the payment of overtime, to produce less requires redundancy payments. If labour is unionized, then both firms in the industry face a common adjustment cost. This structural linkage function is characterized by the derivatives S13 > 0, S14 = 0. Crucially, π11 S14 − π12 S13 = −π12 S13 > 0. When α = 0, the periods are not structurally



linked and the model is a sequence of Cournot quantity choices. When α is large, the adjustment cost term dominates the firms’ profit maximization problem, and so the firms optimally choose y = x.
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Figure 1: Profit in the Quadratic Quantity Adjustment Cost Model



The analytical expressions for Π and



dΠ dα



show that



dΠ 2a2 δ = − < 0; dα α=0 81b2



dΠ > 0. dα α>√ 3 b 4



The first result is derived by Lapham and Ware (1994)—an increase in cost in the neighbourhood of α = 0 unambiguously decreases profits. The second result shows that it is not enough to consider local results around the zero cost point (as Lapham and Ware do), since the profit function is not monotonic in α. This fact is illustrated in figure 1, which plots Π against α.9 The figure shows that the firms’ profits are increasing in the structural cost parameter for α greater than around 4.8. The intuition for this is that an increase in α causes both firms to reduce their first-period output and hence price rises; this indirect effect outweighs the direct effect of the cost increase, and profits rise. Case 1 can be applied to the Laffont, Rey, and Tirole (1998) (hereafter LRT) model of access charging; see also Armstrong (1998). In the LRT analysis, a common access charge can be used collusively by two symmetric networks. Consider what happens when one network decreases its retail price, starting from a situation of equal prices. Consumers leave the 9



The parameter values used in all of the numerical examples are: a = 9, b = 5 and δ = 0.95.
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higher price network (network 1, say) to join the lower price network 2; this increases the volume of traffic passed from network 2 to network 1 for termination; the consequent increase in the net access payment made by network 2 means that the retail price decrease lowers profit. Clearly this argument requires that demand is elastic; the access charge cannot be used collusively with unit demand.10 In a dynamic model with unit demand, however, raising the common charge can increase profit. To show this, suppose that as in LRT, there is a balanced calling pattern: each user calls all other users with equal probability, regardless of the network that they are on. Hence, with the two networks having market shares of s1 and s2 , a fraction s2 of calls made on network 1 are to users on network 2. Structural linkage between periods arises because the pattern of calls in period 2 is determined by period 1 market shares. This could be due to e.g., inertia in users’ calling behaviour. (The calling pattern in the first period is not important for the current analysis.) Let the first- (second-) period market share of network 1 be s11 (s21 ); and of network 2 be s12 (s22 ). Then network 1 exports a call volume of s21 s12 to network 2 in the second period, and imports a volume of s22 s11 . (That is, of a total volume of calls s21 made by network 1 users in the second period, a fraction s12 are made to users on network 2.) The access deficit of network 1 in the second period is therefore s21 s12 − s22 s11 . Following LRT, suppose that the networks are horizontally differentiated in the Hotelling sense and compete in prices, so that the market shares are given by 1 1 + σ(x2 − x1 ), s12 = + σ(x1 − x2 ), 2 2 1 1 s21 = + σ(y2 − y1 ), s22 = + σ(y1 − y2 ), 2 2



s11 =



where xi (yi ) is the price charged by network i in period 1 (2), and σ is the degree of substitutability between the networks. Then network 1’s access deficit in the second period is proportional to ((y2 − y1 ) − (x2 − x1 )) (neglecting the constant σ). The structural linkage function − (max [(y2 − y1 ) − (x2 − x1 ), 0])2 therefore captures one



side of this argument: network 1 bears a cost if it exports more calls than it imports, but nothing otherwise. It ignores the complementary aspect of termination payments received by network 1; but this makes no difference to the argument. This structural linkage function 10



LRT show that the common access charge also cannot be used collusively when two-part pricing is used. Other details have been omitted. For example, LRT show that the collusive equilibrium is not stable if the access charge is too high, or the networks are close substitutes.
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belongs to S0 , and so firms’ profits in symmetric equilibrium are increasing in α (which



can be identified as the joint access charge) over some range of values of α. The reason why the dynamic model restores a role for the access charge as a collusive device is that, although it makes no difference to competition within a period (since there is unit demand), it can make a difference to competition between periods. To the extent that the periods are structurally linked (e.g., due to inertia in users’ calling behaviour), the access charge can be used collusively. In the quantity adjustment example, the global maximum of total profit Π with respect to the cost parameter α occurs at α = 0 or α = ∞: both firms would prefer zero or infinite costs



to anything in-between. It may not be possible, however, for these extremes to be reached: firms may not be able eliminate adjustment costs altogether, nor to find a technology that commits them to constant production. In this case, the fact that Π is increasing over some range of α is important. In other cases, the global maximum of Π does not occur at α = 0. The analysis now turns to those cases.



3.2. Case 2: Profits Increasing at Zero The next case considers S 6∈ S0 , and concentrates on the derivative of the total profit function



Π at the point α = 0. Necessary and sufficient conditions for the derivative to be positive at this point are derived, and a numerical example given.



Proposition 2: A necessary condition for







dΠ dα α=0



> 0 is that



   0 0 0 0 0 2 0 2 π20 π20 (π11 S14 − π12 S13 ) − (π11 ) − (π12 ) S30 < 0. A sufficient condition is that δ 0 δ 0 0 0 0 0 0 0 (π11 − π12 )(π20 )2 (π11 S14 − π12 S13 ) − (π11 − π12 )π20 S30 + δS 0 > 0, 2 ∆ ∆ 0 2 0 2 where ∆ ≡ (π11 ) − (π12 ) .



The proof of the proposition is in the appendix. A numerical example helps to illustrate the proposition. Let the per period profit function of the Cournot competitors be the same as above. Suppose that the firms face a cost to adjusting prices. As mentioned in the 11



introduction, this adjustment cost may arise from regulation that is common to both firms. The price in period 1 is p1 = a − b(x1 + x2 ), and in period 2 is p2 = a − b(y1 + y2 ). Suppose



that the cost of producing a new ‘price menu’ is −(p2 − βp1 )2 , where β > 0 is some scaling



factor.11 Then



S = − (a(1 − β) − b((y1 + y2 ) − β(x1 + x2 )))2 . For β sufficiently close to 1, this can be approximated as S = − ((y1 + y2 ) − β(x1 + x2 ))2 , where terms in (1 − β) have been ignored, and the constant b has been omitted (it can be factored into α).



Notice that for β 6= 1, this structural linkage function does not belong to S0 .12 The



structural linkage function is characterized by S30 = 4β(1 − β)x0 , which is greater than zero



0 0 0 0 0 0 for β < 1; and S13 = S14 = 2β > 0. Therefore π11 S14 − π12 S13 = −2bβ < 0. Since π20 < 0 (competition is Cournot), the necessary condition in proposition 2 for dΠ > 0 is satisfied. dα α=0



Also,



 dΠ 2δa2 = − 12β 2 − 25β + 12 , 2 dα α=0 81b



so that for 0.75 ≤ β ≤ 1.33,







dΠ dα α=0



> 0: the sufficient condition in proposition 2 is satisfied.



The profit function for this example is plotted in figure 2.13 The intuition is that a small increase in α from α = 0 causes firms to compete less



intensely in the first period (decreases x), and so raises profits. 11



It is assumed here that the cost of changing prices is variable, rather than fixed. See Slade (1998) for an analysis of this issue. A referee has noted that this adjustment cost function is not homogeneous of degree zero in prices. It can be verified that the analysis proceeds largely unchanged if, say, the cost of producing a new price menu is −(p2 /p1 − β)2 . It is particularly convenient for calculations, however, to work with a quadratic structural linkage function. 2 12 To see this, note that maxx,y − y + y 0 − β(x + x0 ) requires that y = βx − (1 − β)x 0 . If x = x0 , then 0 y = (2β − 1)x0 , which is not equal to y 0 when β 6= 1. Likewise, if y = y 0 = x0 , then x = 2−β β x , which is 0 not equal to x when β 6= 1. 13 This figure uses previous parameter values, and sets β = 0.95.
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Figure 2: Profit in the Quadratic Price Adjustment Cost Model



3.3. Case 3: Profit Decreasing at Zero The final case to analyse is the set of models in which the structural linkage function does not belong to the set S0 and does not satisfy the conditions in proposition 3. No analytical



results are obtainable in this case, even when functions are restricted to be quadratic.14 A numerical example illustrates that even in this case, it is possible for symmetric cost raising to be profitable. The per period profit as a function of outputs is the same as above. The structural linkage function of firm i ∈ {1, 2} is S i = −yi (x − (xi + xj )), where x is sufficiently high to ensure that Si ≤ 0, ∀xi , i ∈ {1, 2} and j 6= i. One inter-



pretation of this example is learning-by-doing: the magnitude of the second-period marginal



cost Sii is decreasing in total first-period production. A higher α represents a lower extent of learning between the periods, and can be chosen jointly by the firms by e.g., formation of a research joint venture or choice of product compatibility, as discussed in the introduction. 14



The difficulty lies in the need to assess the derivative of profit over all values of α; this leads to a very complicated expression with little prospect of simplification.
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(See Fudenberg and Tirole (1984) for a similar, two-period model of learning-by-doing.) Figure 3 shows that in this example, there is an interval of α over which Π is increasing.15 The intuition for this result is rather less direct than for the other cases. Three factors determine the marginal benefit from first-period output. First, there is an increase in firstperiod profit (˜ π1 ); secondly, there is a reduction in second-period costs (S3 > 0); finally, there is a decrease in the rival firm’s second-period output, which increases second-period profit dy ). An increase in α does not affect the first factor. It increases the second factor—the (π2 dx



reduction in second-period costs becomes more important as those costs are larger. It has two effects on the third factor. It increases first-period output, making the firms compete more intensely in the first-period as they try to reduce their rival’s second-period output. It also decreases second-period output y (other variables held constant), since the profitmaximizing response to an increase in the marginal cost of output in the second period is to lower production. In turn, this makes x less profitable at the margin: there is less incentive to push up first-period output to benefit from learning-by-doing when second-period production is lower.16 These factors are now demonstrated analytically. Total differentiation of the total profit function of firm 1 (noting that S21 = 0 in the learning-by-doing case) gives 1



dΠ = dΠ1 dα







π ˜21



+



αδS41



is more likely to be positive when



+



dx2 dα



dy2 δπ21 dx2







dx2 + δS 1 dα.



(3)



< 0.17 Figure 4 shows that this is the case for α



greater than around 2.5. In order to understand why x is decreasing in α over an interval, it is necessary to examine 15



This figure uses previous parameter values, and sets x = 3. Fudenberg and Tirole (1984) provide a discussion of a similar nature. Their intuition is based entirely on the second factor identified above (the reduction of second-period costs): they show that firms’ output may decline over time, due to the incentive to increase first-period output to attain a favourable cost position relative to the rival in the second period. They do not consider the third factor. 17 The first term in brackets in equation (3) is ambiguously signed. π ˜ 21 and π21 are both negative, since dy2 1 competition is Cournot; dx2 can be shown to be positive; S 4 = y1 > 0 in this learning-by-doing example. 16
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x y Figure 4: Output in the Quadratic Learning-by-doing Model
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3.5



the derivative of the first-order condition for the first period, since dx =



 µ  1 (1 + r)µα , − ∆



dy = 0, where µ ≡ π ˜1 + δαS3 + δ (π2 + αS2 ) dx π12 r ≡ − , π11 0 2 0 2 ∆ ≡ (π11 ) − (π12 ). The second-order condition for profit maximization requires that µ1 ≤ 0; and stability of  dx  = Sign[µα ], the partial the single period game requires that |r| < 1. Therefore Sign dα



derivative of the first-order condition with respect to α. This can be shown to be ∂ µα = δS3 + δπ2 ∂α







dy dx











dy + δ αS13 + (π11 + π12 ) dx







∂y , ∂α



(4)



where several terms have been eliminated since, in the learning-by-doing case, S2 = S12 = S22 = S23 = 0. The first terms in equation (4) are clearly positive. The third term is negative for sufficiently large x, since ∂y/∂α = − (x − 2x) /3b < 0 and (αS13 + (π11 + π12 )dy/dx) > 0.



When α = 0, the third term is zero, and so µα is positive. For α > 0, µα is comprised of two terms of opposite sign, and therefore is ambiguously signed. Figure 4 shows that in the learning-by-doing case, the third term outweighs the first two for large enough α, and µα becomes negative as α increases.



4. Discussion



In this section, the importance of symmetric cost-raising strategies is discussed. This raises two issues. First, how prevalent are these strategies? Secondly, by how much do they increase the firms’ profits? Both questions will be answered by reference to the numerical examples presented in section 3. Secondly, what are the policy implications of the analysis? In the quantity adjustment example, symmetric cost raising is profitable for values of α above 4.8. At this level of α, a 10% difference between outputs in the two periods leads to an adjustment cost of approximately 0.9% of profits (evaluated at the first period output level that maximizes profits). Hence α = 4.8 corresponds to a relatively low level of adjustment costs. Consequently, the range over which symmetric cost raising is profitable in this example



16



is large. In the price adjustment example, profit is increasing in α for all values of α: that is, symmetric cost raising is profitable whatever the cost level. In the learning-by-doing example, symmetric cost raising becomes profitable at a level of α that corresponds to an elasticity in the learning curve of around 0.26—that is, a doubling of (first-period) output reduces cost by 26%. This elasticity is in line with estimates of learning effects across a variety of industries (for example, the average elasticity reported by Ghemawat (1985) is 0.25, with elasticities higher in manufacturing than service sectors). In the numerical examples, varying α causes a change in each firm’s profit of approximately 2.5% (in the quantity adjustment cost example), 7% (in the price adjustment cost example), and 3% (in the learning-by-doing example), with the parameter values used.18 In comparison, a move to full collusion19 would raise each firm’s profit by 15–20% (depending on the example). Clearly, therefore, the firms would prefer collusion over both their actions and the level of their costs. Full collusion may be difficult to achieve, however, particularly in closely-regulated industries such as telecommunications. Cost raising may then be a feasible, and attractive, alternative. Two sets of practices have long been at the centre of the attention of policy-makers. The first are those that allow an incumbent or dominant firm to disadvantage entrants or smaller rivals. The second are those that effect collusion between firms (either of different sizes or similar). The large number of possible practices means that the study of these issues is far from exhausted. This paper demonstrates that a third set of practices should be of concern: raising of a common cost by symmetric firms. While this problem is of smaller magnitude than complete collusion, for example, it may be more difficult to identify. Indeed, the common assumption by regulators is that firms prefer lower costs: see (Kimmel 1992). Consequently it may pose an equal challenge for policy-makers. It is not enough to monitor the activities of dominant firms; nor to ensure that firms do not reach agreements that affect directly behaviour in the product market. The analysis supports the conclusion that cost regulation of oligopolies is an important policy area. It emphasizes that regulation should be designed recognizing that comparability between firms (used in ‘yardstick competition’, for example) does not necessarily assist the regulator.20 In the case of symmetric cost raising, competition between firms is not sufficient to ensure that firms lower costs. 18



These percentages measure (max α π − minα π) / minα π. Full collusion here refers to collusive choice of actions and the parameter α. 20 For example, Armstrong, Cowan, and Vickers (1994, p. 114) state that “. . . comparability means that the agent [i.e., regulated firm] can be given sharper incentives”. 19
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5. Conclusions



This paper has assessed the circumstances in which symmetric duopolists may engage in profitable cost raising. It differs from previous papers by using a dynamic model. The analysis has shown that raising costs can be profitable in a wide range of situations. This indicates the benefit of using a dynamic, rather than static analysis.
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APPENDIX Proof of Proposition 3.1 By definition 1, a firm’s best response to (x0 , y 0 ) is (x0 , y 0 ) for a = 0. Now consider the best response to (x0 , y 0 ) in the limit as a. For brevity, the argument will be presented for the optimal choice of y; an equivalent argument holds for the choice of x. The proof will show that in the limit, when SS0 , the best response is y 0 (and x0 ), and equilibrium per-period profit is P = p(x0 , x0 ). First note that for any a, when SS0 , the maximized value of second-period profit is bounded below by p(y 0 , y 0 ): the choice of y = y0 returns a value of p(y 0 , y 0 ), and so the optimal choice of y must return a value at least as great as this. Consider any strictly increasing sequence a1 , a2 , . From the first-order condition for y, p1 (y, y 0 )+ aS1 (y, y 0 , x0 , x0 ) = 0, this sequence generates a sequence of optimal choices y1 , y2 , . From the implicit function theorem, the sequence (yn ) is increasing (decreasing) as S1 is positive (negative). Since the sequence (yn ) is bounded above (below) by y, which equals y 0 when SS0 , it converges to this limit. The objective is to establish that the sequence (an S(yn , y 0 , x0 , x0 )) converges to zero when SS0 . There are three possibilities to consider: 1. The sequence (an S(yn , , , )) does not converge. There are two cases: the sequence is bounded in the limit, but fails to converge; or the sequence is unbounded in the limit. In the former case, there exists a convergent subsequence. This convergent subsequence can then be used in the next step of the proof. Therefore the only relevant case for this step is that the sequence is unbounded in the limit. In this case, since p(, ) is bounded, there exists an N such that p(yn , y 0 ) + an S(yn , , , ) < p(y 0 , y 0 ) for all nN . But it has been noted that any optimal sequence must return a value of at least p(y0 , y 0 ) when SS0 . Hence the sequence (yn ) cannot be optimal. 2. The sequence (an S(yn , , , )) converges to a non-zero limit. Let the non-zero limit be −l < 0. A contradiction will be established. The second-period profit from choosing yn is V (yn ) =



p(yn , y 0 ) + an S(yn , , , ); the second-period profit from choosing y = y 0 is V (y 0 ) = p(y 0 , y 0 ) when SS0 . Since (an S(yn , , , )) converges (by hypothesis), then for any e > 0, there exists an N such that |an S(yn , , , ) + l| < e for all nN . By continuity of p(, ), for any e0 > 0, there



exists an d0 > 0 such that |p(y, y 0 ) − p(y 0 , y 0 )| < e0 for all y such that |y − y 0 | < d0 . Therefore,



using the fact that (yn ) converges to y0 , for any d00 , e00 > 0, there exists an N 00 such that



V (y 0 )−V (yn ) > −d00 +l −e00 for all nN 00 . For sufficiently small d00 and e00 , V (y 0 )−V (yn ) > 0.



Hence the sequence (yn ) cannot be optimal.
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The only remaining possibility, therefore, is that (an S(yn , , , )) converges to zero. Hence if SS0 , then for a = 0 and in the limit as a, the equilibrium actions are (x0 , y 0 ) and equilibrium per-period profit is P = p(x 0 , x0 ). P must therefore be either constant, or a nonmonotonic function of a with an interval over which it is increasing in a.21



Proof of Proposition 3.2 The total profit of firm 1 is Π1 = π 1 (x1 , x2 ) + δ(π1 (y1 , y2 ) + αS 1 (y1 , y2 , x1 , x2 )). Total differentiation of this expression gives 1



dΠ



=







(˜ π21



+



δαS21 )



+



δ(π21



+



dy2 αS41 ) dx2







dx2 + δS 1 dα,



(A1)



where the envelope theorem has been used and arguments of functions have been omitted for brevity. Total differentiation of the first-order condition for profit maximization for firm 1 in the first period, with symmetric firms, shows that



dy2 dx2



= 0 at α = 0. The first-order condition for



period 1 can be manipulated further to give 0 − π0 )   δ(π11 dx 0 0 0 0 12 ∆S30 + π20 (S13 π12 − S14 π11 ) . = − 2 dα α=0 ∆



Substitution of this derivative into equation (A1), noting that αS2 = 0 when α = 0 (from assumption 1), gives dΠ δ δ 0 0 0 0 0 0 0 = (π 0 − π12 )(π20 )2 (π11 S14 − π12 S13 ) − (π11 − π12 )π20 S30 + δS 0 . dα α=0 ∆2 11 ∆



Since S 0 ≤ 0, this gives immediately the necessary and sufficient conditions in the proposition.



21



I am very grateful to the editor for pointing out errors in initial proofs of this proposition.
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