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Abstract Intelligent video surveillance systems deal with the real-time monitoring of persistent and transient objects within a specific environment. This can be applied not only to various security systems, but also to environmental surveillance. Then, a self-adaptive background model that can update automatically and timely to adapt to the slow and slight changes of natural environment is detailed. When the subtraction of the current captured image and the background reaches a certain threshold, a moving object is considered to be in the current view, and the mobile phone will automatically notify the central control unit or the user through phone call, SMS (Short Message System) or other means. Index Terms: Video surveillance, classification, Background modelling and subtraction.



1. Introduction The identification of regions of interest is typically the first step in many computer vision applications, including event detection, visual surveillance, and robotics. A general object detection algorithm may be desirable, but it is extremely difficult to properly handle unknown objects or objects with significant variations in color, shape, and texture. Therefore, many practical computer vision systems assume a fixed camera environment, which makes the object detection process much more straightforward; a background model is trained with data obtained from empty scenes and foreground regions are identified using the dissimilarity between the trained model and new observations. This procedure is called background subtraction. Various background modelling and subtraction algorithms have been proposed, which are mostly focused on modelling methodologies, but potential visual features for effective modelling have received relatively little attention. The study of new features for background modelling may overcome or reduce the limitations of typically
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used features, and the combination of several heterogeneous features can improve performance, especially when they are complementary and uncorrelated. There have been several studies for using texture for background modelling to handle spatial variations in the scenes; they employ filter responses, whose computation is typically very costly. Instead of complex filters, we select efficient Haar-like features and gradient features to alleviate potential errors in background subtraction caused by shadow, illumination changes, and spatial and structural variations. Model-based approaches involving probability density function are common in background modelling and subtraction, and we employ Kernel Density Approximation (KDA), where a density function is represented with a compact weighted sum of Gaussians whose number, weights, means, and covariance are determined automatically based on mean-shift mode-finding algorithm. In our framework, each visual feature is modelled by KDA independently and every density function is 1D. By utilizing the properties of the 1D mean-shift mode-finding procedure, the KDA can be implemented efficiently because we need to compute the convergence locations for only a small subset of data.



2. Background Modeling Background modelling is often used in different applications to model the background and then detect the moving objects in the scene like in video surveillance, optical motion capture and multimedia. The simplest way to model the background is to acquire a background image which doesn't include any moving object. In some environments, the background isn’t available and can always be changed under critical situations like illumination changes, objects being introduced or removed from the scene. To take into account these problems of robustness and adaptation, many background modelling methods have been developed. These background modelling methods can be classified in the following categories: Basic Background Modelling, Statistical Background Modelling, Fuzzy Background Modelling and Background Estimation. Other classifications can be found in term of prediction, recursion, adaptation, or modality. All these modelling approaches are used in background subtraction context which presents the following steps and issues: background modelling, background initialization, background maintenance, foreground detection, choice of the feature size (pixel, a block or a cluster), choice of the feature type (color features, edge features, stereo features, motion features and texture features).



3. Related Work Each classifier uses k rectangular areas (Haar features) to make decision if the region of the image looks like the predefined image or not. Figure “Types of Haar Features” shows different types of Haar features.
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Fig: 1 Haar like Features After background modelling, each pixel is associated with k 1D Gaussian mixtures, where k is the number of features integrated. Background / foreground classification for a new frame is performed using these distributions. The background probability of a feature value is computed and k probability values are obtained from each pixel, which are represented by a k-dimensional vector. Such k-dimensional vectors are collected from annotated foreground and background pixels, and we denote them by yj (j ¼ 1; . . .;N), where N is the number of data points.



In most density-based background subtraction algorithms, the probabilities associated with each pixel are combined in a straightforward way, either by computing the average probability or by voting for the classification. However, such simple methods may not work well under many real-world situations due to feature dependency and nonlinearity. For example, pixels in shadow may have a low-background probability in color modeling unless shadows are explicitly modeled as transformations of color variables, but high-background probability in texture modeling. Also, the foreground color of a pixel can look similar to the corresponding background model, which makes the background probability high although the texture probability is probably low. Such inconsistency among features is aggravated when many features are integrated and data are high dimensional, so we train a classifier over the background probability vectors for the feature set, fyjg1:N. Another advantage to integrating the classifier for foreground/background segmentation is to select discriminative features and reduce the feature dependency problem; otherwise, highly correlated non discriminative features may dominate the classification process regardless of the states of other features.
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Fig 2: Background Subtraction



4. Feature Analysis We describe the characteristics of individual features and the performance of multiple feature integration. The correlation between every pair of features, RGB colours and three Harr-like features are significantly correlated. We propose a pixel wise background modelling and subtraction technique using k-mean clustering algorithm where generative and discriminative techniques are combined for classification. The features improve background or foreground classification performance. In pattern recognition and in image processing, feature extraction is a special form of dimensionality reduction. When the input data to an algorithm is too large to be processed and it is suspected to be notoriously redundant (much data, but not much information) then the input data will be transformed into a reduced representation set of features (also named features vector). Transforming the input data into the set of features is called feature extraction. If the features extracted are carefully chosen it is expected that the features set will extract the relevant information from the input data in order to perform the desired task using this reduced representation instead of the full size input. Template matching is a technique in digital image processing for finding small parts of an image which match a template image. If the template image has strong features, a feature-based approach may be considered; the approach may prove further useful if the match in the search image might be transformed in some fashion. Since this approach does not consider the entirety of the template image, it can be more computationally efficient when working with source images of larger resolution, as the alternative approach, template-based, may require searching potentially large amounts of points in order to determine the best matching location.



5. Classification After background modelling, each pixel is associated with k 1DGaussian mixtures, where k is the number of features integrated. Background / foreground classification for a new frame is performed using these distributions. The background probability of a feature value is computed, and k probability values are obtained from each pixel,



D. Rakesh, IJRIT- 164



IJRIT International Journal of Research in Information Technology, Volume 2, Issue 11, November 2014, Pg. 161-168



which are represented by a k-dimensional vector. Such k-dimensional vectors are collected from annotated foreground and background pixels, and we denote them by yj (j ¼ 1; . . .;N), where N is the number of data points. In most density-based background subtraction algorithms, the probabilities associated with each pixel are combined in a straight forward way, either by computing the average probability or by voting for the classification. The objective of colour clustering is to divide a colour set into c homogeneous colour clusters. Colour clustering is used in a variety of applications, such as colour image segmentation and recognition. This algorithm classifies a set of data points X into c .Homogeneous groups represented as fuzzy sets F1, F2, ..., Fc. The objective is to obtain the fuzzy c-partition F = {F1, F2, .., Fc} for both an unlabeled data setX = {x1, ..., xn}. Fuzzy c-means algorithm for clustering colour data is proposed in the present study. The initial cluster centroids are selected based on the notion that dominant colours in a given colour set are unlikely to belong to the same cluster



6. Alerting System After detecting the changes in video frames, we are alerting the central control unit or the user through SMS using the GSM Modem. A GSM modem is a wireless modem that works with a GSM wireless network. A wireless modem behaves like a dial-up modem. The main difference between them is that a dial-up modem sends and receives data through a fixed telephone line while a wireless modem sends and receives data through radio waves. Typically, an external GSM modem is connected to a computer through a serial cable or a USB cable. Like a GSM mobile phone, a GSM modem requires a SIM card from a wireless carrier in order to operate.



7. SVM Implementation Definition: A support vector machine (SVM) is a concept in statistics and computer science for a set of related supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis. The standard SVM takes a set of input data and predicts, for each given input, which of two possible classes comprises the input, making the SVM a non-probabilistic binary linear classifier. Given a set of training examples, each marked as belonging to one of two categories, an SVM training algorithm builds a model that assigns new examples into one category or the other. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall on. Description: More formally, a support vector machine constructs a hyperplane or set of hyperplanes in a high- or infinitedimensional space, which can be used for classification, regression, or other tasks. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the nearest training data points of any class (so-called functional margin), since in general the larger the margin the lower the generalization error of the classifier.
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Whereas the original problem may be stated in a finite dimensional space, it often happens that the sets to discriminate are not linearly separable in that space. For this reason, it was proposed that the original finitedimensional space be mapped into a much higher-dimensional space, presumably making the separation easier in that space. To keep the computational load reasonable, the mapping used by SVM schemes are designed to ensure that dot products may be computed easily in terms of the variables in the original space, by defining them in terms of a kernel function K(x,y) selected to suit the problem.[1] The hyperplanes in the higher dimensional space are defined as the set of points whose inner product with a vector in that space is constant. The vectors defining the hyperplanes can be chosen to be linear combinations with parameters αi of images of feature vectors that occur in the data base. With this choice of a hyperplane, the points x in the feature space that are mapped into the hyperplane are defined by the relation:



Note that if K(x,y) becomes small as y grows further from x, each element in the sum measures the degree of closeness of the test point x to the corresponding data base point xi. In this way, the sum of kernels above can be used to measure the relative nearness of each test point to the data points originating in one or the other of the sets to be discriminated. Note the fact that the set of points x mapped into any hyper plane can be quite convoluted as a result allowing much more complex discrimination between sets which are not convex at all in the original space.



H3 (green) doesn't separate the two classes. H1 (blue) does, with a small margin and H2 (red) with the maximum margin. Classifying data is a common task in machine learning. Suppose some given data points each belong to one of two classes, and the goal is to decide which class a new data point will be in. In the case of support vector machines, a data point is viewed as a p-dimensional vector (a list of p numbers), and we want to know whether we can separate such points with a (p − 1)-dimensional hyper plane. This is called a linear classifier. There are many hyper planes that might classify the data. One reasonable choice as the best hyper plane is the one that represents the largest separation, or margin, between the two classes. So we choose the hyper plane so that the distance from it to the nearest data point on each side is maximized. If such a hyper plane exists, it is known as the maximum-margin
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hyper plane and the linear classifier it defines is known as a maximum margin classifier; or equivalently, the perception of optimal stability.



8. Conclusion In this application we are performing background subtraction by using SVM classifier. This application is used in security places where it is needed. It is less expensive. In this application we are using GSM modem to get the alert message when any object is found.
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