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Localization using Unscented Kalman Filter Localizations using Unscented Kalman Filter (UKF) have been used widely for many mobile robot applications



Airship Robot [2]



Automobile Robot [1]



Planetary Rover [4]



Chopper Robot [3] [1] S.Thrun, ”Stanley: the!robot!that!won!the!DARPA!Grand!Challenge”, Journal!of!Field!Robotics, 2006 [2] J. Ko “GP-UKF: Unscented Kalman!filters with Gaussian process prediction and observation models. IROS, 2007. [3] R. Merwe, ”Sigma-Point Kalman Filters for Probabilistic Inference in Dynamic State-Space Models”, PhD thesis, 2004 Meiji University



[4] Atsushi Sakai, "An Efficient Solution to 6DOF Localization Using Unscented Kalman Filter for Planetary Rovers”, in IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems, St Louis, MO, USA, Oct 2009.
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if



Ei > Eth



Ei > Eth



xi is a discontinuous point xi is a discontinuous point



1 ∼ det(2πR) exp{− (xi − x xi is a discontinuousxipoint end if end if 2



Unscented Kalman Filter



(− 21 )



end if



1 TN xi ∼ det(2πR) exp{− } 1 (xi − xdt 1)R−1 (xi − xdt )−1 ! (− 2 2 ) T xn ) xi ∼ det(2πR) exp{− (xi − xdt )R (xi(x −n+1 xdt )− }



UKF is a Kalman Filter algorithm using Unscented Transformation(UT) 2argmin − β |xn+1 − xn for nonlinear approximation[5] 1 (− ) −1 T n=1 (− 21 )



UKF Advantages



xi ∼ det(2πR)



1 2



N i − xdt )R exp{− ! (x (xni−−xn−1 xdt)) } (xn+1 − xn ) · (x 2 argmin − β N



!−(x |x xnn+1 ||xn − −Unscented xn−1 − xn−1 ) n+1 Linearized n ) ·| (xnTransformation n=1− β f (x) : N onlinear M argmin (Unscented Kalman Filter) (Extended Kalman Filter) |xn+1 − xn ||xn − xn−1 |



n=1 N ! (xfn+1 xn ) · (xM xn−1 ) n− (x) :− N onlinear odel approximation argmin − β |xn+1 − x ||x − xn−1 |M odel f (x)n : Nnonlinear n=1



I. Accurate nonlinear EKF : First order of Taylor Expansion



y¯ = f (¯ x)



y¯ = f (¯ x)



UKF : About two or more order f (x) : N onlinear M odel y¯ = f (¯ x) T of Taylor Expansion Py = J Px J



Py = J T Px J Sigma Points



II. Derivative free estimation



y¯ = f (¯ xΓ)



T P = J Px J y i = f (σi )



Jacobian matrixes are not needed.



Γi = f (σi )



In recent years, NASA’s Mars Exploration (MERs) carried out variousRovers scientific In recent years,Rovers NASA’s Mars Exploration (M



on the surface of the Mars [?].



T Γi = f (σi ) P = J y xJ In the future,Pplanetary rovers like MERs will operate in vario



on the surface of the Mars [?]. In the future, planetary ro



will discover a lot of wonderful scientific evidences.



In recent years, NASA’s Mars aExploration Roversscientific (MERs)evidences. carried out var will discover lot of wonderful



For getting power effectively from the solar panels and autonomous navigations for lon



Γgetting (σpower ) i = ifuture, on the surface of the Mars [?]. In fthe planetary from roversthe likesolar MERs will oa For effectively panels UKF enables accurate accurate and easy localization position and attitude estimation is imperative. If the position and attitude estim Examples of stochastic approximation



will discover a lot of accurate wonderful scientific evidences. position and estimation more accurate, rover missions must be more efficient and effective. on aattitude nonlinear functionis imperative



In recent years, NASA’s Mars Exploration Rovers (MERs) carried out various scienti



For ofgetting power effectively from the missions solar panels Most all surfaces of otheraccurate, planets are rough terrain (e.g., having rocks being navig ofand va more rover mustand be autonomous more [5] J. Julier. K. Uhlmann, ”General method for approximating nonlinear transformations ofefficient probability on the surface of the Mars [?]. In the future, For planetary rovers like MERs will operate in va and shape, humps, and slopes). rover navigations in these rough terrains, position an Meiji University accurate position and attitude estimation is imperative. If the position distributions”,Robotics Research Group Department of Engineering Science, University of Oxford 1996. Most of all surfaces of other planets are rough and ter



op op op scriminative parameters " α,T β, κ described in Section 2. α an Autonomous Mobile Systems Laboratory riminative T T the −1extent of the s ques, evalu" scaling parameters determining arg min (yt −Problem g(µt )) ST (y −1t − g(µt )) ues, evaluParameter Adjustment parameters) min − g(µ )) S (y thearg sigma points (y around the tprior mean. β−is g(µ th R,Q,Ω t t t=0 arameters) R,Q,Ωused parameter to emphasize the weighting on th ere isUKF ample t=0 estimation depends on two kinds of parameters If P is any multiple of posterior identitycovariance matrix, this simp sigma-point for the calculatio e is ample ate learning If P is any multiple of identity matrix, this s paper, these Hyper-parameters of UKF are repres e learning 1. Noise Parameters 2. Hyper-parameters of UT which learns T a vector as follows: " hich・Input learns Hyper-parameters T noise covariance: [Rop , Qop , Ωop ] Three = arg min " ||yt − g(µt )| R,Q,Ω ・Observation noise covariance: Ω = [αmin βt=0 κ] ||yt − g(µ [R , Q , Ω ] = arg op op op imal covariR,Q,Ω t=0 simplifying the learning criterion is the Even ifWethe mal covariop , and executed three UKF simulations to observe ", #：parameters that determine how far sigma points are spread from mean. it is known that the discriminative learning perfo . The techEven if the simplifying the learning criterion , and the parameter effect on probabilistic estimation. Deta p sufficient forsimulator accurate localization[12]. Using e.g., atechhighUKF are described in Section 5. Inthe the is known that the discriminative learning pe $：A parameterit chosen to incorporate higher order knowledge. The lations, we changed localization[12]. several α values: α =Using 0.001, native training method, the learning criterion can he variables sufficient for accurate g., a highOtherperformance Hyper-parameters were instead same value in alli the actual of UKF of its ading of the training method, the learning criterion e variables nativetions: β = 2, κ = 0. Simulation parameters (e.g. components. ocalization. Developersthe have actual to adjust the parameters for accurate localization. performance of UKF insteaddata, of is ding of the ance parameter, input data, observation adjustment process needs significant cost and time. highlyHowever, accu- parameter time,itetc.) were also same values the in all simulation components. However, is difficult to compute gradient fo calization. It is difficult to obtain the optimal parameters by hand tuning. 1 shows the simulation results: Root Mean Squar Eq. (16), (17) to minimize the learning criterion. ghly accuof localization error and scales of RMS in gradien each α o However, it is difficult to compute the the learning criterion includes the UKF formu parameter. This results show that there is a si Eq. (16), (17) to minimize the learning criteri Meiji University (9) are too complicated to differentiate them. Thu
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Parameter Adjustment Problem Discriminative noise parameter training of EKF P. Abbeel et. al. proposed a discriminative training method to know optimal noise parameters of EKF [5].



The technique can obtain the optimal noise parameters automatically. How should we determine the Hyper-parameters? “Commonly-used” Hyper-parameters [6] : "=0.001, $=2, #=0



Q. Are these values “actually” optimal in all systems?



Meiji University



[5] P. Abbeel, A. Coates, M. Montemerlo, A. Ng, S. Thrun, ”Discriminative training of Kalman Filters”, 2005. [6] J. Julier. K. Uhlmann, ”General method for approximating nonlinear transformations of probability distributions”,Robotics Research Group Department of Engineering Science, University of Oxford 1996.
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Hyper-Parameter Effects in Localization We conducted three UKF simulations changing Hyper-parameter " values



"=0.001, $=2, #=0



"=0.01, $=2, #=0



"=0.1, $=2, #=0



RMS=5.18[m]



RMS=3.58[m]



RMS=0.37[m]



The worst result is the result using the commonly-used Hyper-parameters The commonly-used Hyper-parameters are NOT always appropriate in all systems. A Hyper-parameter determination method has not been proposed. Meiji University



Autonomous Mobile Systems Laboratory



Discriminative Parameter Training of UKF Proposed Approach A learning technique is proposed to solve all parameter adjustment problems of UKF. ・It can optimize both noise parameters and Hyper-parameters automatically. ・We adopt a discriminative training method and an optimization algorithm to learn several parameters on complicated functions. ・UKF is trained so that it’s predictive accuracy is maximized, where the accuracy is evaluated through reference data. ・It promises to relieve mobile robot developers of the tedious task of adjusting several parameters by hand. Meiji University
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Discriminative Training Discriminative training evaluates not intermediate parameters (e.g., noise parameters) but ultimate performance. ・Three main advantages of discriminative training. 1. Discriminative training is more effective than generative training [7]. Learning Parameter



System



Generative Training



Learning Parameter



System



Discriminative Training



2. Discriminative training can optimize parameters with subset of training data. ・Even if the reference data could not be obtained occasionally (GPS data in urban), the learning process can be performed. 3. Discriminative training can add easily learned parameters to the learning system. Meiji University



[7] V.N. Vapnik, ”Statistical Learning Theory”, John Wiley & Sons,1998.



likelihood objectives are maximized as follows:



zation Autonomous Laboratory In obtain parameters, the predict p(zusing |xt )Systems =N (zorder ), R, Ω) optimal (13) pertMobile t ; h(xtto -parameters p(zlikelihood objectives are maximized as(13) follows: T osed ) = N (z ; h(x ), R, Ω) meCovariance that the initial robot’s position is known. t |x t t t " and Hyper-parameter Learning of UKF mal Hyperto obtain optimal parameters, the max prediction [13]. [R , Q , Ω ] = arg log p(y |z , u ) op op op t 0:t 1:t e assume that the initial robot’s position is known. T he proposed " R,Q,Ω objectives are maximized as follows: syst=0 using order to obtain optimal parameters, the prediction The prediction likelihood objectives are maximized reference data. tions [1][13]. [Rop , Q , Ω ] = arg max log p(yt |z0:t , u1:t ) op op theany sysR,Q,ΩT t=0 kelihood objectives areT maximized as follows: on " " Learning Criterion find ons used the T = arg max −log|2πΞ | (1 t " Qop , Ωop ] = arg max log p(y |z , u ) Tt 0:t 1:t " R,Q,Ω osed. ch can find R,Q,Ω t=0 = arg max −log|2πΞt | ( t=0 [Rop , Qop , Ωop ] = arg max log p(y t |z0:t , u1:t ) R,Q,Ω en proposed. urate T −1 t=0 T R,Q,Ω −(yt − g(µt )) ΞTt −1 (yt − g(µt )) " t=0 ore accurate cost −(yt − g(µ = arg max −log|2πΞ | (14) t )) Ξt (yt − g(µt )) t T neering cost whereR,Q,Ω " ould t=0 where which should = arg max −log|2πΞt | (14) ters) T −1 R,Q,Ω T (yt=−H g(µPt )) parameters)−(yt − g(µ t )) Ξt Ξ t=0 where +T S+ S (1 t Ξ = t H t HPt H pose ( we propose T t −1 t t t −(y − g(µ )) Ξ (y − g(µ )) t t t t justt Here, µ is the result of running UKF algorithm, g: Transform function HH t t tisist reference data UKF %t: of UKF meter adjust- Here, µtoutput is the resultyt:of running algorithm, here Jacobian matrix of the function g, and P is the covarian T matrix t Jacobian of the function g, and P is the covaria Ξt = Ht Pt HR:tCovariance + S of State Process (15) Q: Covariance oft Observation matrixmatrix estimated by UKF. estimated by UKF. T of UKF Ht is S:the &: UKF Hyper-parameter s the result of running algorithm, Covariance (15) of Ground Truth Ξ = H P H + S DENTED t t t t matrix ofIn thethis function andsimple Pto the Inpaper, thisPt:g, paper, simple the learning system, we onlygm m to the learning system, we only t is Estimated covariance ofcovariance UKF H: Jacobian matrix of the function ere, µ is the result of running UKF algorithm, H is the t t imated by UKF. imizes the prediction error for the values of y. tTherefo . Therefo imizes the prediction error for the values of y t cobian matrix Eq. of the function and Pt as is the covariance Meiji University (14) can be g, modified follows:



(x0 , x1 , ..., xT ), and u0:T , z0:T , y0:T are denoted as well Autonomous Mobile Systems Laboratory respectively. The joint probability distribution on x0:T , u0:T , z0:T , and y0:T is defined as follows:



Coordinate AscentHere, Algorithm g(µ ) is the UKF estimation of the robot’s



p(x0:T , y0:T , z0:T |u0:T ) = p(x0 )



T !



t=1



# $ T $1 " RM S = % ||yt − g(µt )||2 T t=1



p(xt |xt−1 , ut )



T !



t=0



p(yt |xt )p(zt |xt )



(10)



The wherelearning criterion includes UKF formulas. p(xt |xt−1 , ut ) = N (xt ; f (xt−1 , ut ), R, Ω) (11) ' It is difficult to compute the gradient tot ) minimize p(yt |x = N (yt ; g(xt ),the S) criterion. (12) p(zt |xt ) = N (zt ; h(xt ), R, Ω)



(13)



We assume that the initial robot’s position is known. In order to obtain optimal parameters,(CAA) the prediction Coordinate Ascent Algorithm is likelihood objectives are maximized as follows:



adopted as the optimization algorithm [8] [Rop , Qop , Ωop ] = arg max R,Q,Ω



= arg max R,Q,Ω



T " t=0



T " t=0



log p(yt |z0:t , u1:t ) −log|2πΞt |



(14)



position.



t



Coordinate Ascent Algorithm



Algorithm 2 Coordinate Ascent Algorithm Require: $k , the tuned parameter k, the parameter index α!k , the parameter change rate Dall , all data sets for estimation a, b, the scaling parameters for parameter tuning Ensure: $¯k = (1 + α!k )$k or $¯k = (1 − α!k )$k p=EstimationAccuracyEvalation($¯k , Dall ) if p==”Improve” $k = $¯k α!k = (1 + a)α!k else α!k = (1 − b)α!k end if return $k , α!k 5. SIMULATION RESULTS



−(yt − g(µt ))T Ξ−1 t (yt − g(µt ))



Thiserror sectionwith describes simulation data. results to confirm CAA adjusts parameters through trials and reference where validity of the proposed learning technique. The simul



'CAA can do optimization without the criterion’s gradient. Meiji University



[8] M. Jordan, ”Learning in Graphical Models”, MIT Press, 1998.
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RAM. The state vector of UKF is x = [x, y, θ] system: CPU in Intel Core2 Duo 2.0 GHz model is as follows: RAM. The state vector of UKF is x = [x, y, θ]. model is as follows: x =x + ∆t v cos θ



Learning Simulations oft UKF t−1 UKF Localization Simulator ・Environment : MATLAB



wo,t Motion Model



t−1



yxtt = sin θt−1 = yxt−1 wo,t cos t−1 t−1 + ∆t vwo,t θytt = θ˙wo,t = θyt−1 wo,t sin θt−1 t−1 + ∆t v



where, the superscript means θt = θt−1wo + ∆t θ˙wo,tobservation ・Used sensors : Input: wheel encoder odometry. observation modelobservations is as follow where, theThe superscript wo means Observation Model Observation: GPS and Compass odometry. The observation model is as follow x ¯t = xGP S,t ・Sensor noise is distributed as Gaussian noise. x GP S,t y¯¯tt = =x yGP S,t θy¯tt = = yθGP co,tS,t We conducted three UKF simulations = θSco,tand co mean where, the superscriptsθ¯tGP and compass3.respectively. where, the superscripts GP S and Learning co mean 1. Before Learning from 2.GPS NP Learning Proposed from GPS and compass respectively. We executed three simulations that used



Optimized with set. In simulation we set thethat covariance We executed three1,simulations used a Noise Parameter Hand tuning Abbeel’s method[5] hand tuning, and Hyper-parameters set. In simulation 1, we set the covariance Optimized withwere our t hand tuning, th optimal valuesand in Hyper-parameters [5], proposed the resultmethod is were shown Commonly-used Parameters proposed optimal values [5], covariance the result matrices is shown In simulation 2,inthe Hyper-Parameter by J. Julier al. [4] Inetdiscriminative simulation 2, the covariance matrices the training proposed in [12]w the discriminative proposed [12] parameters were thetraining proposed optimalinvalues ・ Other simulation parameters were same allsimulation simulations parameters were the proposed optimal values, shown in Fig. 3.inIn 3, the covaria Meiji University shown in Fig. 3. In simulation 3, the covarian
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Simulation Results



Result of Proposed Learning



Result of Before Learning



RMS Error of 2D Localization



Result of Noise Parameter Learning



Meiji University



Before Learning



NP Learning



Proposed Learning



RMS [m]



5.03



2.26



0.34



RMS Ratio



14.8x



6.6x



1x
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UKF Localizations in Outdoor Experiments Used Sensors : Stereo camera for Visual Odometry[9] (v, yawrate) Wheel encoders (v) IMU (yawrate, roll, pitch) [ DGPS (For reference data) ] Data Sets: 1. Short run (320m) ' Training Data 2. Long run (730m) ' Test Data Mobile robot testbed“Infant” Infant



 Parameters were optimized using the data set in the first experiment.



The optimized parameters were used for localization in the second experiment． 2nd Experiment for Localization Test Meiji University



[9] A. Ishii, ”Integrated Visual Odometry System with Three Kind of Stereo and Monocular Methods in Untextured Dynamic Environment”, IFAC Symposium on Mechatronic Systems, 2010
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Localization Results



Three Localizations using the sensor data set in the second experiment. 1. Before Learning Localization. 2. Noise Parameter Learning Localization. 3. Our Proposed Learning Localization.



Our localization was about 3 times as accurate as other localizations. RMS Error of 2D Localization



RMS [m] RMS / TD RMS Ratio



Before Learning Noise Parameter Learning Proposed Learning 21.20 19.43 7.26 0.029 0.027 0.0099 2.9x 2.7x 1x



・TD: Travel Distance [m] = 730m



Meiji University



Localization Results
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Conclusion We proposed a learning technique to solve the parameter adjustment problems of UKF for accurate localization. The parameter adjustment problem of UKF was described.



A discriminative training technique and CAA were adopted for optimizing both noise parameters and Hyper-parameters. Effectiveness of proposed method was demonstrated from the simulation and the outdoor experiment results. Meiji University
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Thank you for your listening. Meiji University



dmeter ”Sigma points χ”.problems In the general case,The these sigma adjustment of UKF. where nsigma is the dimension of the state, ( (n + Fcalled (covariance matrixes and Hyper”Sigma points χ”. In the general case, these ing rules: etsst are chosen at the mean µ and symmetrically along Autonomous Mobile Systems Laboratory as follows: of three kinds of parameters [i] [i] χ ¯ = q(χ ) the i-th column of the matrix square root, chosen at for theΣmobile mean µ and along axesare of the covariance according tosymmetrically the followapoints serious problem robot Fmain 2 nce of [0] input noise. ules: by λ = α (n +sigma κ) − points. n, withFinally, α and κ thematrix main axes of the covariance Σ accordingcomputed to the [i]followHere χ ¯ are transformed thea



snce χ measurement =µ noiseD ingmatrix rules: of " " parameters. And then, the sigma points are passe jective parameters µ and Σ of resultant Gaussian ! ・Creat ion [0] of sigma points ,χ = ・Transf ormation of sigma points meters UKFD pose a µof learning [i] technique in order to the nonlinear function q: calculated by the transformed sigma points: χ = µ + ( (n + λ)Σ) i = 1, ....., n (3) ! i [0] f χadjustment [i] of = µ(nproblems = µχ+ (depends + λ)Σ) i! = UKF. 1, ....., nThe (3) nr critically on parameters. ithese ! [i] parameters as follows: !of 2n kinds fthree [i] [i] [i]discriminative [i] χ = µ − ( (n + λ)Σ) i = n + 1, ....., 2n " od of the training method i−n χ = µ + ( (n + λ)Σ) i = 1, ....., n (3) χ ¯ = q(χ χ = µ − ( (n + λ)Σ)i−n i =i n + 1, ....., 2n " [i] [i] ) µ = ωg χ ¯ ! ! t is used for the parameter learning. ! The [i] matrix of [i] ( χ input =UKF µ −isnoise. ( isthe (n + λ)Σ) = + 1,i....., 2n +n λ)Σ) is χ e n where is the dimension of the state, ( i(n i−n i=0 + λ)Σ) n dimension of the state, Here ¯ are (n transformed sigma points. Finally vely simple: trained so that it’s i is matrix of measurement noiseD i-th iscolumn of the where matrixthe square root, isand! λ is " " acy maximized, accuracy jective parameters µ and Σ of resultant Gau the i-th column of the matrix square root, and λ is 2 (n + λ)Σ) is where n is the dimension of the state, ( i trs puted by λ = α (n + κ)The − n,likelihood with α and κthe are scaling of UKFD h the the reference data. of 2 2n transformed sigma points: calculated by i-th the matrix square root, andα λand is the Where, " computed byofsigma λ = α (n + κ) − n, with κ are scaling meters. Andcolumn then, the points are passed through [i] [i] " [i] " T " 2 easurements is measured for the training. ω ( χ ¯ − µ )( χ ¯ − µ ) Σ = computed by λ = α (n + κ) − n, with α and κ are scaling c nonlinear function on q: And ically depends thesethen, parameters. parameters. the sigma points are passed through the paper, simulation and experimental 2n parameters. And then, the sigma points are passed through i=0 " f the discriminative training method onted.the nonlinear function These results that theq: trained " [i] [i] [i] show [i] the nonlinear function q: [i] χ ¯ = q(χ ) (4) µ = ω ¯ mean is compu for the parameter learning. g χ eyedoutperforms the hand-tuned UKFThe and Here ωg are weights used when the [i] i=0 UKF is trained so that it’s χ ¯[i] are sigma points. Finally, the using thetransformed covariance learning proposed ω :simple: [i] [i] cob-are weights used when the covariance of Gaussia [i] [i] ¯ = q(χ (4) " "χ χ ¯ ) = q(χ ) (4)



parameters µ where and Σ the resultant Gaussian are sve maximized, accuracy is recovered. our method promises toof relieve mobile These weights are calculated by the follow ts of UT [i] ulated byχ thedata. transformed sigma points: ・Calcu lation of mean andsigma covarian ce of the task oflikelihood adjusting several reference The of the Here ¯tedious are points. Finally, rule: the ob- ・Weigh 2n [i] transformed " the obHere χ ¯ are transformed sigma points. Finally, " " [i] [i] " [i] " T " and. jective is parameters µfor and of resultant Gaussian are ements measured theΣ"training. ω ( χ ¯ − µ )( χ ¯ − µ ) Σ = " 2n c are " jective parameters µ and Σ of resultant Gaussian λ calculated by the transformed sigma points: aper, simulation ωg(0) = i=0 µ" = and ωg[i]experimental χ ¯[i] (5) calculated byi=0the transformed sigma points: n + λ These results show that the trained SCENTED KALMAN FILTER [i] 2n " λ Here ω used when the mean is c (0) weights 2 g ωare .performs the hand-tuned UKF " [i] [i]and = + (1 − α + β) c(5) µ = ωg χ ¯ 2n [i] nused + λ when the covariance of G 2n the " basic oflearning Unscented Kalman " the covariance proposed dscribes ω are weights c [i] [i] " i=0 [i] " " T " [i] (6) [i] 1(5) ω ( χ ¯ − µ )( χ ¯ − µ ) Σ = dynamic and sequential state estimation. (i) (i) µ = ω χ ¯ c method promises to relieve mobile recovered. These weights are calculated by the e g ωg = ωc = i = 1, ....., 2n he state of ai=0 dynamic system based on a rule: 2(n + λ) he tedious task of adjusting several i=0 s 2n



"information. [i] rvation control In isthis ωg are and weights [i] the [i] mean " [i] computed, " Where T " used when β is (6) a scaling parameter. ( χ ¯ − µ )( χ ¯ − µ ) Σ by = xt , ω se the true state c where t is the time λ areMeiji weights used when the covariance of Gaussian is (0) University i=0 of straightforward applications of the emes that the state transition is as follows: The UKF isωone =



t t t he (x scaling x ), and u , z , y are denoted as well 0 , xMobile 1 , ..., T 0:T 0:T 0:T Autonomous Systems Laboratory the zeroth Where yt is an observation from the highly accurate Theg joint probability distribution on x0:T , is the observation model, and γt is additive on.respectively. In this instrument, ・Join Proba bilityy0:T Gaussian and zero-mean noiseas with covariance S. u0:Tby , tz0:T , and is defined follows: esented



In this paper, x0:T is denoted by the entire state sequence (x0 , x1,, ..., xT,),z and|u u0:T , )z0:T , y0:T are denoted as well p(x y 0:T 0:T 0:T 0:T (8) respectively. The joint probability distribution on x0:T , T u0:T , z0:T ! , Tand y0:T is defined as! follows: ve Hyper) p(xt |xt−1 , ut ) p(yt |xt )p(zt |xt ) (10) ails of the = p(x0p(x 0:T , y0:T , z0:T |u0:T ) hese simut=1 t=0 T T ! ! , 0.01, 0.1. where = p(x0 ) p(xt |xt−1 , ut ) p(yt |xt )p(zt |xt ) (10) ll simulat=1 t=0 g., covariwhere sampling Where p(xt |xt−1 , ut ) = N (xt ; f (xt−1 , ut ), R, Ω) (11) ons. Table p(xt |xt−1 , ut ) = N (xt ; f (xt−1 , ut ), R, Ω) (11) are (RMS) of Hyperp(yt |xt ) = N (yt ; g(xt ), S) (12) significant p(yt |xt ) = N (yt ; g(xt ), S) (12) tween the means that p(zt |x NN(z(ztt;;h(x p(zt )t |x= h(xtt),),R,R, Ω)Ω) (13) (13) t) = rameters. We assume that the initial robot’s robot’s position is known. We assume that the initial position is known. tion using In order to obtain optimal parameters, the prediction In orderlikelihood to obtain optimal parameters, the prediction arameters objectives are maximized as follows: University alMeiji Hyper-



RMS [m



(Hand tuning). Fig. 4. Learning curve.



ing.
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4



[R 8 op , Qop , Ωop ] = arg min R,Q,Ω



T ! t=0



||yt − g(µt )||2



(17)



Covariance Learning Proposed Learning



RMS [m]



Even if the simplifying the learning criterion is executed, 6 that the discriminative learning performance is it is known sufficient for accurate 2 localization[9]. Using the discriminative training method, the learning criterion can evaluate 4 the actual performance of UKF instead of its individual components.



else α!k = (1 − b)α end if Algorith return "k , α!k



Require: used for localizati "k , the Gaussian noise. k, theTp The process α!model , the k Dall , al t= a, b, xthe yt = Ensure: "¯k =θ(1 t= p=Estim 100 where, the supersc p== Count odometry. ifThe obs "k = α!k = else α!k = end if (17) where, T thereturn supersc



2 it is difficult to compute the gradient for solving However, 0 Eq. (16), (17) to minimize the learning criterion. Because, 0 50 the learning criterion includes the UKF formulas which Learning are too 0complicated to differentiate them. Thus, we150 use 0 50 100 Learningto Count a coordinate ascent algorithm solve these equations shown in Algorithm 2 [15]. In this paper, we set initial parameters : a = 0.1, b = 0.5, and initial parameter change Fig. 4. Learning curve. rate α!k,1 = 0.2. To evaluate estimation accuracy, we use T RMS error Error of 2D robot’s position: ! ・RMS  [Rop , Qop , Ωop"] = arg min ||yt − g(µt )||2 # R,Q,Ω t=0 T from GPS and com #1 ! $ 2 RM S = ||y − g(µ )|| t t op op op t used for Even if the simplifyingT the learning criterion is (18) executed, We executed thre t=1 R,Q,Ω it is known that the discriminative learning performance is In Gaussian set. simulation t=0 Here, g(µtfor ) isaccurate the UKF estimation of Using the robot’s 2D hand tuning, The proce sufficient localization[9]. the discriminaand Meiji Universitytive position. optimal values in training method, the learning criterion can evaluate



Fig. 4. Learning curve.
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032×776 pix, frame rate: 30 fps, Interface: IEEE1394b. Experiment 2 using the learned para Autonomous Mobile Systems Laboratory The details of our VO system are described in [16]. A that we used different data sets in par DGPS, which is A100 made by Hemisphere Co. and its localization. ccuracy is under 50 cm (95%), is used for training data Fig. 8 shows the localization results Fig. 6. Experiment 1 for parameter learning. Ground Truth). RMS error of 2D localization error and GPS observations were used for thV where, the superscript vo means observations from The state vector of UKF is x = [x, y, z, φ, ψ, θ]. The prostbed: ”Infant” and its specification. (inaccurate observations due to signal wo is WO.・Obser The observation ess model is as ss follows: ・Proce vation Modelmodel is as follows: Model were removed by pre-filter proposed minutes. Table 2 shows RMS error hand). These results show that the and its scales in the simulations. x ¯t = xt−1 + ∆tthe vwo,t cos φt−1 cos θt−1 by th xt = xt−1 + ∆t vvo,t cos φt−1 cos θt−1 using parameters learned obtained significantly better at the covariance improves yt = yt−1 learning + ∆t vvo,t cos φt−1 sin θt−1 y¯t = yt−1 + ∆t vwo,t cos φt−1 sin θt−1performa of covariance learning. Because UKF racy, however estimation error rezt = zt−1 − ∆t vvo,t sin ψt−1 z¯(21) − ∆thighly vwo,t sin ψt−1 on not only cov( t = zt−1 mance depends ate Hyper-parameters. On the other also Hyper-parameters, however, the φt = φt−1 + ∆t φ˙ vo,t φ¯t = φIMU,t method significantly improved the cannot provide optimal Hyper-param ˙ arning both covariance matrixes and ψt = ψt−1 + ∆t ψvo,t ψ¯t = ψIMU,t hand, the proposed learning system g. 4 shows learning curves of the ˙vo,t θ = θ + ∆t θ values both parameters. Thus, we c t t−1 θ¯t = θt−1 + ∆tofθ˙IMU,t nd the proposed learning method. hat our learning method minimized where, the superscript IM U means observations fr the covariance learning. IMU. In this paper, to avoid magnetic field disturban



Outdoor Experiment



AL RESULTS IN AN OUTDOOR NVIRONMENT.



an experiment in an outdoor experilidity of the proposed technique. We t test bed: ”Integrated Foundations tion Technology (Infant)” shown in Meiji University



yaw angle is simply integrated using only the yaw ang velocity from the IMU [17].



We conducted two outdoor experiments. The experime field is our university campus, has some areas where G signals cannot be obtained. Experiment 1 was a short to move around 320 m for parameter learning, shown Fig. 6. Experiment 2 was a long run to move about 77 for verifying learned parameters, shown in Fig. 7. In b
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Experiment 1 for obtaining Training Data



Meiji University



Experiment 2 for evaluating learned parameters
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