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Abstract In this thesis, we study the problem of evaluating conjunctive RDF queries composed of triple patterns in large structured overlay networks. Our networks are distributed hash tables where information is inserted in the form of RDF triples and is queried by one-time or continuous conjunctive triple pattern queries. We present novel algorithms for the distributed evaluation of conjunctive RDF queries in the one-time and the continuous query scenario. Such queries are useful in many modern applications e.g., distributed digital libraries or Grid resource discovery. The evaluation of a conjunctive query in a distributed environment faces the problem that we may have to combine data from different parts of the network in order to create all possible answers. In addition, the problem becomes more complicated in the continuous query scenario, since the triples that are needed to answer a query may arrive asynchronously. In this case, we may have to remember all triple insertions and to combine them with futures ones so that we do not miss any possible answers. In this work, we propose novel algorithms to handle conjunctive RDF queries over distributed hash tables. The proposed algorithms try to take into account various crucial parameters in a distributed setting, i.e., network traffic, query processing load distribution, storage load distribution etc. The key idea is that we split a conjunctive query into the triple patterns that it consists of and assign each one to a different node of the network, trying to distribute the responsibility of answering the whole query to as many nodes as possible. We also exploit the values of incoming triples that partially satisfy the original query and continuously rewrite the query into simpler and simpler queries that are answered by different nodes, increasing the load distribution. We discuss the various tradeoffs that occur in our setting through a detailed experimental evaluation of the proposed algorithms.
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Chapter 1



Introduction During the last few years, the amount of available information (or services) around us, and especially on the Internet, is increasing in a very high rate. At the same time, more and more people/programs try to have access to this information, services, interesting data etc. Handling this information efficiently becomes more and more challenging and beyond the capabilities of the classic client-server approach. This has led the research community towards solutions that try to distribute processing load among nodes of the network attempting to exploit available resources. Notable examples of such research is work being done in the context of peer-to-peer systems, peer-to-peer data bases and Grid computing. P2P databases have become a hot topic among the database community. A definition that can cover a large part of current research is that in P2P databases, large overlay networks are used to store information and we would like to be able to run queries on such networks to retrieve relevant data, services, resources etc. There is a large number of open research challenges in such a setting, including distributed query processing, fair load allocation and handling heterogeneous data sources that use different schemas. Also, it is very interesting to study how we can keep statistics to help us do better query processing, what a good network architecture is, how we can handle the high churn often observed in P2P overlays, i.e., the fact that nodes connect and disconnect in high rates and even silently, how can we provide ACID properties and complete answers, if it is necessary to do so etc. Research in the area of P2P databases is not simply an interesting research topic but one with multiple potential future applications. We are already aware of P2P applications where on a daily basis hundreds of thousands or even millions of users participate and exchange information and services. This trend is undoubtedly going to continue to a point where all of us participate to multiple
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networks at any given time. One can easily envision (overlay) networks and applications where people participate through their cell-phones, laptops and interact with each other but also with sensors and other devices that exist in our environment to handle everyday tasks. Research in the area of databases has a long history of efficient data management and thus it is natural to exploit the experience gained there to attack the new challenges. Research in P2P databases does not indent to replace existing research and database applications, i.e., we are not going to see a bank or any large organization having its data stored in a large scale P2P overlay. On the contrary, P2P databases are aiming towards radically new applications where many of the well established assumptions should be reconsidered. For example, in this kind of future applications, it may not be that important to find a complete answer to a query or have ACID support, giving rise to “best effort” ideas. A nice discussion of these issues is included in one of the very first works published in this area [33]. Also, research at the frontiers of P2P networks and Semantic Web has recently received a lot of interest [69]. One of the most interesting open problems in this area is how to evaluate queries expressed in Semantic Web query languages (e.g., RDQL [65], RQL [41], SPARQL [60] or OWL-QL [24]) on top of P2P networks [18, 4, 55, 57, 73, 46]. In this work we study the problem of evaluating conjunctive queries composed of triple patterns on top of RDF data stored in distributed hash tables. Distributed hash tables (DHTs) are an important class of P2P networks that offer distributed hash table functionality, and allow one to develop scalable, robust and fault-tolerant distributed applications [3]. DHTs have recently been used for the distributed storage and retrieval of various kinds of data e.g., relational [33, 35], textual [77], RDF [18, 48] etc. Conjunctions of triple patterns are core constructs of some RDF query languages (e.g., RDQL [65] and SPARQL [60]) and used implicitly in all others (e.g., in the generalized path expressions of RQL [41]). In this work we assume that each node is able to describe in RDF the resources that it wants to make available to the rest of the network by creating and inserting metadata in the form of RDF triples. Also, it is able to pose one-time queries (i.e., “Give all available music by Leonard Cohen”), searching for interesting matching resources that are available at this time or to subscribe with continuous (i.e., long-standing) queries i.e., “Notify me whenever a cd of Leonard Cohen becomes available” and receive notifications whenever relevant resources are inserted in the network. We present algorithms for the one-time and the continuous query scenario for the class of conjunctive triple pattern queries. Conjunctive queries are a very powerful class of queries but at the same time due to the high number of dependencies between the different parts of a query, distributed computation becomes hard/expensive and needs careful
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design. In addition, the problem becomes more complicated in the continuous query scenario, since the triples that are needed to answer a query may arrive asynchronously. In this case, we may have to remember all triple insertions and to combine them with futures ones as to avoid loosing any possible answer.



1.1



Contributions



The contributions of this thesis are the following. We present novel algorithms for the evaluation of conjunctive RDF queries composed of triple patterns on top of DHTs. This has been an open research problem since the proposal of RDFPeers [18] where only atomic triple patterns and conjunctions of triple patterns with the same variable or constant subject and possibly different constant predicates have been studied. Extending these query classes considered by RDFPeers to full conjunctive queries is an important issue if we want to deal effectively with the full functionality of existing RDF query languages [65, 41, 60]. In addition, the conjunctive query class is more challenging to handle than the ones considered in RDFPeers. In the terminology of relational databases: we now have to deal with arbitrary selections, projections and joins on a virtual ternary relation consisting of all triples. The algorithms that we propose are designed to evaluate RDF queries for the one-time and the continuous query scenario. The emphasis of our algorithms is twofold. We try to distribute the load of evaluating conjunctive queries to as many nodes as possible and, at the same time, keep the network traffic (measured in terms of overlay hops) low. We show the tradeoff between achieving load distribution and performing query evaluation with as little network traffic as possible. We also introduce an extra routing table to minimize network traffic when using the proposed algorithms. We present a large number of results from experimental evaluation and comparison of our techniques. We compare and analyze the algorithms under various interesting parameters like the query complexity, i.e., the number of triple patterns in a conjunctive query, the number of indexed queries in the network, the rate of incoming data, the network size etc. The focus of our work is on the experimental evaluation of the proposed algorithms. We concentrate on three parameters that are critical in a distributed setting: amount of data stored in the network, load distribution and generated network traffic. Our algorithms are designed so that they involve in the query evaluation as many network nodes as possible, store as little data in the network as possible, and minimize the amount of network traffic they create. Trying to achieve all of these goals involves a tradeoff, and we demonstrate how we can sacrifice good load distribution to keep data storage and network traffic low and vice versa. The experiments we present use Chord [71] as the underlying



9



DHT, due to its relative simplicity, and appropriateness for exact match queries. However, our ideas are DHT-agnostic: they will work with any DHT extended with the APIs we define.



1.2



Organization of the thesis



The organization of the thesis is as follows. In Chapter 2 we discuss related work, introduce DHTs and briefly describe Chord. Chapter 3 gives our assumptions regarding system model and data model assumed in our work. Chapters 4 and 5 discuss alternative indexing and query processing algorithms for the onetime and the continuous query scenario respectively. There we explain how answers and notifications are created and delivered and discuss optimizations to further reduce the network traffic generated by the algorithms. We also present a detailed experimental evaluation and comparison of our algorithms under various parameters that affect performance. Finally, Chapter 6 presents conclusions and future work directions.
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Chapter 2



Related work In this chapter we discuss related work. Our work shares common ground with a number of research areas including P2P networks, Semantic Web, continuous query processing and publish/subscribe systems. In the rest of this section we briefly survey these research areas. We present P2P networks and we focus on DHTs, we describe the RDF data model and its query and update languages and then we report some P2P networks that support some properties of the Semantic Web. Part of this survey has already been presented in deliverable D4.1 [38] of the European project Ontogrid, in the context of which this thesis was carried out. Our text in many cases comes from this deliverable verbatim.



2.1



P2P Computing and DHTs: A Short Introduction



In P2P systems a very large number of autonomous computing nodes (the peers) pool together their resources and rely on each other for data and services. P2P networks have emerged as a natural way to share data. Popular systems such as Napster1 (now in a commercial service), Gnutella2 , Freenet3 , Kazaa4 , Morpheus5 and others have made this model of interaction popular. Ideas from P2P computing can also be applied to other distributed applications beyond data sharing such as Grid computation (e.g., SETIHome6 or DataSynapse7 ), 1 http://www.napster.com 2 There are various clients implementing the Gnutella protocol or variations. See for example, http://www.limewire.com. 3 http://freenet.sourceforge.net 4 http://www.kazaa.com 5 http://www.musiccity.com 6 http://www.setiathome.ssl.berkeley.edu 7 http://www.datasynapse.com
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collaboration networks (e.g., Groove8 ) and even new ways to design Internet infrastructure that supports sophisticated patterns of communication and mobility [70]. The wealth of business opportunities promised by P2P networks has generated much industrial interest, and has resulted in the creation of various research and industrial projects9 , startup companies, and special interest groups.10 Researchers from distributed computing, networks, multi-agent systems and databases have also become excited with the P2P vision, and papers tackling open problems in this area have started appearing in high-quality venues (such as ICDCS, SIGCOMM, INFOCOM, CIDR, SIGMOD, VLDB, etc.) but also new specialized conferences and workshops.11



2.1.1



Three Influential P2P Systems: Napster, Gnutella and Freenet



In this section we discuss the first three systems that popularized the P2P paradigm: Napster, Gnutella and Freenet. These three systems have a very similar goal: to facilitate the discovery and sharing of files (e.g., images, audio and video) among a large set of peers (user computers) located at the “edge of the Internet”. The files to be shared are stored at the peers, and after being discovered by an interested party, they are downloaded using a protocol similar to HTTP. But beyond this basic goal, there are important differences among the three systems regarding the metadata kept at each network node, the topology of the P2P network, the placement of the shared files, the routing algorithms for queries and replies, the degree of privacy offered to its users, etc. Napster Napster is a popular hybrid peer-to-peer system [80] i.e., the peers are not equivalent, they have different roles and responsibilities. There exist one or several index servers and clients that are directly connected to a server. A server obtains meta-information, such as the identity of the peers on which some information is stored. The client peers connect to a server as to publish information about the contents they offer for sharing and to search for files. 8 http://www.groove.net 9 See the European projects DIET (http://www.dfki.de/diet), BISON (http:// www.cs.unibo.it/bison/)), MMAPPS (http://www.mmapps.org), SWAP (http://swap. semanticweb.org/), EVERGROW (http://www.evergrow.org), DELIS (http://delis.upb. de) and the US project IRIS (http://iris.lcs.mit.edu/). 10 For example, see the activities of the P2P working group of the Global Grid forum at http://www.gridforum.org. 11 For example, see the IEEE International Conference on P2P Computing (http://femto. org/p2p2004/), the International Workshop on Agents and P2P Computing (http://p2p. ingce.unibo.it), the International Workshop on Peer-to-Peer Systems (http://iptps04.cs. ucsd.edu/) and so on.
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Figure 2.1: The Napster network The Napster protocol [53] is a file sharing protocol that was aimed to share MP3 music files among Internet users. Each client peer connects to a central server and publish information about the content that it has available in its computer. The servers are organized in clusters. Each client peer send queries to its server, when it wants to search for a file. The servers then co-operate to process the query and return a list of matching files and their locations to the client that queries. After receiving the results, the client selects one or more files form the list and so initiates file exchanges directly from other clients. The servers also monitor the state of each peer in the system, keeping track of meta-information such as the clients’ reported connection bandwidth and the duration that the client has remained connected to the network. This information is available to the client that requests for a file, so it is able to choose the best client to download a resource. The Napster network is shown in Figure 2.1. Gnutella On the opposite end of the spectrum of decentralization, Gnutella [26, 1] has a symmetric protocol and no centralized servers, it belongs to the category of the pure peer-to-peer systems. All nodes in a Gnutella network are equivalent, namely they have the same role and responsibilities. There does not exist a centralized server and clients. On the contrary, each peer is both a server and a client, it is a servent. All the nodes have the same responsibilities in terms of publish, download, query and communicate with any other connected node. Gnutella peers form an overlay network by setting up connections to
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Figure 2.2: The Gnutella network peers of their choice. Addresses for connecting to the Gnutella network initially can be found by the interested user e.g., by consulting web pages such as gnutellahosts.com or router.limewire.com). Gnutella offers primitives ping and pong for discovering parts of the network and facilitate its maintenance while peers enter and leave the system. When a user wants to find a file, he sends a query to his neighbours (the nodes that are directly connected to him). The neighbours respond, if they have results and forward the query request to their neighbours using the flooding protocol, known from Computer Networks [13]. The query is accompanied by a time-to-live (TTL) counter that specifies how many hops this query is allowed to travel in the Gnutella network. Each node that receives this request processes it using its local file collection and returns URLs pointing to matching files to the requesting node. Then this node decrements the TTL counter of the request by one. If the value of the TTL counter is greater than 0, then this node forwards the query to its neighbours. This process repeats itself and eventually more pointers to matching files are returned to the source of the request. However, the privacy of information requesters and providers is not really protected in any serious way (e.g., Gnutella messages contain IP addresses, and URLs are returned to information requesters so that they can retrieve the files they desire). Also, the Gnutella protocol does not provide a fault tolerance mechanism. In practice, searching in the Gnutella network is often slow and unreliable. Each node is a regular computer user, as such they are constantly connecting and disconnecting, so the network is never completely stable. However, various file
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sharing applications have been implemented using the Gnutella protocol, as for example the Limewire [49]. Other popular Gnutella clients are the gtk-gnutella [27], the BearShare [10] and the Shareaza [66]. In Figure 2.2 is shown the Gnutella network. Gnutella is considered the prototypical symmetric or unstructured P2P network. Since its original proposal, the inefficiencies of this basic Gnutella protocol have carefully being studied and various proposals for more efficient search in unstructured P2P networks are now in the literature (see [79] for a recent comparison). Freenet Freenet12 is another pure peer-to-peer network, where nodes connected to each other for the purpose of sharing information in the form of data files [21]. Like Gnutella, Freenet keeps a completely decentralised architecture which ensures scalability, robustness and fault-tolerance. At the same time, Freenet invests effort in ensuring the survivability of published information, the adaptability to usage patterns and the protection of the anonymity of information providers and consumers and holders (these features are what distinguish Freenet very much from Napster and Gnutella). Every Freenet user runs a node that provides the network with some storage space. To add a file, a user sends the network a message containing the file and an assigned location-independent globally unique identifier (GUID) which is computed using a SHA-1 secure hashing function. Each GUID consists of two parts: a content-hash key which is obtained by hashing the contents of the file and it is used for low-level data storage, and a signed-subspace key intended for higher-level human use like traditional filenames. To retrieve data, a user of Freenet sends to the network a request message and the GUID of the file. Whenever a node receives a request, checks its local data-store first. If the file is found, the node returns it to the requester together with a tag identifying itself as the holder. If the file is not found, the routing table is consulted, one of the neighbour nodes with the closest matching key is chosen, and the request is forwarded to it. This is a basic difference with the Gnutella algorithm: Gnutella does not perform heuristic search and would send the query to all neighbour nodes. When the data file is finally found, it is returned to the requester via the same path. Additionally, intermediate nodes save an entry in their routing table associating the requested key with the data source. Depending on their distance from the holder, each node might also cache a local copy of the data file. The anonymity of a file producer is ensured by having intermediate nodes occasionally altering the holder tags to point to themselves as data holders. 12 http://freenet.sourceforge.net
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Figure 2.3: An example of a super-peer network This does not compromise discovery of the file later because the identity of the true data holder is kept at the node’s routing table and routing tables are never revealed. The anonymity of an initiator of a query is also ensured since a node cannot know whether its neighbour node is the one interested in the results of the query or is simply forwarding a message. Each data request in Freenet is given a TTL count (like in Gnutella), which is decremented at each node the request goes through successfully in order to reduce message traffic. To prevent requests from going into an infinite loop, Freenet assigns a unique identifier to each request so that a node will never forward a request that goes through it for a second time. Insert messages follow the same procedure that a request message for that file would take thus routing tables are updated in the same way and files are stored in exactly the nodes where queries will go looking for them [21].



2.1.2



Super-Peers



One approach to dealing with the scalability of Gnutella-like systems is to introduce a hierarchy of peers: super-peers and clients. The he super-peer peer-topeer model, is an intermediate solution, between the the pure peer-to-peer and the hybrid peer-to-peer networks, that we have seen until now. A super-peer network consists of two kinds of nodes, the super-peers and the client-peers. A super-peer acts as a server to a subset of clients and also it is equivalent to other peers in a network that consists only of super-peers. Super-peers interact by following a protocol of their choice (e.g., a symmetric one like Gnutella, a structured one like Napster or a DHT protocol). Clients can run on user computers and resources (e.g., files in a file-sharing application) are kept at client 16



nodes. Clients are equal to each other since the software running at each client node is equivalent in functionality. Clients learn about resources by querying super-peers and download resources directly from other clients. The query process is more efficient that the one in Gnutella, because in Gnutella all peers of the network should handle queries, unlike in super-peer networks only super-peers handle this process. Client-peers are connected to a super-peer, in a client-server way and they send to it their requests. KazaA [42] is a well-known super-peer system. KazaA is another file sharing super-peer system that is used to exchange MP3 music files. It uses the FastTrack protocol [23]. In KazaA, users with the fastest Internet connections and the most powerful computers are automatically designated as super-peers. Peers connect to their local super-peer to upload information about the files they share and to search for files. A super-peer contains a list of some of the files made available by other peers and where they are located. When a peer performs a search, first searches the nearest super-peer and then the super-peer sends to the peer the results. This first super-peer refers the search to other super-peers and so on. This process is designed to make searching as fast as possible. In Figure 2.3 is shown the super-peer architecture. Another peer-to-peer resource sharing system that is based on the super-peer model is the P2P-DIET [36, 20]. This system also provides the publish/subscribe scenarios. Also, the Edutella [55] network is a schema-based super-peer network that use the super-peer approach.



2.1.3



Distributed Hash Tables



The success of P2P protocols and applications such as Napster and Gnutella motivated researchers from the distributed systems, networking and database communities to look more closely into the core mechanisms of these systems and investigate how these could be supported in a principled way. This quest gave rise to a new wave of distributed protocols, collectively called distributed hash tables (DHTs), that were aimed primarily at the development of P2P applications [71, 61, 62, 2, 32, 52, 6]. DHTs are structured P2P systems. DHTs attempt to solve the following look-up problem: Let X be some data item stored at some distributed dynamic network of nodes. Find data item X. The core idea in all DHTs is to solve this look-up problem by offering some form of distributed hash table functionality: assuming that data items can be identified using unique numeric keys, DHT nodes cooperate to store keys for each other (data items can be actual data or pointers). Implementations of DHTs offer a very simple interface consisting of two operations:
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Figure 2.4: An example of a Chord ring with m=6 and 10 nodes • put(ID, item). This operation inserts item with key ID and value item in the DHT. • get(ID). This operation returns a pointer to the DHT node responsible for key ID. Although the DHTs available in the literature differ in their technical details, all of them address the following central questions: • How do we map keys to nodes? Keys and nodes are identified by a binary number. Keys are stored at one or more nodes with identifiers “close” to the key identifier in the identifier space. • How do we route queries for keys? Any node that receives a query for key k, returns the data item X associated with k if it owns k, otherwise it forwards k to a node with identifier “closer” to k using only local information. • How do we deal with dynamicity? DHTs are able to adapt to node joins, leaves and failures and update routing tables with little effort. The answers to the above questions can give us a good high-level categorization of existing DHTs [8, 7]. In the rest of this section we give a short description of Chord [71]. The Chord DHT protocol Each node n in the network owns a unique key, denoted by Key(n). For example, this key can be created by the public key of the node and/or its IP address.
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Each item i also has a key, denoted by Key(i). For example, in a file-sharing application, where the items are files, the name of a file can be the key (this is an application-specific decision). In our case the items are queries and tuples and keys are determined in ways to be explained later. Chord uses a variation of consistent hashing [39] to map keys to nodes. In the consistent hashing scheme, each node and data item is assigned a m-bit identifier where m should be large enough to avoid the possibility of different items hashing to the same identifier (a cryptographic hashing function such as SHA-1 can be used). The identifier of a node can be computed by hashing its IP address. For data items, we first have to decide a key and then hash this key to obtain an identifier. For example, in a file-sharing application the name of the file can be the key (this is an application-specific decision). Identifiers are ordered in an identifier circle (ring) module 2m i.e., from 0 to 2m − 1. Figure 2.4 shows an example of an identifier circle with 64 identifiers (m = 6) but only 10 nodes. Keys are mapped to nodes in the identifier circle as follows. Let H be the consistent hash function used. Key k is assigned to the the first node which is equal or follows H(k) in the identifier space. For example, in the network shown in Figure 2.4, a key with identifier 8 would be stored at node N 8. In other words, key k is assigned to the node whose identifier is the first identifier clockwise in the identifier circle starting from H(k). This node is called the successor node of identifier H(k) and is denoted by successor(H(k)). We will often say that this node is responsible for key k. In our example, node N 32 would be responsible for all keys with identifiers in the interval (21, 32]. If each node knows its successor, a query for locating the node responsible for a key k can always be answered in O(N ) steps where N is the number of nodes in the network. To improve this bound, Chord maintains at each node a routing table, called the finger table, with at most m entries. Each entry i in the finger table of node n, points to the first node s on the identifier circle that succeeds identifier H(n) + 2i−1 . These nodes (i.e., successor(H(n) + 2i−1 ) for 1 ≤ i ≤ m) are called the fingers of node n. Since fingers point at repeatedly doubling distances away from n, they can speed-up search for locating the node responsible for a key k. If the finger tables have size O(log N ), then finding a successor of a node n can be done in O(log N ) steps with high probability [71]. To simplify joins and leaves, each node n maintains a pointer to its predecessor node i.e., the first node counter-clockwise in the identifier circle starting from n. When a node n wants to join a Chord network, it finds a node n0 that is already in the network using some out-of-band means, and then asks n0 to help n find its position in the network by discovering n’s successor [72]. Every node runs a stabilization algorithm periodically to learn about nodes that have recently joined the network. When n runs the stabilization algorithm, it asks its
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successor for the successor’s predecessor p. If p has recently joined the network then it might end-up becoming n’s successor. Each node n periodically runs two additional algorithms to check that its finger table and predecessor pointer is correct [72]. Stabilization operations may affect queries by rendering them slower (because successor pointers are correct but finger table entries are inaccurate) or even incorrect (when successor pointers are inaccurate). However, assuming that successor pointers are correct and the time it takes to correct finger tables is less than the time it takes for the network to double in size, one can prove that queries can still be answered correctly in O(log N ) steps with high probability [72]. To deal with node failures and increase robustness, each Chord node n maintains a successor list of size r which contains n’s first r successors. This list is used when the successor of n has failed. In practice, even small values of r are enough to achieve robustness [72]. If a node chooses to leave a Chord network voluntarily then it can inform its successor and predecessor so they can modify their pointers and, additionally, it can transfer its keys to its successor. It can be shown that with high probability, any node joining or leaving a Chord network can use O(log2 N ) messages to make all successor pointers, predecessor pointers and finger tables correct [71]. At this point we have completed the presentation of P2P systems that are related to this thesis. We now present RDF, the data model used in this thesis.



2.2



The RDF Data Model



The Resource Description Framework (RDF) [45] is a framework for representing information about Web resources. It consists of W3C13 recommendations that enable the encoding, exchange and reuse of structured metadata, providing means for publishing both human-readable and machine-processable vocabularies. The current W3C recommendations for RDF can be used in a variety of application areas, for example: • in resource discovery, providing accurate results. • in cataloging, for efficient description of Web resources. • by intelligent software agents, to improve knowledge sharing and exchange. • in content rating • for describing intellectual property rights of Web pages. • for expressing the privacy preferences of a user as well as the privacy policies of a Web site. 13 http://www.w3.org/
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Although RDF was originally proposed in the context of the Semantic Web, it is also very natural for representing information about resources in other contexts e.g., Grid computing, Pervasive and Ubiquitous computing, P2P computing etc. Thus, RDF has been adopted by the OntoGrid consortium for the representation of metadata about resources, services, ontologies etc. The RDF data model offers the following basic concepts: • Resources: In RDF, a resource is anything that we want to describe. A resource may be a Web page, a part of it, or a collection of Web pages. In addition, a resource may be a book, an author, a paper or a computer file. Every resource is uniquely identified by a Universal Resource Identifier (URI) [12]. Note that an identifier does not necessary enable access to a resource. • Properties: A property is a characteristic of a resource. For example, “provider” may be the company hosting a Web service. Properties are also identified by URIs. • Statements: Statements are the constructs offered by RDF for representing information about a domain. A statement has three parts: the resource the statement is about, the property of the resource the statement refers to, and the value of that property. The three parts of a statement are named, respectively, subject, predicate and object. The object of a statement can be another resource or a literal, namely an atomic value (e.g., string). For example in the statement “Amazon is the company that owns http://www.amazon.com” “Amazon” is the subject, “owns” is the predicate and “http://www.amazon.com” is the object. The specification of RDF does not describe a particular syntax. Two possible representations of RDF data are labeled graphs or triple lists. In the first one, an entity is depicted as a node and a property as an arc. In the triple list representation, all statements are represented as “triples” of the form subject predicate - object (resource, property, value). Another alternative is to use an XML [14] based encoding for RDF. The RDF data model offers a simple way for describing interrelationships among resources in terms of named properties and values, but does not provide mechanisms for declaring these properties, nor does it provide any mechanisms for defining the relationships between these properties and other resources. That is the role of RDF Schema (RDFS) [15]. RDFS is something like a dictionary; it defines the terms that will be used in RDF statements and gives specific meanings to them. RDFS defines not only the properties of the resource (e.g., title, author, subject etc.) but may also define the kinds of resources being described (paper, Web pages, books etc.). In other words, RDFS provides a basic



21



schema or type definition facility as understood in Databases or Programming Languages [5]. RDF and RDFS are major contributions towards the Semantic Web vision, since they provide a standard model to describe facts about Web resources as well as some interpretation of these facts. In what follows we present an example schema in RDFS which describes information about Web Services. This example is part of the core services data model used in project my Grid14 . There are three classes in the schema: Service, Operation and Parameter. The core difference between Service and Operation classes is that the first one describes how resources are published i.e., the publication unit, while the latter captures their functionality. In general, a service may provide a set of operations with related but independent functionality. In the my Grid core services data model the information that can be published about a service includes properties such as the provider organization name, the author etc. The capabilities of a service (i.e., its operations) are characterized by inputs, outputs and a few domain specific attributes. The inputs/outputs are modeled through the Parameter entity [50]. The described schema is presented in Figure 2.5. We have chosen to draw an oval to depict a class, a plain arrow to depict a property and a dashed arrow to represent the relation instanceOf between the classes and their instances. If a value is a literal, we represent it using a rectangle.



2.2.1



RDF Query Languages



Several query languages have been proposed for the RDF data model along with systems that implement them. We present a brief description and comparison of them following the approach presented in [29]. RQL RQL [41], which stands for RDF Query Language, is a typed functional language based in OQL [19] which relies on a formal graph model that captures the RDF modelling primitives. RQL adapts functionalities of semistructured and XML query languages (e.g., path expressions) but also extends these functionalities in order to query uniformly both RDF descriptions and schemas using a set of basic queries and iterators. One of its main characteristics is that it supports generalized path expressions featuring variables on labels for both nodes and edges. The novelty of RQL lies in its ability to combine schema and data querying smoothly while exploiting the taxonomies of labels and multiple classification of resources. RQL also proposes a formal model and type system for 14 http://www.mygrid.org.uk
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Figure 2.5: RDFS schema for Web Services



23



RDF, which has several differences from the RDF Model Theory adopted by W3C [31]. The syntax of RQL includes a set of basic queries (e.g. Resource, SubClassOf() etc.) and SQL-like select-from-where queries. Namespace information can be given using the “USING NAMESPACE” clause. The result of a query is a bag of variable bindings. RQL is implemented in ICS-FORTH’s RDF Suite15 . Consider again the schema of Figure 2.5 and suppose we want to find a service using the service’s metadata. We can express this using the following RQL query where the requested service is published by organization “W3C” and its description includes the word “bioinformatics”. SELECT X FROM {X;ns:Service}ns:hasServiceOrganization{Y},{X}ns:hasServiceDescription{W} WHERE Y = "W3C" and X like "*bioinformatics*" USING NAMESPACE ns = http://www.mygrid.co.uk/ontology#



Another possible kind of query is to look for a service according to characteristics of its input parameter e.g., find a service whose input parameter description contains “DNA sequence”. This is expressed as follows in RQL. SELECT X FROM {X;ns:Service}ns:hasOperation.ns:hasInput/Output{Y}, {Y}ns:hasParameterDescription{Z} WHERE Z like "*DNA sequence*" USING NAMESPACE ns = http://www.mygrid.co.uk/ontology#



RDQL RDF Data Query Language (RDQL) [65] has currently the status of a W3C submission. It consists of a graph pattern expressed as a list of triples which consists of variables and RDF values (URIs and literals). The syntax of RDQL has an SQL-like SELECT but not a FROM clause. Namespace abbreviations can be used via a separate USING clause. The SELECT clause introduces free variables that can be constrained in a WHERE clause. The result of a query is a table of variables along with their possible bindings. RDQL was first implemented in Jena 1.0.216 . The queries presented earlier can be expressed in RDQL as follows: SELECT ?x WHERE (?x, ns:hasServiceOrganization, ?y) (?x, ns:hasServiceDescription, ?w) AND ?y = "W3C" AND ?w =~ "bioinformatics" USING ns FOR  15 http://139.91.183.30:9090/RDF/ 16 http://www.hpl.hp.com/semweb/jena.htm
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SELECT ?x WHERE (?x, ns:hasOperation, ?q) (?q, ns:hasInput/Output, ?y) (?y, ns:hasParameterDescription, ?z) AND ?z =~ "DNA sequence" USING ns FOR 



We close our presentation by pointing out that even though the RDQL language specification does not include RFDS information (e.g., derived instantiation links through subclass hierarchies are not included in the answers to queries), RDQL implementations like Jena and Sesame do support RDQL query evaluation with respect to RDFS semantics. SPARQL SPARQL [60] has currently the status of W3C working draft. It is a query language for RDF graphs and has the ability to extract both information about resources/properties and RDF subgraphs. Using SPARQL, it is possible to construct new RDF graphs using queries on existing RDF graphs. The SPARQL query language is based on the concept of matching graph patterns. The simplest graph patterns are triple patterns, which are like an RDF triple but with the possibility of a variable in any of the subject, predicate or object positions. Combining these gives a basic graph pattern, where an exact match to a graph is needed to fulfill a pattern. It is also possible to restrict the values allowed in matching a pattern. Queries may act over more than one graphs. The syntax of SPARQL follows an SQL-like select-from-where paradigm with the additions of CONSTRUCT, DESCRIBE and ASK clauses. The result set varies according to the main query clause. In the case of a SELECT query, the result set is a set of variables and their possible bindings. On the other hand, if we have a CONSTRUCT query, the result is an RDF graph constructed by substituting variables in a set of triple templates. Finally, a DESCRIBE query returns an RDF graph that describes the resources found and an ASK query returns yes or no depending on whether a query pattern matches or not. Let us now recall the example queries we presented earlier. What follows is their translation to SPARQL queries: PREFIX ns:  SELECT ?x WHERE { {?x ns:hasServiceOrganization ?y; ns:hasServiceDescription ?z}. FILTER ?y = "W3C" && regex(str(?z), "bioinformatics")} PREFIX ns:  SELECT ?x WHERE { ?x ns:hasOperation ?w. ?w ns:hasInput/Output ?y. ?y ns:hasParameterOutput ?z.
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FILTER regex(str(?z), "DNA sequence")}



Currently there is no stable implementation of the SPARQL query language. N3 Notation3 (N3)[11] is a shorthand non-XML serialization text-based syntax for RDF. It allows to define rules, which can also be used for querying. However the semantics of RDF have to be explicitly provided by custom rules. Even though N3 is much more compact and readable than XML, using it as an RDF query language is cumbersome. N3 is supported by two freely available systems CWM17 and Euler18 . SeRQL Sesame RDF Query language (SeRQL) [16] is a query and transformation language which is based on the existing proposals of RQL, RDQL and N3. The aim of the language is to reconcile ideas from them while satisfying a list of design goals. SeRQL uses an RDF formal interpretation which is based on the RDF Model Theory [31]. The syntax of SeRQL is based on the RQL one, though a few modifications - simplifications have been made. Its basic characteristic is the support of both generalized path expressions and optional matching. SeRQL also supports two basic filters: select-from-where and construct-from-where. Both of them may have an additional using namespace clause to specify different namespace prefixes. The first one of the filters returns a table/list of the referenced variables along with their bindings, while the second returns a matching subgraph in the form of a set of triples (that make the subgraph). A construct query can also be used to do graph transformations or specify simple rules. The Sesame system provides the implementation of SeRQL19 . TRIPLE TRIPLE [68] is an RDF query, inference, and transformation language for the Semantic Web. It is based on Horn logic and borrows many basic features from F-Logic [43]. RDF triples are represented as F-Logic expressions, which can also be nested. However, there is no distinction between rules and queries, expect that the latter are headless rules. The result of a query is the binding of the free variables. The RDF semantics are not interpreted by the TRIPLE representation, thus one has to specify them as a set of rules. Different RDF models can be used inside a set of queries/rules using the “@model” suffix. 17 http://www.w3.org/2000/10/swap/doc/cwm.html 18 http://www.agfa.com/w3c/euler/ 19 http://www.openrdf.org



26



The TRIPLE queries equivalent to the ones presented earlier will look like: FORALL X  Service; hasServiceOrganization -> ’W3C’; hasServiceDescription -> ’bioinformatics’] FORALL X  Service; hasInput/Output -> Y] AND Y[rdf:type ->Parameter; hasParameterDescription -> ’DNA sequence’]



TRIPLE denotes also the actual implementation system for the query and rule language20 . QEL Query Exchange Language (QEL) [55] has been developed as part of the Edutella project21 . It is based on Datalog. In Edutella, QEL is used to distribute queries to various RDF repositories, where the query is transformed to the repository query language (e.g. SQL, RDQL). rdfDB The rdfDB Query Language [28] follows an SQL-like syntax and its operations revolve around the concept of “triple”. The query answer is a set of variable bindings for the variables which are present in the query clauses. The RDF vocabularies used may belong to different schemas thus having different namespaces. rdfDB supports both the explicit declaration of URIs (concatenating namespace URI and element name) and the usage of namespace prefixes. The rdfDB Query Language is part of the rdfDB project22 . Versa Versa [59] is a specialized language for addressing and querying RDF data. It operates on the abstract graph model of RDF, i.e., labelled nodes and arcs and also provides a small set of standard data types. A Versa query is a combination of literals, traversals and filters, variable references and function calls. Traversals and filters are expressions that do pattern matching in the RDF model. The result of a query is a list of objects/resources that match the defined criteria. Versa allows the use of variables, comparisons and predefined functions. An implementation of Versa can be found in 4Suite23 , which is a set of XML and RDF tools. 20 http://triple.semanticweb.org/ 21 http://edutella.jxta.org/ 22 http://www.guha.com/rdfdb/ 23 http://www.4suite.org
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Another recent survey on several query languages including RDF is presented in [25] in the context of the Network of Excellence REWERSE24



2.3



RDF in P2P Networks



The combination of Semantic Web technologies (i.e., RDF, RDFS and ontologies) and P2P systems can provide accurate data retrieval and efficient search in distributed application scenarios, thus, it has been the focus of many research papers recently. The most comprehensive survey of this work is the book [69]. Schema-based P2P networks allow complex and extensible descriptions of resources, provide sophisticated query facilities and are able to support schema integration. In the following paragraphs, we present some characteristic works in this research area. RDFPeers [18] studies the problem of evaluating RDF queries over a scalable distributed RDF repository, named RDFPeers. RDFPeers is implemented on top of the self-organized MAAN presented in [17]. MAAN builds on DHT technology by extending the Chord DHT protocol [71] to efficiently answer multi-attribute and range queries. This is the first work to consider RDF queries on top of a structured overlay network. In RDFPeers, each node uses the RDF data model to create descriptions of resources that it wants to make available to the rest of the network nodes. Each RDF triple in RDF document is indexed to three different networks nodes: it is stored once in the successor node of the identifier that is computed by hashing the subject value of the triple, and two more times by using the predicate and object values of the triple. The SHA-1 hash function [58] is used if the value is a string. If the value is a numeric one then an order preserving hash function is used, which allows efficient evaluation of range queries. An RDFPeers node can pose atomic triple queries, disjunctive and range queries and conjunctive multipredicate queries. [18] propose a series of algorithms for evaluating these types of queries for the one-time query scenario. The general idea of these algorithms is that they use the constant parts of queries so as to create identifiers that will lead to nodes that store relevant triples. Furthermore, a simple replication algorithm is used to improve load distribution. Finally, [18] sketches some ideas regarding publish/subscribe scenarios in RDFPeers. Our work [47] has significantly extended and improved the ideas of [18] to provide publish/subscribe functionality for RDF on top of DHTs. 24 http://rewerse.net/
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GridVine GridVine [4] is a scalable semantic overlay network that supports the creation of local schemas while providing global semantic interoperability. It follows the principle of data independency and separates the logical from the physical layer. The logical layer consists of the semantic overlay for managing and mapping data and metadata schemas, while the physical layer consists of a structured P2P overlay network that efficiently routes messages. The latter is used to implement various functions at the logical layer, like attribute-based search, schema management and schema mapping management. GridVine uses P-Grid [2], a structured overlay network based on the principles of DHTs. Peers in GridVine are able to publish available resources by creating RDF triples (metadata). An RDF triple is stored three times in the network using three different keys based on its subject, predicate and object values, as in [18]. Thus, the kinds of queries studied in [18] are also are supported by GridVine. In addition, prefix searches, e.g., on the beginning of a string representing an object value, are easily supported using P-Grid routing mechanisms. GridVine allows peers to derive new schemas from well-known base schemas (using RDFS), providing schema inheritance. Each peer has also the possibility to create a mapping between two schemas, in which case translation links among network peers are created (using OWL). In this way, queries are propagated from one semantic domain to another. There are two approaches used for resolving translation links, the iterative and the recursive resolution. With iterative resolution, the peer issuing an RDF query tries to find and process all translation links by itself, while with recursive resolution more than one peers are involved by delegating the query and its translations. HyperCuP [64] proposes a new graph topology for P2P systems, called HyperCup, that allows for efficient broadcasting and searching. The authors describe a broadcast algorithm that exploits the proposed topology to reach all nodes in the network by achieving the minimum number of messages possible. Also, they show how a globally known taxonomy can be used to organize the peers in the graph topology, allowing for efficient search based on concepts of the taxonomy. The HyperCuP algorithm is able of organizing peers of a P2P network into a recursive graph structure from the family of Cayley graphs, out of which the hypercube is the most well-known topology. All participant peers are equal (there is no central server nor super-peers) and are organized in a hypercube topology. Peers are able to join and leave the self-organized network at any time. In case that some peers are “missing”, some peers in the network will occupy
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more than one positions in the hypercube so that the hypercube topology is maintained. HyperCuP guarantees that non-redundant messages will be created while broadcasting. The authors of [64] make the observation that in the case of Semantic Web applications additional knowledge is available that can be exploited to further improve the performance of P2P networks. Thus, in [64] peers with identical or similar interests are grouped in concept clusters, which are organized into a hypercube topology to enable routing to specific clusters in the topology. Concept clusters are hypercubes or star graphs. A query is propagated to the appropriate concept clusters (i.e., the ones that store relevant data according to the schema information) and queries are forwarded to all peers within the cluster. Edutella An early and influential distributed RDF repository is the Edutella system [56, 57]. Edutella provides a very general RDF-based metadata infrastructure for P2P applications. [56, 57] argue that a super-peer topology is the suitable topology for schemabased P2P networks and thus such a topology is used in Edutella. In an Edutella network, there are two kind of peers: the super-peers and the clients. The superpeers are organized under the HyperCup topology, while clients are connected to super-peers in a star-like fashion. Each client connects to one super-peer only. Super-peers are used to efficiently handle all the requests of clients. On registration a client provides its super-peer with its metadata information, i.e., a description of the metadata that has been created by this client (supported schema, used values etc.). The actual metadata remains in the client peer. Each super-peer stores information about metadata usage at each client that is directly connected to it. Also, each super-peer stores schema information about its (direct) neighbour super-peers (i.e., this is a description of the metadata used by their clients). This information is used to efficiently route queries only to relevant super-peers and clients. Edutella researchers have also concentrated on schema integration in superpeer based P2P networks for RDF. The general idea is that super-peers are used as wrappers, i.e., they maintain schema mapping information that they use while routing queries in the network so as to translate queries. One application scenario of the Edutella system is Elena [67], a mediation infrastructure for educational services that are announced and mediated by electronic means. Elena is an EU/IST project that follows the vision of creating and testing Smart Spaces for LearningT M , which are open environments where learners can choose learning services from heterogeneous sources.
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Publish/Subscribe for RDF-based P2P Networks [20] describes how to provide publish/subscribe capabilities in an RDF-based P2P system. This paper builds on experience gained from the Edutella and the P2P-DIET systems. The authors assume that the system manages arbitrary digital resources, identified by their URL and described by the RDF data model. The nodes of the network can publish such resources and subscribe with continuous queries to be notified when relevant resources are inserted in the network. The authors define a typed first-ordered language L that is a subset of the Query Exchange Language (QEL) and is used to express the subscriptions. L is actually very similar to the query language of [18]. QEL is a Datalog-inspired RDF query language that is used in the Edutella P2P network [56]. In [20] the network is organized as in the Edutella system [56]. Clients send advertisements to their super-peers. Advertisements are used to constrain schemas that are used by a client, the attributes in these schemas or even the values of these attributes. Advertisements are maintained by super-peers and are exploited to efficiently route subscriptions towards parts of the network where relevant resources might be published in the future. Each super-peer stores advertisement information not only from its clients but also from its neighbour super-peers to enable efficient query routing in the super-peer network. This information is called advertisement routing indices. In addition, [20] presents algorithms to efficiently handle situations where clients are off-line either at the time a notification is created for them or when another client wants to retrieve a resource locally stored in an off-line client. In both situations, the super-peer network is used to temporarily store the required information in the appropriate super-peers. Top-k Query Evaluation The authors of [54] are inspired by the success of ranking algorithms in Web search engines and top-k retrieval algorithms in databases, and they propose a distributed top-k evaluation algorithm for P2P networks that retrieves the k most relevant answers for each query. This research can be very important even for scalability reasons since usually by increasing the network size, also the number of answers in given queries will also be increased since more data are available in the network. The algorithm that is proposed in [54] delivers the k more relevant results without having to rely on any centralized knowledge and without the need for a complete distributed index. The architecture that is assumed for the P2P network is the super-peer architecture of Edutella that we have already described above. The proposed algorithm allows the optimization of query distribution and routing. It makes use of ranking methods in order to reduce the overall
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number of answers in the result set, and also to return close matches avoiding empty result sets in case that no exact matches are found. Each peer computes local rankings for a given query that it receives, and sends the results to the super-peer that it is connected to. Each super-peer again merges results from local peers and from neighboring super-peers and forwards only the “best” results towards the super-peer of the peer that posed the query. Then the results are merged and ranked again at the super-peer (where the node that posed the query is attached) and finally from there are routed back to the query originator. While results are routed through the super-peers, the algorithm maintains statistics regarding which peers/super-peers returned the best results, and uses this information to distribute queries (that have been already posed in the past) only to the most promising peers. The algorithm minimizes the answer set size and thus the network traffic. SQPeer SQPeer [44] is a middleware for routing and planning complex queries in P2P database systems, exploiting the schemas of peers. In SQPeer, each peer provides RDF/S descriptions about information resources that wants to make available in the network. Peers that employ the same schema belong essentially to the same semantic overlay network [76]. Queries in SQPeer are formulated in RQL [41] according to the RDF schema that the requester peer supports. Also, each peer is able to advertise the content of its local base (the actual data values or the actual schema of its base) using RVL view patterns [51]. The proposed query-routing and query-processing algorithm can find the relevant peers that actually answer each query and generates query plans by taking into account statistics on data distribution etc. SQPeer can be implemented on two different architectural alternatives; a hybrid P2P architecture or a structured P2P based on DHTs. [44] leaves implementation issues to future work. SWAP The SWAP project25 has studied the combination of Semantic Web and P2P systems. The vision of this project is to allow peers to maintain individual views of knowledge, while they will also be able to share their knowledge with the rest of the network. In [22], the authors consider a P2P topology where all peers are equal. They propose an RDFS-based metadata model for encoding semantically rich information regarding peers and their knowledge resources. The metadata model consists of two RDFS classes, the “Swabbi”-class and the “Peer”-class, which contain several properties. The former is used for the annotation of every piece 25 http://swap.semanticweb.org/
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of knowledge is the P2P system, while the latter is used for the description of the peer that originates this knowledge. For example, the “Swabbi”-class contains information in terms of the URI, the location and the label of the described knowledge. Also, it describes how reliable a statement is and indicates its access control by the other peers. The “Peer”-class provides characteristics like the id and the label of each peer, or how reliable a peer is. Bibster Bibster [30] is a system implemented as an instance of the SWAP platform which is based on JXTA26 . It is a P2P system, for exchanging bibliographic data (BibTex entries). Bibster allows search for bibliographic entries using keyword searches, as well as more advanced semantic searches. It also provides the integration of a query’s results into a local knowledge base for further use. Bibster exploits ontologies for importing data, formulating and routing queries and processing answers. In particular, it uses the Semantic Web Research Community ontology (SWRC27 ) and the ACM topic hierarchy28 . Each peer manages a local RDF repository with bibliographic data and uses the ACM topic hierarchy to advertise the semantic description (termed expertise) of its repository in the P2P network. In addition, it is able to pose queries in SeRQL [16]. During query processing, a peer first evaluates the query against its local node repository and then decides where it should be forwarded. This decision is based on the subject of the query, namely an abstraction that specifies the required expertise to answer the query, and therefore the peer forwards the query to the peer with the appropriate expertise. REMINDIN’ REMINDIN’ (Routing Enabled by Memorizing INformation about Distributed INformation) [75] is an algorithm that exploits social metaphors to find the right peers in a semantic peer-to-peer network to answer a given query. It has been implemented for using the SWAP platform. In REMINDIN’, peers observe which queries are successfully answered by other peers, memorize this information and use it when they want to forward future requests. When a peer issues a query (using SeRQL), this query is evaluated locally and across the network. The requester peer selects a set of peers that it is possible to be able to answer its query. If it cannot select any peers to forward its query, it weakens the query conditions (relaxes the query, e.g., it creates a more general query) and repeats the procedure. When the selection of appropriate peers is over, then the original query is sent to the selected peers. When a 26 http://www.jxta.org 27 http://www.semanticweb.org/ontologies/swrc-onto-2001-12-11.daml 28 http://www.acm.org/class/1998/
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peer receives a query, it searches for answers. Any answers created are returned directly to the requester peer. The latter stores the relevant answers in its local repository and rates them. Those answers identify the set of the most knowledgeable peers, thus the querying peer can use this information for further requests. SERSE Another paper that studies the searching of the Semantic Web is [74]. [74] presents SERSE (Semantic Routing System), a multi-agent system appropriate for searching the Semantic Web. This system combines different technologies from different areas such as P2P, ontologies and multi-agent technology. In SERSE, the routing agents have the same capabilities and responsibilities and communicate on a P2P basis. The available resources are semantically annotated and agents are responsible to retrieve these based on their descriptions (annotations). Semantic descriptions of resources determine a semantic overlay on the P2P network, where each peer is able to communicate only with those peers that belong to the same semantic neighborhood. There is no global knowledge of the network, namely each peer knows just its immediate neighbours, and also agents cannot broadcast messages to the whole network. The summary of the presented works is given in Table 2.1. For each paper surveyed we show the P2P architecture chosen, the semantic data model and query language that is used and what kind of query scenarios are supported.
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Work



Architecture



RDFPeers [18]



MAAN (DHTs)



GridVine [4]



P-Grid (DHTs)



HyperCuP [64]



HyperCuP topology (No super-peers, no central server) Super-peer (HyperCuP topology) Super-peer (HyperCuP topology)



Edutella [56, 57]



Publish/ Subscribe for RDF-based P2P Networks [20] Top-k Query Evaluation [54]



SQPeer [44] SWAP [22] REMINDIN’ [75] SERSE [74]



Data model RDF



RDF/S + OWL Ontologies



Query language



Query scenario



Atomic Triple queries, Disjunctive and Range queries, Conjunctive multi-predicate queries RDQL



One-time, Subscibe queries)



Ontology-based class name)



One-time



(e.g.,



One-time



RDF/S



QEL



One-time



RDF/S



L ⊆ QEL



One-time, Subscibe



no specific network topology required



RDF/S



One-time



Hybrid Structured Swap p2p form Swap p2p form Pure P2P



RDF/S



Not defined formally (can be class name, keyword or combination RQL/RVL SeRQL



One-time



SeRQL



One-time



P2P, P2P platplat-



RDF/S OWL RDF/S Ontologies



+



Ontology-based class name)



Table 2.1: RDF-based P2P networks
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(e.g.,



Publish/ (atomic



One-time



One-time



Publish/



2.4



Summary



In this chapter we discussed works related to the results of this thesis. We discussed the first three systems that popularized the P2P paradigm: Napster, Gnutella and Freenet and then we outlined the key ideas of current structured overlay networks and especially Chord. We also presented the RDF data model and query languages that have been proposed for this model. Furthermore, we show some characteristic works in the area of P2P systems that are in the area of the Semantic Web. In the next chapter we present the assumptions regarding the architecture of the network and the supported data model.
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Chapter 3



System model and data model In this chapter we describe in detail the system model and data model we assume. We provide details regarding the structure of our overlay network and the roles of the various nodes that participate in it. We also discuss the data model and query types supported by the algorithms we propose in this thesis.



3.1



Network Architecture



We assume an overlay network where all nodes are equal, they run the same software and have the same rights and responsibilities. Each node n has a unique key (e.g., its public key), denoted by key(n). Nodes are organized according to the Chord protocol [71] and are assumed to have synchronized clocks. This property is necessary for the time semantics of the continuous query scenario we describe later on in this chapter. In practice, nodes will run a protocol such as NTP and achieve accuracies within few milliseconds [9]. Each node can insert data and pose queries or subscribe with continuous queries. Each time new data or new queries are inserted the network nodes cooperate to create answers and notifications and to deliver them to the nodes that have inserted relevant queries. A high level view of the network architecture, is shown in Figure 3.1. Each data item i has a unique key, denoted by key(i). Chord uses consistent hashing to map keys to identifiers. Each node and item is assigned an m-bit identifier, that should be large enough to avoid collisions. A cryptographic hash function, such as SHA-1 or MD5 is used: function Hash(k) returns the m-bit identifier of key k. The identifier of a node n is denoted as id(n) and is computed by id(n) = Hash(key(n)). Similarly, the identifier of an item i is denoted by 37



Figure 3.1: The network architecture id(i) and is computed by id(i) = Hash(key(i)). Identifiers are ordered in an identifier circle (ring) modulo 2m , i.e., from 0 to 2m − 1. Key k is assigned to the first node which is equal or follows Hash(k) clockwise in the identifier space. This node is called the successor node of identifier Hash(k) and is denoted by Successor(Hash(k)). We will often say that this node is responsible for key k. A query for locating the node responsible for a key k can be done in O(log N ) steps with high probability [71], where N is the number of nodes in the network. Chord is described in more detail in [71]. The algorithms we will describe in this paper use the API defined in [78, 35, 63]. This API provides two functionalities not given by the standard DHT protocols: (i) send a message to multiple nodes (multicast) and (ii) send d messages to d nodes where each node receives exactly one of these messages (this can be thought of as a variation of the multicast operation). Let us now briefly describe this API. Function send(msg, id), where msg is a message and id is an identifier, delivers msg from any node to node Successor(id) in O(log N ) hops. Function multiSend(msg, I), where I is a set of d > 1 identifiers I1 , ..., Id , delivers msg to nodes n1 , n2 , ..., nd such that nj = Successor(Ij ), where 1 < j ≤ d. This happens in O(d log N ) hops. Function multiSend() can also be used as multiSend(M, I), where M is a set of d messages and I is a set of d identifiers. In this case, for each Ij , message Mj is delivered to Successor(Ij ) in O(d log N ) hops in total. A detailed description and evaluation of alternative ways to implement this API can be found in [63].



3.2



Data model and Query Language



In the application scenarios we target, each network node is able to describe in RDF the resources that it wants to make available to the rest of the network, by creating and inserting metadata in the form of RDF triples. In addition, each node can submit queries that describe information that this node wants to 38



receive all possible answers that are available at this time (one-time query scenario); or can subscribe with continuous queries that will receive notifications for them whenever relevant information become available (publish/subscribe scenario). We use a very simple concept of schema equivalent to the notion of a namespace. Thus, we do not deal with RDFS and the associated reasoning about classes and instances. Different schemas can co-exist but we do not support schema mappings. Each node uses some of the available schemas for its descriptions and queries. We will use the standard RDF concept of a triple1 . Let D be a countably infinite set of URIs and RDF literals. A triple is used to represent a statement about the application domain and is a formula of the form (subject, predicate, object). The subject of a triple identifies the resource that the statement is about, the predicate identifies a property or a characteristic of the subject, while the object identifies the value of the property. The subject and predicate parts of a triple are URIs from D, while the object is a URI or a literal from D. For a triple t, we will use subj(t), pred(t) and obj(t) to denote the string value of the subject, the predicate and the object of t respectively. As in RDQL [65], a triple pattern is an expression of the form (s, p, o) where s and p are URIs or variables, and o is a URI, a literal or a variable. A conjunctive query q is a formula ?x1 , . . . , ?xn : (s1 , p1 , o1 ) ∧ (s2 , p2 , o2 ) ∧ · · · ∧ (sn , pn , on ) where ?x1 , . . . , ?xn are variables, each (si , pi , oi ) is a triple pattern, and each variable ?xi appears in at least one triple pattern (si , pi , oi ). Variables will always start with the ’ ?’ character. Variables ?x1 , . . . , ?xn will be called answer variables when we want to distinguish them from other variables of the query. A query will be called atomic if it consists of a single conjunct. Let us now define the concept of valuation (so we can talk about values that satisfy a query). Let V be a finite set of variables. A valuation v over V is a total function v from V to the set D. In the natural way, we extend a valuation v to be identity on D and to map triple patterns (si , pi , oi ) to triples, and conjunctions of triple patterns to conjunctions of triple patterns. We will find it useful to use various concepts from relational database theory in the presentation of our work. In particular, the operations of the relational algebra utilized in algorithm QC, section 4.2, below follow the unnamed perspective of the relational model (i.e., tuples are elements of Cartesian products and co-ordinate numbers are used instead of attribute names) [5]. An RDF database is a set of triples. Let DB be an RDF database and q a conjunctive query q1 ∧ · · · ∧ qn where each qi is a triple pattern. The answer to q over database DB consists of all n-tuples (v(?x1 ), . . . , v(?xn )) where v is a valuation over the set of variables of q and v(qi ) ∈ DB for each i = 1, . . . , n. 1 http://www.w3.org/RDF/
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In the continuous query scenario it is necessary to define some time parameters, as our algorithms to be completed. Each triple t has a time parameter called publication time, denoted by pubT (t), that represents the time that the triple is inserted into the network. Each query q has a time parameter too, called subscription time, denoted by subscrT (q) that represents its creation time. Each triple pattern qi of a query q inherits the subscription time, i.e., subscrT (qi ) = subscrT (q). A triple t can satisfy/trigger q iff subscrT (q) ≤ pubT (t), i.e., only triples that are inserted after a continuous query was subscribed can satisfy it. Finally, in all algorithms we will describe below (for both query scenarios), each query q has a unique key, denoted by key(q), that is created by concatenating an increasing number to the key of the node that posed q.



3.3



Summary



In this chapter we described the assumed architecture of our overlay network. We also presented the data model and the query types that our algorithms support. In the next two chapters we continue with a detailed description of our algorithms for the one-time and the continuous query scenario.
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Chapter 4



One-time queries In this chapter we study the problem of evaluating conjunctive queries composed of triple patters over RDF data stored in distributed hash tables. Here we consider the one-time query scenario. Each node is able to publish the resources that it wants to make available to the rest of the network by creating and publishing RDF metadata that describe it. In addition, each node is able to pose one-time queries searching for relevant resources that are currently available in the network. Such queries are useful in many applications e.g., distributed digital libraries or Grid resource discovery. The evaluation of a conjunctive query in a distributed environment faces the problem that we may have to combine data from different parts of the network in order to create all possible answers. In this chapter, we present and evaluate two novel query processing algorithms. We discuss the various tradeoffs that occur in our setting through a detailed experimental evaluation. The results of this chapter will be published in the proceedings of the 5th International Semantic Web Conference [48].



4.1



Indexing considerations



In this section we present the thoughts and motivation that led us to the design of our algorithms. The environment we deal with, is a highly distributed one and our challenge is to exploit available resources in order to handle large amounts of workload efficiently. Such a goal immediately eliminates a centralized approach from our design, i.e., having a single node or a group of nodes that store all RDF data and continuous queries. We aim to avoid single points of failure and bottlenecks in the network, and thus we try to use a large portion of available nodes (all nodes if possible) to distribute the query processing load. A typical series of events concerning one-time query processing (assuming a
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centralized approach) is that nodes that participate in the network publish RDF triples that describe their resources that they want to make available to the rest of the network. Assume that at time T1 a query q is inserted at the network. Then, all corresponding network nodes cooperate to check if all these triples that have been arrived since time T1 are matched against q and if an answer to q can be generated. In our case, we deal with conjunctive queries which means that multiple triples may be needed in order to generate an answer. More specifically, for a query of k triple patterns, we may need k different triples and each triple may participate in more than one such sets for a given query. One of the key points when designing a distributed algorithm is where triples should be indexed, i.e., in which node or nodes a new triple will be stored. The strategy of triple indexing determines/restricts the way we choose to evaluate queries. Typically in a distributed database scenario each site holds its data and accepts and evaluates relevant queries. Replication is used when the load of handling incoming queries becomes too high. We will follow a different approach; each node will not hold the data that it creates locally. Instead, it will index the new data in the network using information found in the new triples, i.e., the single values of the subject, the predicate and the object of the new triple, or combinations of them. Such a strategy has several advantages, e.g., when looking for data we do not have to contact all nodes in the network or have prior/global knowledge of where data is. For example, if we are looking for a specific value v1 and also there are inserted triples that contain this value and are indexed using it, then we know where these triples are stored in the network. Prior or global knowledge is hard and expensive to achieve in a large scale network. Broadcasting messages to locate relevant data is also an expensive operation that loads the network with traffic and query processing load. Here the choice of using distributed hash tables technology becomes useful, i.e., we can index data and then find it fast if we know exactly what we are looking for. In this way, we will index each new triple separately in the network using the DHT properties. In the same way we must index all incoming queries, as triples and query to be met and to generate all possible answers. We observe that a conjunctive RDF query consists of multiple triple patterns. Our idea is that we can split the responsibility of handling events related to queries at the triple pattern level. This means that when a query q is inserted in the network, it is not assigned to a single node. Instead different nodes become responsible for different triple patterns of q, and they have to communicate to transfer intermediate results from one another. The steps of the two algorithms we will present determine which are these nodes and how and when they communicate. Our first algorithm is a conservative one, since it uses only the original representation of a query to index it. Our second algorithm exploits found triples to refine the indexing
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of a query by rewriting it at each step. This is achieved by indexing according to the triple patterns of the rewritten queries produced rather than the ones of the initial query. As we will see later, the second algorithm demonstrates considerable gain in terms of load distribution at the expense of more network traffic.



4.2



The QC algorithm



Let us now describe our first query processing algorithm, the query chain algorithm (QC). The main characteristic of QC is that the query is evaluated by a chain of nodes. Intermediate results flow through the nodes of this chain and finally the last node in the chain delivers the result back to the node that submitted the query. We will first describe how triples are stored in the network and then how an incoming query is evaluated by QC. Indexing a new triple. Assume a node x that wants to make a resource available to the rest of the network. Node x creates an RDF description d that characterizes this resource and publishes it. Since, we are not interested in a centralized solution, we do not store the whole description d to a single node. Instead, we choose to split d into triples and disperse it in the network, trying to distribute responsibility of storing descriptions and answering future conjunctive queries to several nodes. Each triple is handled separately and is indexed to three nodes. Let us explain the exact details for a triple t = (s, p, o). Node x computes the index identifiers of t as follows: I1 = Hash(s), I2 = Hash(p) and I3 = Hash(o). These identifiers are used to locate the nodes r1 , r2 and r3 , that will store t. In Chord terminology, these nodes are the successors of the relevant identifiers, e.g., r1 = Successor(I1 ). Then, x uses the multiSend() function to index t to these 3 nodes. Each node that receives a triple t stores it in its local triple table T T . In the discussion below, T T will be formally treated as a ternary relation (in the sense of the relational model). Evaluating a query. Assume a node x that poses a conjunctive query q which consists of triple patterns q1 , . . . , qk . Each triple pattern of q will be evaluated by a (possibly) different node; these nodes form the query chain for q. The order we use to evaluate the different triple patterns is crucial and we discuss the issues involved later on. Now, for simplicity, we assume that we first evaluate the first triple pattern, then the second and so on. Query evaluation proceeds as follows. Node x determines the node that will evaluate triple pattern q1 by using one of the constants in q1 . For example, if q1 = (?s1 , p1 , ?o1 ) then x computes identifier I1 = Hash(pred(qj )) since the predicate part is the only constant part of qj . This identifier is used to locate the node r1 (the successor of I1 ) that may have triples that satisfy q1 , since according to the way we index triples, all triples that have pred(qj ) as their
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predicate will be stored in rj . Thus, n sends the message QEval(q, i, R, IP (x)) to node r1 where q is the query, i is the index of the triple pattern to be evaluated by node r1 , IP (x) is the IP address of node x that posed the query, and R is the relation that will be used to accumulate triples that are intermediate results towards the computation of the answer to q. In this call, R receives its initial value (formally, the trivial relation {()} i.e., the relation that consists of an empty tuple over an empty set of attributes). In case that q1 has multiple constants, x will heuristically prefer to use first the subject, then the object and finally the predicate to determine the node that will evaluate q1 . Intuitively, there will be more distinct subject or object values than distinct predicates values in an instance of a given schema. Thus, our decision help us to achieve a better distribution of the query processing load. Local processing at each chain node. Assume now that a node n receives a message QEval(q, i, R, IP (x)). First, n evaluates the i-th triple pattern of q using its local triple table i.e., it computes the relation L = πX (σF (T T )) where F is a selection condition and X is a (possibly empty) list of natural numbers between 1 and 3. F and X are formed in the natural way by taking into account the constants and variables of qi e.g., if qi is (?si , pi , oi ) then L = π1 (σ2=pi ∧3=oi (T T )). Then, n computes a new relation with intermediate results R0 = πY (R o n L) where Y is the (possibly empty) list of positive integers identifying columns of R and L that correspond to answer variables or variables with values that are needed in the rest of the query evaluation (i.e., variables appearing in a triple pattern qj of q such that j > i). Note that the special case of i = 1 (when R0 = πY (L)) is covered by the above formula for R0 , given the initial value {()} of R. If R0 is not the empty relation then n creates a message QEval(q, i + 1, R0 , IP (x)) and sends it to the node that will evaluate triple pattern qi+1 . If R0 is the empty relation then the computation stops and an empty answer is returned to node x. In the case that i = k, the last triple pattern of q is evaluated. Then, n simply returns relation R0 back to x using a message Answer(q, R0 ). Now R0 is indeed a relation with arity equal to the number of answer variables and contains the answer to query q over the database of triples in the network. In the current implementation, R0 = πY (R o n πX (σF (T T ))) is computed as follows. For each tuple t of R, we first rewrite qi by substituting variables of qi by their corresponding values in R. Then, we use qi to probe T T for matching triples. For each matching triple, the appropriate tuple of R0 is computed on the fly. Access to T T can be made vary fast (essentially constant time) using hashing. In relational terminology, this is a nested loops join using a hash index for the inner relation T T . This is a good implementation strategy given that we expect a good evaluation order for the triple patterns of q to minimize the number of tuples in intermediate relation R (see relevant discussion at the end
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Figure 4.1: The algorithm QC in operation of this section). Example. QC is shown in operation in Figure 5.2. Each event in this figure represents an event in the network, i.e., either the arrival of a new triple or the arrival of a new triple pattern. Events are drawn from left to right which represents the chronological order in which these events have happened. In each event, the figure shows the steps of the algorithm that take place due to this event. For readability, in each event we draw only the nodes that do something due to this event, i.e., store or search triples, evaluate a query etc. Finally, note that we use S for the function Successor(), H for the function Hash() and we use comma to denote a conjunction between two triple patterns. In Event 1, node n inserts three triples t1 , t2 and t3 in the network. In Event 2, node n submits a conjunctive query q that consists of three triple patterns. The figure shows how the query travels from node n to r2 , then to r4 and finally to r7 , where the answer is computed and returned to n. Order of nodes in a query chain. The order in which the different triple patterns of a query are evaluated is crucial, and affects network traffic, query processing load or any other resource that we try to optimize. For example, if we want to minimize message size for QC, we would like to put early in the query chain nodes that are responsible for triple patterns with low selectivity. Selectivity information can be made available to each node if statistics regarding the contents of TTs are available. Then, when a node n determines the next triple pattern qi+1 to be evaluated, n has enough statistical information to determine a good node to continue the query evaluation. The details of how to make our algorithms adaptive in the above sense are the subject of future work.



4.3



The SBV algorithm



Let us now present our second algorithm, the algorithm spread by value (SBV). SBV extends the ideas of QC to achieve a better distribution of the query 45



Figure 4.2: Comparing the query chains in QC and SBV



processing load. It does not create a single chain for a query as QC does, but by exploiting the values of matching triples found while processing the query incrementally, it distributes the responsibility of evaluating a query to more nodes than QC. In other words, it is essentially constructing multiple chains for each query. A quick understanding of the difference between QC and SBV can be obtained from Figure 4.2. There, we draw for each algorithm, all the nodes that participate in query processing for a query q that consists of 3 triple patterns. QC creates a single chain that consists of only 3 nodes and query evaluation is carried out by these nodes only. On the contrary, SBV creates multiple chains which can collectively be seen as a tree. Now the query processing load for q is spread among the nodes of this tree. Each path in this tree is determined by the values used by triples that match the respective triple patterns at the different nodes (thus the name of the algorithm). Indexing a new triple. Assume a new triple t = (s, p, o). In SBV t will be stored at the successor nodes of the identifiers Hash(s), Hash(p), Hash(o), Hash(s + p), Hash(s + o), Hash(p + o) and Hash(s + p + o). We will exploit these replicas of triple t to achieve a better query load distribution. Evaluating a query. As in QC, the node that poses a new query q of the form q1 ∧ · · · ∧ qk sends q to a node r1 that is able to evaluate the first triple pattern q1 . From this point on, the query plan produced by SBV is created dynamically by exploiting the values of the matching triples that nodes find at each step in order to achieve a better distribution of the query processing load. For example, r1 will use the values for variables of q1 , that it will find in local triples matching q1 , to bind the variables of q2 ∧ · · · ∧ qk that are common with q1 and produce a new set of queries that will jointly determine the answer to the original query q. Since we expect to have multiple matching values for the variables of q1 , we also expect to have multiple next nodes where the new queries will continue their evaluation. Thus, multiple chains of nodes take responsibility for the evaluation of q. The nodes at the leafs of these chains will deliver answers back to the node that submitted q. Our previous discussion on the order of nodes/triple patterns in a query chain is also valid for SBV. For
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simplicity, in the formal description of SBV below, we assume again that the evaluation order is determined by the order that the triple patterns appear in the query. To determine which node will evaluate a triple pattern in SBV, we use the constant parts of the triple pattern as in QC. The difference is that if there are multiple constants in a triple pattern, we use the combination of all constant parts. For example, if qj = (?sj , pj , oj ), then Ij = Hash(pred(qj ) + obj(qj )) where the operator + denotes concatenation of string values. We use the concatenation of constant parts whenever possible, since the number of possible identifiers that can be created by a combination of constant parts is definitely higher and will allow us to achieve a better distribution of the query processing load. Assume a node x that wants to submit a query q with set of answer variables V . x creates a message Eval(q, V, u, IP (x)), where u is the empty valuation. x computes the identifier of the node that will evaluate the first triple pattern and sends the message to it with the send() function in O(log N ) hops. When a node r receives a message Eval(q, V, u, IP (x)) where q is a query q1 ∧ · · · ∧ qn and n > 1, r searches its local T T for stored triples that satisfy triple pattern q1 . Assume m matching triples are found. For each satisfying triple ti , there is a valuation vi such that ti = vi (q1 ). For each vi , r computes a new valuation vi0 = u ∪ vi and a new query qi0 ≡ vi (q2 ∧ · · · ∧ qn ). Then r decides the node that will continue the algorithm with the evaluation of qi0 (as we described in the previous paragraph), and creates a new message msgi = Eval(qi0 , V, vi0 , IP (x)) for that node. As a result, we have a set of at most m messages and r uses the multiSend() function to deliver them in O(m log N ) hops. Each node that receives one of these messages reacts as described in this paragraph. In the case that a node r receives a message Eval(q, V, u, IP (x)) where q consists of a single triple pattern q1 (i.e., r is the last node in this query chain), then the evaluation of q finishes at r. Thus, r simply computes all triples t in T T and valuations v such that t = v(qn ) and sends the set of all such valuations v back to node x that posed the original query in one hop (after projecting them on the answer variables of the initial query). These valuations are part of the answer to the query. This case covers the situation where n = 1 as well (i.e., q consists of a single conjunct). Figure 5.4 shows an example of SBV in operation.



4.4



Optimizing network traffic



In this section we introduce a new routing table, called IP cache (IPC) [35] that can be used by our algorithms to significantly reduce network traffic. In both our algorithms, the evaluation of a query goes through a number of nodes. The
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Figure 4.3: The algorithm SBV in operation observation is that similar queries will follow a route with some nodes in common and we can exploit this information to decrease network traffic. Assume a node xj that participates in the evaluation of a query q and needs to send a message to a “next” node xj+1 that costs O(log N ) overlay hops. After the first time that node xj has sent a message to node xj+1 , xj can keep track of the IP address of xj+1 and use it in the future when the same query or a similar one obliges it to communicate with the same node. Then, xj can send a message to xj+1 in just 1 hop instead of O(log N ). The cost for the maintenance of the IPC is only local. As we will show in the experiments section, the use of IPCs significantly improves network traffic. Another effect of IPC, is that we reduce the routing load incurred by nodes in the network. The routing load of a node n is defined as the number of messages that n receives so as to forward them closer towards their destination, i.e., these are messages not sent to n but through n. Without using the IPC, each message that forwards intermediate results will pass through O(log N ) nodes while with IPCs, it will go directly to the receiver node.



4.5



Experiments



In this section, we experimentally evaluate the algorithms presented in this paper. We implemented a simulator of Chord in Java on top of which we developed our algorithms. Our metrics are: (a) the amount of network traffic that is created and (b) how well the query processing load and storage load are distributed among the network nodes. Each metric will be carefully described in the relevant experiment. We create a uniform workload of queries and data triples. We synthetically create RDF triples and queries assuming an RDFS schema of the form shown in Figure 4.4, i.e., a balanced tree with depth d and branching factor k. We assume that each class has a set of k properties. Each
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Figure 4.4: The schema used in our experiments property of a class C which is at level l < d − 1 ranges over another class which belongs to level l + 1. Each class of level d − 1 has also k properties which have values that range over XSD datatypes. These data types are located at the last level d. To create an RDF triple t, we first randomly choose a depth of the tree of our schema. Then, we randomly choose a class Ci among the classes of this depth. After that, we randomly choose an instance of Ci to be subj(t), a property p of Ci to be pred(t) and a value from the range of p to be obj(t). If the range of the selected property p are instances of a class Cj that belongs to the next level, then obj(t) is a resource, otherwise it is a literal. For our experiments, we use conjunctive path queries of the following form: ?x : (?x, p1 , ?o1 ) ∧ (?o1 , p2 , ?o2 ) ∧ · · · ∧ (?on−1 , pn , on ) In other words, we want to know the nodes in the graph ?x for which there is a path of length n to node o1 labeled by predicates p1 , . . . , pn . Path queries are an important type of conjunctive queries for which database and query workloads over the schema of Figure 4.4 can be created easily. To create a query of this type, we randomly choose a property p1 of class C0 . Property p1 leads us to a class C1 from the next level. Then we randomly choose a property p2 of class C1 . This procedure is repeated until we create n triple patterns. For the last triple pattern, we also randomly choose a value (literal) from the range of pn to be on . Our experiments use the following parameters. The depth of our schema is d = 4. The number of instances of each class is 500, the number of properties that each one has is k = 3 while the a literal can take up to 200 different values. Finally, the number of triple patterns in each query we create is 5. E1: Network traffic and IPC effect. This experiment provides a comparison of our algorithms in terms of the network traffic that they create. To estimate better the network traffic, we use weighted hops, i.e., each hope has as weight the amount of intermediate results that it carries. Furthermore, we
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(a) Traffic cost



(b) IPC effect



Figure 4.5: (E1) Traffic cost and IPC effect as more queries are submitted investigate the effect of the IPC in each algorithm and the cost of this optimization. We set up this experiment as follows. We create a network of 104 nodes and install 104 triples. Then, in order to count how expensive it is to insert and evaluate a query, in terms of network traffic, we pose a set Q of 100 queries and calculate the average cost of answering them. In order to understand the effect of IPCs the experiment continues as follows. We train IPCs with a varying number of queries, starting from 5 queries up to 640. After each training phase, we insert the same set of queries Q and count (a) the average amount of network traffic that is created and (b) the average size of IPCs in the network. Each training phase, as we call it, has two effects: query insertions cause the algorithms to work so query chains are created and the rewritten queries are transferred through these chains, but also because of these forwarding actions IPCs are filled with information that can reduce the cost of a subsequent forwarding operation. After each training phase, we measure the cost of inserting a query in the network after all the queries inserted so far, by exploiting the content of IPCs. In Figure 4.5(a) we show the network traffic that each algorithm creates. The point 0 on the x-axis has the maximum cost, since it represents the cost to insert the first query in the network. In this case all IPCs are empty and their use has no effect. Thus, this point reflects the cost of the algorithms if we do not use IPCs. However, in the next phases where IPCs have information that we can exploit, we see that the network traffic required to answer a query is decreased. For example, observe that after the last phase the cost of QC is 87% lower than it was at point 0. Another important observation is that QC causes less network traffic than SBV. In QC the nodes that participate in query chains are successors of a single value (of the predicate value for the queries we use in these experiments), so it is more possible that a query can use the
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(a) Cumulative query processing load



(b) Cumulative storage load



Figure 4.6: (E2) Query processing and storage load distribution IPC. SBV always creates more network traffic since the nodes that participate in query chains are successors of the combination of two values (a subject plus a predicate value). Since the combinations of these values are more then just a single one, it is less possible to use the IPC. QC is also cheaper at the point 0 on the x-axis since SBV has to sent the information though multiple chains. In Figure 4.5(b) we show the average storage cost of the IPCs. Note, that here for readability we use a logarithmic scale for the y-axis. During the training phases, nodes fill their IPCs so we see that the size of IPC increases, as the number of submitted queries increases. Since even a small IPC size can significantly reduce network traffic, we can allow each node to fill its IPC as long as it can handle its size. The IPC cost in SBV is much more greater than in QC which happens again because SBV creates multiple chains for each query. E2: Load distribution. In this experiment we compare the algorithms in terms of load distribution. We distinguish between two types of load: query processing load and storage load. The query processing load that a node n incurs is defined as the number of triple patterns that arrive to n and are compared against its locally stored triples. Note that for algorithm QC the comparison of a triple pattern with the triples stored in T T happens for each tuple of relation R when R0 is computed. Thus, the query processing load of a node n in QC is equal to the number of tuples in R whenever a message QEval() is received. The storage load of a node n is defined as the sum of triples that n stores locally. For this experiment, we create a network of 104 nodes where we insert 3 ∗ 105 triples. Then we insert 103 queries and after that, we count the query processing and the storage load of each node in the network. In Figure 4.6(a) we show the query processing load for both algorithms. On the x-axis of this graph, nodes are ranked starting from the node with the highest load. The y-axis represents the cumulative load, i.e, each point
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(a, b) in the graph represents the sum of load b for the a most loaded nodes. First, we observe that both algorithms create the same total query processing load in the network. SBV achieves to distribute the query processing load to a significantly higher portion of network nodes, i.e, in QC there are 306 nodes (out of 104 ) participating in query processing, while in SBV there are 9666 nodes. SBV achieves this nice distribution since it exploits the values used to create rewritten queries by forwarding the produced intermediate results to nodes that are the successors of a combination of two or three constant parts. Finally, in Figure 4.6(b) we present the storage load distribution for both algorithms. As before, nodes are ranked starting from the node with the highest load while the y-axis represents the cumulative storage load. We observe that in QC the total storage load is less than in SBV. This happens because in QC we store each triple according to the values of its subject, its predicate and its object, while in SBV we also use the combinations per two and three of these values. Thus, in SBV a triple is indexed/stored four more times than in QC. The highest total storage load in the network is a price we have to pay for the better distribution of the query processing load in SBV. Notice that our load balancing techniques are at the application level. Thus, they can be used together with DHT-level load balancing techniques, e.g., [40].



4.6



Summary



In this chapter, we presented a detailed description of two algorithms for evaluating one-time conjunctive queries, composed of triple patters over RDF data stored in distributed hash tables. Our purpose is to distribute the responsibility of answering a query to as many nodes as possible. The key idea of our algorithms is that we spit a conjunctive query in the triple patterns that it consists of and evaluate each one to a different node of the network. In this way, we do not have a single node responsible for answering a query but several nodes. Our second algorithm, goes a step further. It exploits the values of triples that partially satisfy the original query to rewrite the query into simpler and simpler queries. Then the rewritten queries are assigned to different nodes to improve load distribution. We discussed the various tradeoffs that occur in our setting through a detailed experimental evaluation of the proposed algorithms. In the next chapter, we study the problem of evaluating the conjunctive queries considering the continuous query scenario.
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Chapter 5



Continuous queries In the previous chapter, we studied the problem of evaluating one-time conjunctive queries composed of triple patters over RDF data stored in distributed hash tables. In this chapter, we consider the continuous query scenario. Nodes subscribe with continuous (i.e., long-standing) queries and receive notifications whenever relevant resources are inserted in the network. The evaluation of a continuous conjunctive query in a distributed environment becomes more complicated than in the one-time query scenario. Again we have to face the problem that we have to combine data from different parts of the network in order to create all possible answers. However, in the continuous query scenario, the needed triples for a query may arrive asynchronously. In this case, we have to “remember” all triple insertions to combine them with future ones so that we do not miss any possible answers. For the continuous query scenario, we have studied in the past a simple class of queries called conjunctive mutli-predicate queries. A conjunctive multipredicate query q is a formula in the following form: ?x1 , . . . , ?xn : (?s, p1 , o1 ) ∧ (?s, p2 , o2 ) ∧ · · · ∧ (?s, pn , on ) where ?s is a variable, p1 , . . . , pn are URIs and o1 , . . . , on are variables, URIs or literals. ?x1 , . . . , ?xn are variables and {x1 , . . . , xn } ⊆ {s, o1 , . . . , om }. Note that in this query class the subject variable is always the same for each triple pattern and that the predicate is always a constant. These are the main characteristics that differentiate a conjunctive multi-predicate queries from a conjunctive query. Our results on this class of queries have been published in the proceedings of the 3rd International Workshop on Databases, Information Systems and Peerto-Peer Computing [47]. In this chapter we study and present two novel query processing algorithms for the full class of conjunctive queries, as it is defined in Chapter 3. We discuss
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the various tradeoffs that occur in our setting through a detailed experimental evaluation of these algorithms.



5.1



The SQC algorithm



Let us now describe our first algorithm, the single query chain algorithm (SQC). According to this algorithm a query q is split to the triple patterns it consists of. Each triple pattern qj of q is indexed separately at a different node rj which will be responsible for this specific triple pattern. These nodes form the query chain of q. The length of a query chain will be the number of the nodes that form it. Each query has a single query chain that is created at the time that the query is inserted in the network. The nodes that participate in the query chain of q have to create and forward intermediate results though the chain. Finally, the last node in the chain is able to produce the actual notifications. In the following paragraphs we describe in detail all the steps and we give examples of the algorithm in operation. Indexing a query. Assume a node n that wants to subscribe with a conjunctive query q with triple patterns q1 , q2 , ..., qk . Node n indexes each triple pattern qj to a different node rj . Each node rj is responsible for query processing regarding qj , and all nodes r1 , r, ..., rk will form the query chain of q. To determine the satisfaction of q for a given set of incoming triples, the nodes of a query chain have to collaborate by exchanging intermediate results. A simple example of how a query is indexed with SQC is shown in Figure 5.1. Now let us see how a node indexes each triple pattern. For each triple pattern qj of q, n computes an identifier Ij using the parts of qj that are constant. For example, assume a triple pattern qj = (?sj , pj , ?oj ). Then, the identifier for qj is Ij = Hash(pred(qj )) since the predicate part is the only constant part of qj . This identifier is used to locate the node rj that will be responsible for qj . In Chord terminology this node will be the successor of the identifier Ij , namely rj = Successor(Ij ). If a triple pattern has just one constant, this constant is used to compute the identifier of the node that will store the triple pattern. In case that a triple pattern has multiple constants, we heuristically prefer to first use the subject, then the object and finally the predicate (whichever of these are constant) in indexing, namely if qj = (?sj , pj , oj ), we have Ij = Hash(obj(qj )). In this query we prefer to use the object value than the predicate since intuitively there will be more objects values than predicates values in an instance of a given schema. This will allow us to achieve a better distribution of query processing load throughout the nodes of a network. So, for the query q we have k identifiers whose successors are the nodes that will participate in the query chain of q. At this point, it is important to mention that node n has also to make a choice of which will be the order of
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Figure 5.1: SQC: Indexing a query



nodes in the query chain of q, namely in which order it will index each triple pattern. This is not a simple choice because it affects multiple parameters. For simplicity assume now that n creates the query chain as the triple patterns appears in the query. Later we discuss this issue in detail. Node n has to send to each one of these nodes a message with the appropriate information notifying them that from there on, each one of them will be responsible for one of the triple patterns of q. The exact procedure is as follows. First, for each triple pattern qj , n creates an identifier Ij as discussed above and a message msgj = IndexQuery(qj , q, key(q), Ij+1 , F irst). The fourth parameter of this message allows each node rj to be able to contact the next node rj+1 in the query chain in order to forward intermediate results. In the case of msgk , namely the message that will be sent to the last node in the chain rk , the fourth parameter is Id(n) so that rk will be able to deliver results back to the node n that submitted q. Finally, the last parameter of the query is a Boolean that indicates whether this node will be the first node in the query chain of q or not. After having created this collection of k identifiers and messages, node n calls the function multiSend() to send message msgj to node with identifier Ij . Each node rj that receives IndexQuery() stores qj in its local query table (QT ) and waits for triples to trigger it. In this way, q is indexed with complexity O(logN ) overlay hops, where N is the size of the network. Indexing a new triple. Let us now proceed with the next logical step in the sequence of events in a continuous query system. We have explained so far how a query is indexed. We will now see how an incoming triple is indexed. We have to make sure that a triple will meet all related triple patterns so that our algorithm will be complete. Looking back to how a triple pattern is indexed we see that we always use the constant parts of a triple pattern. Thus, in the same way, we have to index a new triple. Therefore, a new triple t = (s, p, o) has to reach the successor nodes of identifiers I1 = Hash(s), I2 = Hash(p), I3 = Hash(o). The node that inserts t will use the multiSend() function to index t to these 3 nodes in O(logN ) overlay hops. In the next paragraph we discuss how a node reacts upon receiving a new triple. 55



Receiving a new triple. Assume a node rj that receives a new triple t. rj has to determine if this new triple is relevant to any already indexed queries so rj searches its local QT for queries with triple patterns that match t. Assume a query q with a matching triple pattern qj is found. According to the position/order of rj in the query chain of q, rj acts differently. We will distinguish between two cases: (a) when rj is the first node in the query chain of q and (b) when rj is any other node but the first one. For ease of presentation note that in the second case, a node always stores the new triple in its triple table (T T ) and later on we will come back to this case to explain the rest of the steps. We will first discuss what happens if rj is the first node in the query chain of a query q. In this case rj rewrites q into a new query q 0 by replacing all variables in the triple patterns of q that mach to the new triple t. As an example consider the query q = (s1 , p1 , ?x) ∧ (?x, p2 , ?y) ∧ (?y, p3 , o3 ). If t = (s1 , p1 , o1 ) then the new rewritten query is q 0 = (s1 , p1 , o1 ) ∧ (o1 , p2 , ?y) ∧ (?y, p3 , o3 ). From here on, we will see rewritten queries as intermediate results in the process of satisfying a query. Thus rj has to forward q 0 to the next node rj+1 in the query chain of q. For this reason, it creates a message IndexRQuery = (q 0 , key(q)) that has to be delivered to rj+1 = Successor(Hash(Ij+1 )). So, for all z queries in QT whose triple patterns have been triggered in rj by the new triple t, rj will rewrite them and use the multiSend() function to forward the various rewritten queries to the appropriate nodes. This will cost z ∗ O(logN ) overlay hops. Receiving a rewritten query. Let us now see how a node rj reacts upon receiving a rewritten query q 0 . Since the rewritten query represents intermediate results, this means that rj has to search if related triples have arrived that can contribute to the satisfaction of q 0 , and thus to the satisfaction of the initial query q. For this reason, rj searches its local T T and for each matching triple t0 found there, it further rewrites q 0 (with the simple replacing procedure described above). Then, has to forward the new rewritten query to the next node rj+1 in the query chain of q. Thus for each matching triple ti , rj rewrites q 0 to a new rewritten query qi00 and a set of rewritten queries Q is created. Then, rj creates a message IndexRQuery = (Q, key(q)) and uses the Send() function to deliver the intermediate results to rj+1 with a cost of Olog(N ) hops. In addition, rj will store locally q 0 in its rewritten queries table (RQT ) to use it when new triples arrive. Node rj+1 that receives the new rewritten queries will react exactly as described in this paragraph and so on. In the case that a node that receives a rewritten query is the last node in the query chain, it will rewrite the query but this time the new rewritten query represents a notification and this will be send back to node n that originally submitted the query. Now we come back to finish the discussion on what happens when a node rj receives a new triple that triggers a triple pattern qj and rj is not the first
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Figure 5.2: The algorithm SQC in operation node in the query chain of q. So far we have only discussed that rj will store the triple locally. In addition, rj has to search its local rewritten queries table to find matching rewritten queries. For each matching rewritten query q 0 found, rj has to rewrite q 0 and forward the new rewritten query q 00 to the next node rj+1 in the query chain of q with a IndexRQuery = (q 00 , key(q)). Example. Let us now see an example of SQC as it is shown in Figure 5.2. Each event in this example represents an event in the network, i.e., either the arrival of a new triple or the arrival of a new query. Events in this figure are drawn from left to right which represents the chronological order in which these events have happened. In each event, the figure shows the steps of the algorithm that take place due to this event. For readability and ease of presentation in each event we draw only the nodes that do something due to this event, i.e., rewrite a query, search or store queries or triples etc. Finally, note that in this figure we use S for the function Successor() and H for the function Hash(). We now proceed with the example. In event1 node n wants to submit a new query q with 3 triple patterns. Node n calculates the identifiers of the nodes that will participate in the query chain of q using the constant parts of the triple patterns. So for the first triple pattern that has two constant parts, the subject and the predicate, the identifier will be H(s1 + p1), for the second triple pattern that has only the predicate as constant the identifier will be H(p2) while for the third that has only the object as constant we have H(o3). Then n sends an indexQuery message to each one of them to notify them that from here on they are responsible for a triple pattern of q. Nodes r1 , r2 and r3 are responsible for q1 , q2 and q3 respectively. Then in event2 a new triple t1 arrives at node r1 and triggers q since it match with q1 of q. Node r1 rewrites q to q 0 by replacing x with o1 in all triple patterns of q where x is found. Then r1 sends q 0 to r2 . r2 has not triples already that satisfy the second triple pattern of q 0 so it just stores q 0 locally. Then in event3 a new triple t2 arrives at node r3 . Node r3 realizes that t3 can trigger the third triple 57



Figure 5.3: Comparing the query chains in SQC and MQC



pattern of q but has no rewritten queries yet so it just stores t3 locally and waits for rewritten queries. Finally, in event4 a new triple arrives t3 arrives at node r2 and triggers the second triple pattern of the rewritten query q 0 that is locally stored in r2 . Thus, r2 rewrites q 0 to q 00 by replacing variable y with the value s2 in all parts of the query where y occurs. r2 sends the new rewritten query q 00 to r3 . Node r3 finds out that it already has a triple t2 stored locally that it can trigger the third triple pattern of q 00 . So it rewrites q 00 by replacing the variable z of the third triple pattern with the value p3 used as predicate value in t2 . Then there are no more variables in the query, and hence no more nodes in the query chain so r3 sends the notification back to node n.



5.2



The MQC algorithm



Let us now present our second algorithm, the multiple query chains algorithm (MQC). MQC extends the ideas of SQC to achieve a better distribution of the query processing load. MQC does not create a single query chain for each query as SQC does, but by exploiting the values of incoming triples, it distributes the responsibility of evaluating a query to more nodes than SQC by creating multiple query chains for each query. A quick glimpse of what the difference between SQC and MQC is, can be taken from Figure 5.3. There, we draw, for each algorithm, all the nodes that participate in query processing for a query q that consists of 3 triple patterns. SQC has a single query chain consisting of 3 nodes and all requests at all times go through these 3 nodes. On the contrary, MQC creates a set of query chains which can collectively be seen as a tree, and now the query processing regarding q is spread among these nodes according to the values of incoming triples. As we see in Figure 5.3, each path in this tree (or link in an individual query chain) is determined by a value in the value range of the variables used in the triple patterns of q. Another critical point in MQC is that the various query chains are not created at the time that the 58



query is inserted; instead, they are created on demand when triples arrive and trigger the various triple patterns. Since both algorithms are quite similar, we will describe the second algorithm by pointing to the different actions that are taken by MQC in each step. Indexing a query. In SQC when a query of q triple patterns is inserted we immediately create a query chain of k nodes. In MQC no query chain is created. Instead the query is sent only to one node r1 that will be responsible for the first triple pattern of q. In this way a query is indexed in MQC with only O(logN ) hops. Our previous discussion on the order of nodes/triple patterns in a query chain also stands here. Thus, we would like this node r1 to be the node responsible for the triple pattern that will be less often triggered by incoming triples. In MQC we also follow the same heuristics rules as in SQC in indexing, when there is just one constant part in a triple pattern. But in case that there are multiple constants, we use the combination of all constant parts, namely if qj = (?sj , pj , oj ), we have Ij = Hash(pred(qj )+obj(qj )). We use the operator + to denote the concatenation of string values. We choose to use the concatenation of constant parts whenever possible, since the number of possible identifiers that can be created by a combination of constant parts is definitely higher, this will allow us to achieve a better distribution of the query processing load through the nodes of the network. Indexing a new triple. Regarding triple indexing there is no difference between SQC and MQC. Thus a new triple t = (s, p, o) in MQC has to reach the successor nodes of identifiers I1 = Hash(s), I2 = Hash(p), I3 = Hash(o), I4 = Hash(s + p), I5 = Hash(s + o) and I6 = Hash(p + o). Thus, a node n1 that inserts t will use the multiSend() function to index t to these 6 nodes in O(logN ) overlay hops. Receiving a new triple. As in SQC, when a node rj receives a new triple, it has to search if this triple triggers any rewritten queries and if it does these queries should be further rewritten and forwarded to the next nodes in the query chain. Query rewriting is done in the same way as in SQC but the difference is how rj decides who will be the next node in the chain rj+1 where the new rewritten query will be sent. In SQC this information is given to each node in the chain upon insertion of the original query where all the chain is created at once. Thus in SQC, rj already knows who rj+1 and is always the same node no matter what is the triple that arrived and triggered a local rewritten query. On the contrary in MQC, this is a dynamic procedure. Node rj+1 can be a different node for different triples that arrive in rj . Let us see an example to make this more clear. Consider the query q = (s1 , p1 , ?x) ∧ (?x, p2 , ?y) ∧ (?y, p3 , o3 ) indexed at node r1 . If t1 = (s1 , p1 , o1 ) arrives then the new rewritten query is q 0 = (s1 , p1 , o1 ) ∧ (o1 , p2 , ?y) ∧ (?y, p3 , o3 ). In SQC rj+1
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Figure 5.4: The algorithm MQC in operation would be Successor(Hash(p2)) since this has been decided upfront. However in MQC we also exploit the new value o1 in the second triple pattern and decide to index q 0 to the node Successor(Hash(o1 +p2)). If another triple t2 = (s1 , p1 , o2 ) arrives at r1 , q 00 = (s1 , p1 , o2 ) ∧ (o2 , p2 , ?y) ∧ (?y, p3 , o3 ) is created and this time it is indexed to Successor(Hash(o2 + p2)) whereas in SQC it would go again in Successor(Hash(p2)). In this way, in MQC query processing is distributed to more nodes according to the values of incoming triples and also query chains are dynamically created upon triple insertions and not statically at the time that the query arrives as in SQC. Another difference is that in the case of SQC nodes also store the original queries to know whether to store the new triple or not. In MQC nodes do not store the original queries since they are becoming part of a query chain only once relevant triples arrive to the previous nodes. This means that when a node in MQC receives a new triple is not able to know if there is a query indexed in the network that can be triggered by this triple in the future when other triples with appropriate values arrive. Thus, a node in MQC always has to store locally a new triple to guarantee the completeness of the algorithm. This, i.e., higher local storage load for each node and therefore higher total storage load in the network is a cost that we have to pay to get the nice distribution properties of MQC compared to SQC. Receiving a rewritten query. As in SQC when a node receives a rewritten query, it stores it and then it tries to further rewrite it using locally stored triples. The difference is only in where new rewritten queries are indexed which is as we described above. Example. Let us now give an example for MQC. We will use Figure 5.4 that shows a series of events following the insertions of a query. This figure follows the same rules as our example for SQC in Figure 5.2 so starting from left to right we see at each step what are the steps of the MQC algorithm that take place with each event and which nodes participate. Again, for clarity we
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show only what is relevant to this specific example. In event1 a new query q with 3 triple patterns is inserted by node n. Node n indexes the query to node r1 using the first triple pattern. r1 stores q and waits for future triples to trigger the first triple pattern of q. Then, in event2 anew triple t1 is inserted and arrives at where it triggers the first triple pattern of q. r1 rewrites q to qa0 as shown in figure and decides to index qa0 based on the second triple pattern where the combination of subject and predicate can be used. The identifier produced leads to node r2a where the query qa0 is sent and stored. In event3 another triple t2 arrives at r1 and again triggers the first triple pattern of q. This time, r1 rewrites q to qb0 as in the example figure. r1 uses again the second triple pattern to create the identifier that determines where to index qb0 but notice that the second triple pattern of qb0 is different than the one of qa0 that we used before. Thus the qb0 is sent at a different node r2b . r2b stores the query and waits for future triples. At this point observer that for two different triples that arrived at the same node and triggered the same triple pattern of the same query q a different rewritten query was created and assigned at a different node. This is the basic difference between SQC and MQC since SQC determines upon query indexing a single query chain. To proceed with our example, we see in event4 that a new triple t3 arrives at r2a . There it triggers the second triple pattern of qa0 so r2a rewrites qa0 to qa00 as shown in the figure. Then it uses the last triple pattern of qa00 to index it in r3a where the query will be stored waiting for triples to trigger the third triple pattern of qa00 . In event5 a new triple t4 arrives at node r3b . In MQC a new triple is always stored by nodes so r3b stores t4 and waits for rewritten queries that can be triggered by this tripe. Then, in event6 we a new triple t5 to arrive at r2b . There, it finds the locally stored qb0 and triggers its second triple pattern. Node r2b rewrites qb0 to qb00 and uses its last triple pattern to index it. So node r3b receives the new rewritten query qb00 . r3b has already a stored triple that match the third triple pattern of qb00 so a notification is generated and sent back to node n.



5.3



Order of nodes in the query chain



As we discuss above, a node n indexes a query q by creating a query chain and assigning responsibility for q to the nodes that compose this chain. For simplicity, in the previous sections we described our algorithms considering that n creates the query chain as the triple patterns appear in the query. This can be highly inefficient. The critical parameter is the rate of incoming triples of each triple pattern involved in the query. We would like to evaluate the triple patterns in such an order such as the number of intermediate results transferred is the minimum possible. In this way, we improve network traffic and also we minimize the query processing load since by transferring less data further in the
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query plan, less work has to be done. The critical point is which queries are waiting for which triples. If a query is waiting for triples that arrive at a very high rate, then a lot of traffic and query processing load is created since each new triple leads to the generation of new intermediate results that have to be forwarded through the query chain. Thus, it is very important to find a good order of nodes in the query chain, so as to achieve the least possible network traffic and the least possible total load. This is a problem similar to choosing the appropriate steps in a query plan based on selectivity estimation in the typical one time query scenario. In the continuous query scenario, we have to make a prediction. We have to choose between the triple patterns that appear in a query in order to design our query chain. If a choice is right or wrong will be judged by future triple insertions. A simple idea is to order the nodes in the query chain by taking into account the rate of incoming triples that trigger the triple patterns of the query. In other words, we try to place early in a query chain nodes that are responsible for triple patterns that are triggered very rarely, while nodes that are responsible for triple patterns that are triggered more frequently are placed towards the end of the query chain. An easy way to do this at the expense of book-keeping by individual nodes and some extra messages upon query indexing is to ask all nodes that will participate in the query chain what was the rate of incoming triples related to the triple pattern that they are going to be assigned. Then, we can decide the order of nodes in the query chain using the heuristics suggested. This means that node n that indexes a query q of k triple patterns no longer needs k ∗ O(logN ) messages to index the query but 3k ∗ O(logN ). Our solution is that before indexing a query (original or rewritten) a node asks the candidate nodes about the rate of incoming triples and then takes a decision, trying to place early in the query chain those nodes that are responsible for triple patterns triggered very rarely, while the nodes that are responsible for triple patterns that are triggered more frequently are placed towards the end of the query chain. Let us give an example. Assume a node n that wants to submit a query q with 3 triple patterns, (s1 , p1 , ?x) ∧ (?x, p2 , ?y) ∧ (?y, ?z, o3 ). Then, n asks the nodes r1 = Successor(Hash(s1 + p1 )), r2 = Successor(Hash(p2 )) and r3 = Successor(Hash(o3 )) about the rate of incoming triples of the combination (s1 + p1 ), the predicate value p2 and the object value o3 respectively. Then, n is able to index q to this node that is responsible for the triple pattern with the lowest rate of incoming triples (e.g., during the last time or data window). The same stands for rewritten queries (in the case of the MQC algorithm), e.g., assume that the previous query q is indexed to node r1 and the following triple arrives t = (s, p1 , o1 ). Then, we have a rewritten query q 0 = (o1 , p2 , ?y) ∧ (?y, ?z, o3 ). Node r1 will ask node r10 = Successor(Hash(o1 + p2 )) about the
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rate of incoming triples of the combination (o1 + p2 ), while it already knows the rate of triples with object value o3 (because node n has already asked it, so it has forwarded this information to node r1 ). Then, it can make a decision on where to index q 0 based on this information. Such an approach costs only a few extra messages and leads to significant improvements. Assume the case of the MQC algorithm, the cost to index an original query without requesting for statistics is O(logN ), i.e., pick one triple pattern and index the query using its constant parts. Now it becomes O(k ∗ logN ) where k is the number of triple patterns of the query. To do that, we use the multiSend[34] algorithm that exploits grouping of messages going towards the same directions in the network. Assume a node n that wants to index a query q and there are 3 candidates, r1 , r2 and r3 . If r1 , r2 , r3 is the optimal order to contact these nodes, first a message msg goes from n to r1 in O(logN ) hops requesting for statistics. Then, msg is forwarded from r1 to r2 in O(logN ) hops by piggy-packing the statistics of r1 and IP(r1 ). Similarly, r2 forwards msg to r3 in O(logN ) hops including its statistics and IP(r2 ). Finally, r3 sends all statistics and IPs to n in one hop since its address is included in the request. Then, after having seen all answers and taken a decision the query can be indexed with one extra hop since all answers contain the IP address of the candidate nodes. This leads to a total cost of O(k ∗ logN ) + 2. Observe that this is a cost we pay only once for each query while the benefits of avoiding large amounts of network traffic are visible with every tuple insertion. Since we follow the same strategy for rewritten queries, in order to minimize network traffic we make the following observations. A rewritten query q 0 that has been created as a result of another query q (q can be an original or again a rewritten query), will actually need to ask for statistics the same nodes as q did plus some new ones (since some triple patterns may are partially rewritten and some other may remain the same). q 0 can carry on this information from the previous node when it was rewritten. In this way, we choose to always pack the IPs of the remaining candidate nodes with a rewritten query so that when this rewritten query is further rewritten, we can avoid creating network traffic for information we new in the past. Thus, a new rewritten query only has to ask any new candidates for their statistics. Of course, statistics change over time.



5.4



Experiments



In this section we experimentally evaluate the algorithms presented in this paper. We implemented a simulator of Chord in Java on top of which we developed our algorithms. The experiments we will present demonstrate the performance of the algorithms and compare the two algorithms under various parameters. Our metrics are (a) the amount of network traffic that is created and (b) how



63



Figure 5.5: The schema used in our experiments the query processing load and storage load are distributed among the network nodes. Each metric will be carefully described in the relevant experiments. The experiments we will present consider various parameters that can affect performance in our setting, that include (a) the number of indexed queries, (b) the rate of incoming tuples and (c) the network size. For our experiments, we will need to create a uniform workload of queries and data (triples). We synthetically create RDF triples and queries assuming an RDFS schema of the form shown in Figure 4.4, i.e., a balanced tree with depth d and branching factor k. We assume that each class has a set of k properties. Each property of a class C which is at level l < d − 1 ranges over another class which belongs to level l + 1. Each class of level d − 1 has also k properties which have values that range over XSD datatypes. These data types are located at the last level d. To create an RDF triple t, we first randomly choose a depth of the tree of our schema. Then, we randomly choose a class Ci among the classes of this depth. After that, we randomly choose an instance of Ci to be subj(t), a property p of Ci to be pred(t) and a value from the range of p to be obj(t). If the range of the selected property p are instances of a class Cj that belongs to the next level, then obj(t) is a resource, otherwise it is a literal. For our experiments, we use conjunctive path queries of the following form: ?x : (?x, p1 , ?o1 ) ∧ (?o1 , p2 , ?o2 ) ∧ · · · ∧ (?on−1 , pn , on ) In other words, we want to know the nodes in the graph ?x for which there is a path of length n to node o1 labeled by predicates p1 , . . . , pn . Path queries are an important type of conjunctive queries for which database and query workloads over the schema of Figure 5.5 can be created easily. To create a query of this type, we randomly choose a property p1 of class C0 . Property p1 leads us to a class C1 from the next level. Then we randomly choose a property p2 of class C1 . This procedure is repeated until we create n triple patterns. For the last triple pattern, we also randomly choose a value (literal) from the range of pn to be on .
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(a) Algorithm SQC



(b) Algorithm MQC



(c) IPC size



Figure 5.6: (E1) This experiment compares the algorithms in terms of network traffic and demonstrates the effect and also the cost of the IP C in each algorithm Our experiments use the following parameters. The depth of our schema is d = 4. The number of instances of each class is 1000, the number of properties that each one has is k = 3 while the a literal can take up to 1000 different values. Finally, the number of triple patterns in each query we create is 5. E1: Network traffic and IP C effect. In our first experiment, we demonstrate various issues regarding network traffic. First, this experiment provides a comparison of our two algorithms in terms of the network traffic that they create. Furthermore, we investigate what effect can bring the use of the IP C (IP cache) in each algorithm and at the same time what the cost of this optimization is. We have already discussed in section 4.4 how IP Cs are used by our algorithms to reduce network traffic. As in one-time query scenario, each time a node xj communicate to another node xj+1 in order to forward intermediate results it keeps track of the IP address of xj+1 and uses it in the future whenever the same query or a similar one obliges xj to communicate with the same node again. We set up this experiment as follows. We create a network of 2 ∗ 104 nodes and install 105 conjunctive path queries. Then, we train IP C with a varying number of incoming triples, starting from 200 triples up to 5000. After each training phase, we insert another 1000 triples and count (a) the average number of overlay hops that are needed to index one triple and to evaluate all existing queries when using IP C, (b) the same as (a) but this time we do not use IP C and (c) the size of IP Cs at each node. The goal of the experiment is to observe what happens as triples are inserted in the network. So, each training phase, as we call it, has two effects. Triple insertions cause the algorithms to work so rewritten queries are created and forwarded through the query chains. Because of these forwarding actions, IP Cs are filled with information that can reduce the cost of a subsequent forwarding operation. After each training phase, we 65



take a measurement of how much it costs us to insert a triple in the network after all the triples inserted so far. In Figure 5.6 we show the results and we discuss them in detail in the following paragraphs. Figures 5.6(a) and (b) show the number of hops needed for each algorithm respectively. Let us first see algorithm SQC shown in Figure 5.6(a). The point 0 on the x-axis has the minimum cost, since it represents the cost to insert the first triple in the network. In this case, there are no previous inserted triples so there are not partially satisfied queries waiting for triples; therefore network traffic at this point is produced only because of the indexing of this triple to the network. IP Cs are empty at this point so their use has no effect. However in the next phases we observe different behavior when using and when not using IP Cs. We see that without IP Cs the network traffic required to insert a triple is increased, after each time we inserted a number of triples. This happens because each group of triples that we insert triggers queries, and, as a result, new rewritten queries are indexed which means that a next triple insertion will have higher probability to meet and trigger queries (which of course creates network traffic). So this is why we see the grey bars in Figure 5.6(a) going higher after each phase. On the other hand, the black bars that represent the cost when using IP Cs are going down. This happens for the same reason as in the previous case. Triple insertions that trigger queries result in the forwarding of intermediate results though the query chains but when we use IP Cs this actions also fill the IP Cs with IP addresses that can reduce subsequent forwarding actions. Thus, a next triple insertion will have a higher chance to cause forwarding intermediate results that will cost 1 instead of O(logN ) overlay hops. As an example, observe that after 5000 triple insertions, a next triple insertion will cost SQC 800 overlay hops but when IP Cs are used this will cost only 60. Of course this huge gain comes with a cost, as we see in Figure 5.6(c) where we show the average size (number of entries) of the IP C at each node. We see that the size is increased as more triples are inserted, but we also observe that this cost is only local storage cost at each node (there is no maintenance cost). Since even a small IP C size can significantly reduce network traffic (as we see for example after 200 or 400 triples), we can allow each node to fill its IP C as long as it can handle its size. In Figure 5.6(b) we show the network traffic cost for the MQC algorithm. Results are explained with the same arguments as in SQC. The difference this time is that we see a much higher cost for MQC both when using and when not using IP Cs. This is due to the fact that nodes in MQC cannot always group new rewritten queries and send them with a single message to the next node in the query chain as happens in SQC. This is because rewritten queries are indexed according to the values used and thus have to go to different nodes. For the same reason, we see in Figure 5.6(c) that the IP C cost for nodes in MQC is much smaller.



66



E2: Load distribution. In this experiment we compare the algorithms in terms of load distribution. We distinguish between two types of load: (a) the query processing load and (b) the storage load. The query processing load that a node n incurs is defined as the sum of the number of triples that n receives so as to check if locally stored queries are satisfied plus the number of rewritten queries that arrive to n to be compared against its locally stored triples. The storage load of a node is the sum of the number of triple pattern for which it is responsible, plus the number of triples that are indexed to this node plus the number of intermediate valuations that it has to store locally. For this experiment we create a network of 2 ∗ 104 nodes where we insert 105 queries. Then, we insert 6 ∗ 105 triples and we count the query processing and the storage load of each node in the network. Results are shown in Figure 5.7. In Figure 5.7(a) we show the query processing load for both algorithms. On the x-axis of this graph nodes are ranked starting from the node with the highest load. The y-axis represents the cumulative load, i.e, each point (a, b) in the graph represents that b is the sum of the loads of a most loaded nodes. We observe that algorithm MQC achieves to distribute the query processing load to a significantly higher portion of network nodes, i.e., in SQC there are 2685 nodes (out of 2 ∗ 105 ) participating in query processing, while in MQC there are 19779 nodes. Also notice that MQC has a slightly lower total load than SQC since nodes in MQC have more opportunities to group similar queries. In Figure 5.7(b) we present the storage load distribution for both algorithms. As before, nodes are ranked starting from the node with the highest load. The y-axis represents the cumulative storage load. In SQC the total storage load is significantly less than in MQC. This happens because in MQC a new triple is indexed/stored four more times than in SQC, by using the combinations of the triple values. In addition, since in MQC we create more than one query chains for each query based on the values, more rewritten queries are created. Of course, because of the previous observation, this storage load is nicely distributed among the network nodes. The high total storage load in the network is a price we have to pay for the better distribution of the query processing load for MQC. E3: Effect of increasing the rate of incoming triples in the load distribution. In this experiment we compare the algorithms in terms of load distribution, while the rate of incoming triples is increasing. In this case, we count again two kinds of load: the query processing and storage load. The base setting of this experiment is a network of 2 ∗ 104 nodes with 105 queries and 1.5 ∗ 105 incoming triples. We present how the two algorithms are affected when the incoming triples become T = 3 ∗ 105 and T = 6 ∗ 105 . In Figure 5.8 we show the cumulative query processing load distribution of both algorithms. We observe that in both algorithms the total load becomes
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(a) Cumulative query processing load



(b) Cumulative storage load



Figure 5.7: (E2) Comparing the algorithms in terms of query processing and storage load higher, while the number of incoming triples is increasing. It is predictable, since while more triples are inserted in the network the already indexed queries are triggered again and the responsible nodes have to work on the query process. In SQC the load distribution remain the same independently of the number of incoming triples. This happens because the query chains have been initially formed, therefore the responsible nodes remains the same during the whole query process, and these are always the nodes that suffer the load. Instead, in MQC, query chains are formed while triples are arriving, because of rewriting, in this way, as the number of triples is increased and new responsible nodes are defined that will suffer the query processing load. Thus, the load distribution in MQC becomes more fair as the number of triples increases. Notice, also that SQC reaches higher total load than MQC; this has to do with the creation time of the query chains. In SQC, the nodes that are responsible for the submitted queries are determined initially, so while triples are inserted they have to check for satisfied triple patterns or forwarded intermediate valuations, so they increase the total load. On the other hand, in MQC, the nodes that suffer the query processing load, start when the appropriate triples that trigger the corresponding triple patterns are inserted, so they do not work in vain. In Figure 5.9, we present the storage load distribution while the number of inserted triples is increasing. In both algorithms, the total load increases with the number of inserted triples. Each incoming triple is indexed and stored to different places (nodes) in the network as to meet all relevant submitted queries, so it adds storage load to these nodes that are its successors. Also, each incoming triple that triggers a triple pattern, causes the generation of intermediate results that also have to be stored to those nodes that participate in the corresponding query chain. SQC indexes a triple according to its subject, predicate and object value, instead MQC indexes the new triple to three more nodes that are the 68



(a) Algorithm SQC



(b) Algorithm MQC



Figure 5.8: (E3.1) Comparing the algorithms in terms of query processing load while increasing the rate of incoming triples



(a) Algorithm SQC



(b) Algorithm MQC



Figure 5.9: (E3.2) Comparing the algorithms in terms of storage load while increasing the rate of incoming triples successors of the combinations of these values. Also, in SQC a node that is the successor of a triple, stores it only if it is responsible for a triple pattern that is triggered by this triple. On the other hand, in MQC each node that is the successor of a triple stores it anyway (even if it is responsible for a triggered triple pattern, even if is not). This happens because the query chains in MQC are not created simultaneously the query submission, so the node that is the successor of the new triple may later become responsible for a rewritten triple pattern that will be triggered by this triple. According to these reasons, the total storage load in MQC is much higher than in SQC. Also, because MQC uses a combination of the constant parts of a triple to index it, it achieves a better load distribution than SQC. Another important thing that we observe in graphs of Figure 5.9, is that while increasing the number of incoming triples, the
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(a) Algorithm SQC



(b) Algorithm MQC



Figure 5.10: (E4.1) Comparing the algorithms in terms of query processing load while increasing the number of indexed queries increase of total storage load in MQC is higher than in SQC. This also happens because in SQC the query chains are already created, so since the first phase of our experiment when we insert 1.5 ∗ 105 triples the most queries are triggered so the appropriate triples have already stored. E4: Effect of increasing the number of indexed queries in the load distribution. In this experiment we compare again the algorithms in terms of load distribution, but now we are varying the number of indexed queries. The base setting for this experiment is a network of 2 ∗ 104 nodes with 2.5 ∗ 104 queries and 106 triples. We measure the distribution of query processing and storage load for each algorithm when the number of indexed queries is 5 ∗ 104 and 105 . In Figure 5.10 we present how each algorithm distributes the query processing load. MQC causes less total load compared with SQC, for the same reason as in the previous experiment, namely it does not create the query chains initially but while triples arrive, so the responsible nodes do not work unnecessarily but only when the appropriate triples trigger their triple patterns. In this experiment the load distribution produced by each algorithm remains reasonable stable, even in MQC, because the minimum number of queries is able to cover all possible indexing places. In Figure 5.11 we observe that in both algorithms increasing the number of indexed queries, causes the storage load to become slightly higher. This increase happens because as the number of queries is increased, more nodes become responsible for the extra number of submitted triple patterns, but anyway the initial number of queries is enough to cover all possible successors nodes. MQC achieves again a better load distribution, because it uses the combination of the constant parts of the triple patterns in indexing and because of rewriting. E5: Effect of increasing the network size in load distribution. In 70



(a) Algorithm SQC



(b) Algorithm MQC



Figure 5.11: (E4.2) Comparing the algorithms in terms of storage load while increasing the number of indexed queries



(a) Cumulative query processing load



(b) Cumulative storage load



Figure 5.12: (E5.1) Comparing the algorithm SQC in terms of query processing and storage load while increasing the network size the last experiment we compare the algorithms in terms of load distribution, while increasing the network size. In a network of N = [104 , 2 ∗ 104 , 4 ∗ 104 ], we index 105 queries and then we insert 106 triples. In Figure 5.12 we observe that SQC is not able to exploit the increase of network size, since the load distribution remains almost the same. On the other hand, as we show in Figure 5.13 MQC distributes the query processing and the storage load to almost as many nodes are available, so while increasing the network size MQC improves the distribution. This happens because MQC uses the combinations of the constant parts in indexing, while SQC just one constant part.
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(a) Cumulative query processing load



(b) Cumulative storage load



Figure 5.13: (E5.2) Comparing the algorithm MQC in terms of query processing and storage load while increasing the network size



5.5



Summary



In this chapter we presented two novel algorithms for the distributed evaluation of continuous conjunctive RDF queries over DHTs. Nodes subscribe with continuous queries and receive notifications whenever relevant resources are inserted in the network. The key ideas of our algorithms remain the same as for the one-time query scenario, but now we had to adapt them properly as the continuous query scenario is more complicated. The algorithms manage to distribute the query processing load to a large part of the network while trying to minimize network traffic. We presented a rich experimental analysis that demonstrate the performance of the algorithms and compare them under various parameters, i.e., the number of indexed queries, the rate of incoming triples, the network size, etc. We do not propose an optimal algorithm but we provide an extensive discussion and an exhaustive experimental comparison of different approaches. In the next chapter, we present conclusions and future work.
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Chapter 6



Conclusions and Future Work We studied the problem of evaluating conjunctive RDF queries composed of triple patterns over structured overlay networks. We studied the case of the one-time and the continuous query scenario and we evaluated novel algorithms for each query scenario, based on two alternative ideas. Our algorithms take into account various parameters that are crucial in a distributed setting (network traffic, query processing load distribution, storage load distribution etc.) and we extensively compare them under various assumptions. The key idea is to decompose each conjunctive query into the triple patterns that it consists of, and then to handle each triple pattern separately at a different node, trying to distribute the responsibility of answering the query to as many nodes as possible. These nodes form the query chain of the query and have to create and forward intermediate results through this chain. We dynamically exploit the values of incoming triples that partially satisfy the original query to create the next node in the query plan. In this way, we achieve to create multiple chains that carry out the query evaluation. As a result, we achieve a better distribution of the query processing load at the expense of extra network traffic and storage load in the network. We discuss the various tradeoffs that occur in our setting through a detailed experimental evaluation of the proposed algorithms. We do not propose an optimal algorithm but we provide an extensive discussion and an exhaustive experimental comparison of different approaches. Our future work concentrates on extending our algorithms so that they can be adaptive to changes in the environment (e.g., changes in the data distribution), be able to handle skewed workloads efficiently, take into account network proximity etc. We also plan to extend our algorithms to deal with RDFS reasoning. Eventually, we want to support the complete functionality of languages
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such RDQL [65], RQL [41] and SPARQL [60]. The algorithms will be incorporated in our system Atlas [37] which is developed in the context of the Semantic Grid project OntoGrid1 .



1 http://www.ontogrid.net
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