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Abstract This thesis presents an in depth analysis of the existing problems in the field of pronoun resolution, then addresses these, in the course of which a ‘state of the art’ system is developed which would serve as a useful tool for more practical higher level applications. The problems are largely caused by haphazard and inconsistent evaluation: it has not been clear which features are useful, which systems are more successful, or even what exactly the task should be, and so progress is at best uncertain. This work summarises the different approaches and charts a middle ground, at the same time as making necessary excursions in order to comparatively evaluate the work of others. The final result is an analysis that serves to identify which features are useful, what the effect of corpus size and domain differences are, and finally allows quantitive comparison of heretofore isolated research papers. Thus a solid platform is constructed for future research in the area.
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C HAPTER 1



Introduction



The ultimate aim of natural language processing (NLP) is closely connected to artificial intelligence: we want our computers to ‘understand’ human language. Individual researchers may focus on particular domains—classifying documents, identifying parts of speech, determining or disambiguating the various meanings of words—yet all these are clearly partial solutions of that one desire. They must all be solved for a computer to process or construct words as a human would. At present, there is often a separation in NLP between the micro-tasks and the macro-tasks. Research has been largely focused on work at a word or sentence level (parsing, word sense disambiguation, ...), or at a whole document level (information retrieval, document classification, ...); only a few applications, such as document summarisation and question answering, have thoroughly investigated the middle ground. Of course, in developing a system to determine some semantic attribute of a document one might use a variety of lower level features, but the current state of the art systems are heavily dependent on brute force machine learning methods, refinements of the classic ‘bag-of-words’ approach. The reason why these relatively straightforward strategies are so successful is that basic statistical information can deliver performance that is good enough for many tasks. However, they are fundamentally limited, never being able to provide a complete understanding of the semantic content of a document. At the other end, development of systems to understand words and sentences is progressing rapidly as more computing power and information become available. For instance, part of speech identification has reached 98% accuracy, current parsers approach 90%, and named entity recognisers 90%. Although word sense disambiguation still has far to travel, we are getting closer to a reliable logical interpretation of the sentence, and it is becoming more necessary to look at those missing links between sentence-level processing and document understanding, one important part of which is the ability to resolve pronouns.
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Pronouns are a large but closed class of words which stand in place of nouns; their exact scope varies from language to language. This study will focus on personal pronouns in English, such as he, they, hers, and so on. For example, take the sentences: Alexander1 was twenty-seven when he1 died. He1 had conquered most of the known world. Without understanding the pronoun he, all we can know is that Alexander was twenty-seven at some point in the past. The other content – the key information about his death and his conquests – is lost unless one resolves each of the subsequent pronouns to that same Alexander. Therefore, as well as being an interesting theoretical problem, pronoun resolution is a fundamental step for any program that attempts to understand all the information in some discourse. Of course, it is not always as straightforward as in the previous case: The theory is that Seymour1 is the chief designer of the Cray-32 , and without him1 it2 could not be completed .



1



In this sentence, it would be easy for a human to determine that him refers to Seymour and it refers to Cray-3. In making these judgements, however, we integrate a large amount of world and grammatical knowledge, realising that him cannot refer to theory or Cray-3 as both are neuter, and that ‘Seymour’ is a better resolution than ‘the chief designer’ (even though they refer to the same person). Resolving it correctly is also challenging: our preference for Cray-3 over theory (as the only neuters) depends our understanding of English idiom and that – in that particular situation – the theory is not one that Seymour would be completing.2



1.1 Existing Approaches Much work has already been done on pronoun resolution from both linguistic and computational perspectives. Initially, straightforward rules were implemented, such as in Hobbs’ naive algorithm [Hobbs, 1978] and BFP [Brennan et al., 1987]. These relied on looking through an ordered list of candidates until one was discovered which appeared reasonable. 1Equivalent subscripts denote nouns/pronouns which refer to the same thing. 2The final system correctly identified Seymour, but preferred theory over Cray-3, largely because of its more central position in the sentence and an inability to identify the gender of Cray-3.



1.2 C ONTRIBUTIONS



3



These simplistic strategies, however, failed to properly accommodate the inherent variability of language: ultimately, there are few rules, only indications and probabilities, and thus no single approach could ever be adequate. Rich and LuperFoy [1988] and Carbonell and Brown [1988] were the first to exploit this, by developing systems which were based on a series of preferences where every possible candidate was analysed and judged in order to select the most likely. Unfortunately, systems such as these require painstaking hand-tuning and intuition to determine the importance of the preferences, and moreover the weights of the preferences would likely differ between domains: what might be a sensible choice for technical manuals could be useless for novels. Therefore more recent research has turned to probabilistic and machine learning approaches [Ge et al., 1998, Aone and Bennett, 1996], inspired in part by their success in other areas of natural language processing, which allow models to fit the data automatically. However, even the best systems still only reach around 85% accuracy, and it is usually impossible to compare their performance due to differing corpora, pronoun coverages, levels of automation and evaluation methods. Thus not only have we failed to achieve sufficient performance in pronoun resolution, it is not even clear what the most important indicators for correct resolution are. Combined with the fact that most people have not made their software public, building on existing work is problematic: where does one start? What techniques are most successful? If a system is developed, how can its worth be demonstrated? So progress in the field is haphazard at best.



1.2 Contributions To help remedy these issues, the major contributions of this project were twofold. Firstly, a pronoun resolution system was developed which included the majority of the features described in the literature as well as some interesting additions, and this system used a proven statistical model (Maximum Entropy) which is well-suited to the large number of features implemented. Subtractive feature experiments were then used to gauge the usefulness of the features, providing others with a clearer indication of their respective contributions to resolution accuracy than has so far been available. Secondly, this program was benchmarked in a large number of ways: against itself with different corpora (including different domains and more data than has previously been used), and against others, where considerable effort was made to duplicate varying evaluation methodologies. Finally, those cases on which the system failed were analysed. Therefore one can gain a clearer idea of the relative performance
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of systems described in the existing literature, get some indication of the influence of additional data, and obtain a definitive judgement about the merits of the system developed for this project.



1.3 Structure of the thesis Chapter 2 provides an introduction to the theory and terminology of the field, an overview of pertinent work, and a description of the basic building blocks used in the system. Chapter 3 covers existing methods of evaluation in the field and concludes with those chosen for this project. The actual implementation of the system is covered both in Chapter 4, which discusses the information about pronouns extracted from the corpora, and in Appendix A, which covers the architecture of the system. Finally, the experiments conducted and their results are detailed in Chapter 5.



C HAPTER 2



Background



2.1 Terminology Unfortunately, what is referred to as ‘pronoun resolution’ in this work is described by various names in the literature. Many authors talk about ‘anaphora resolution’ or ‘coreference resolution’ instead; different in theoretical terms, but frequently used to refer to the same process of resolving pronouns. An anaphor is any term which relies on an earlier entity for its full interpretation. For instance, if one had earlier mentioned ‘Timur the Lame, the famous conqueror’, and later referred just to Timur, this later reference is an anaphor. Therefore to resolve the anaphor is to link Timur to its antecedent, ‘Timur the Lame, the famous conqueror’. Unfortunately, the strict definition of an anaphor only admits the possibility of preceding entities; the related but far more infrequent cataphora are those that refer to later entities, such as she in:



When she drank port, Esmerelda became quite garrulous.



Pronouns that need to be resolved to something within the text are thus always anaphoric or cataphoric, but these terms can be applied to many other phenomena. Coreference on first glance appears quite similar: terms are coreferent if they refer to the same external entity. So, in the earlier example, Timur would be coreferent with ‘Timur the Lame’, but the converse would also be true, for unlike an anaphoric relation coreference is a symmetrical and transitive relationship [Kibble and van Deemter, 2000]. However, it is perfectably possibly to have an anaphor without implying coreference:



Those jelly beans are so much nicer than these ones. 5
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Here, though ones quite clearly relies on ‘jelly beans’, the two terms are not coreferent, as two disjoint sets of jelly beans are being discussed. This can also happen with pronouns:



Every person has their dreams.



Clearly this does not mean that every person has every person’s dreams, but that they have their own distinct dreams. The problem is caused here by the quantifier every, which should apply not just to person (as most current parsers would suggest) but to all of ‘person has their dreams’. On the other hand, if English were consistent, their – being connected to person – should be singular under this interpretation. Another area of confusion relates to the input a system expects. If one is designing it to operate on raw text, it must not only have the ability to resolve pronouns but also distinguish which pronouns require resolution, for not all do. The two most important classes are pleonastic pronouns, which fulfil a purely grammatical role (for example, ‘it is raining’) and exophoric pronouns, which refer to entities outside the text (‘you might think that one plus one is two, but I know better’). Clearly should not try to resolve these, but since the task of determining which pronouns are non-anaphoric/cataphoric is generally regarded as requiring different strategies than resolving pronouns, most (but not all) authors exclude at least this step from their systems. However, not only is their disagreement on how to determine which pronouns to resolve, there are considerable differences over what kind of pronouns are truly ‘pronouns’. A paper might well include pronoun resolution in its title, but only consider third person singular personal pronouns; others are far more wide-ranging, or are simply unclear about which pronouns they consider. Grammatically speaking, a pronoun is any of a closed class of words in a language which stand in place of some noun, and for English this includes personal pronouns (I, you, their, themselves. . . ), interrogative pronouns (‘Who bit the dust?’ etc.), relative pronouns (‘I mildly dislike a man who. . . ’ etc.) and demonstrative pronouns (that, this, . . . ). Of these, we most need personal pronouns resolved because of their frequency and inter-sentence relationships, and almost all work is concentrated on them; other pronouns, such as relatives, are usually resolved in the parsing process, whilst the resolution of interrogatives would require a
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complete interpretation of the sentence1. This work will focus therefore on personal pronouns, and all future references to ‘pronoun’ should be assumed to refer to these.



2.2 Pronoun Resolution Strategies 2.2.1 History Early approaches to pronoun resolution tended to be either practical rule-based systems designed for human interaction within a particular application2, or relied on complex algorithms requiring detailed knowledge which is impractical to acquire outside a limited domain [Mitkov, 2002, Chapter 4]. These were often evaluated completely by hand [Hobbs, 1978, Strube, 1998], or had no published evaluation at all [Brennan et al., 1987, Carbonell and Brown, 1988, Rich and LuperFoy, 1988]. Although using full syntactic, semantic and ontological knowledge is ideal from a theoretical standpoint, practical considerations—such as the requirement for human intervention, the reliance on accurate complete parsing and logical interpretations, and the lack of coverage and disambiguation issues involved with knowledge sources such as WordNet [Markert and Nissim, 2005]—led to a number of different approaches being tried during the 1990s. This was encouraged by the growth in corpus-based linguistics generally, and from Lappin and Leass [1994] it became more common to focus on the results produced rather than merely the theory employed. This encouraged development which, rather than being motivated purely by difficult example cases, concentrated on simple strategies that fixed practical problems. However, as was mentioned before, the results were usually not comparable, and the greatest part of the blame for this is that there was no accepted standard corpus for the task.



2.2.2 Algorithms Initial work in the area was largely inspired by finding the linear set of steps which would reliably lead to the correct antecedent. The canonical example is provided by Hobbs [1978], who proposed a ‘naive’ approach which simply searched through potential candidates in a certain order until a reasonable one 1For example, from ‘What is the nicest fruit? An apple.’, one might want a program to determine that ‘an apple is the nicest



fruit’ is the second thought expressed, but this kind of forward logical resolution is far removed from most personal pronoun resolution, and might better be expressed as a case of of an ellipsis or zero-anaphor, where ‘the nicest fruit’ is understood after apple. 2Such as STUDENT, SHRDLU and LUNAR, discussed in Mitkov [2002, Ch. 4].
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was found3. Although some research in this area has continued [Brennan et al., 1987, Strube, 1998, Tetreault, 2001], most people now recognise that such an accurate algorithm is impossible to produce, and they are used merely as parts or features of more complex strategies.



2.2.3 Salience-based Beginning with Rich and LuperFoy [1988] and Carbonell and Brown [1988], instead of relying on a single theoretical model most authors have looked at combining a large number of factors. For instance, one might identify both that subjects are more likely antecedents than objects, and that certain words are more semantically likely in the context of the pronoun4; rather than deciding one or the other of these factors should have precedence, they are simply given weightings, and these weightings are combined for any particular candidate. The candidate with the highest score is considered the most salient. This not only allows a more accurate model, but is more forgiving of errors in the analysis of a factor, as misjudgement of one factor of a strongly preferred candidate would not be enough to throw the system off track. More recent work has been done by Lappin and Leass [1994], Kennedy and Boguraev [1996], and Mitkov [1998, 2002], all of which have at least produced corpus-based evaluations, although starting points differed: Lappin and Leass [1994] used hand-corrected full parses, while the other systems relied on faster and less informative (but higher coverage) shallow parses.



2.2.4 Coreference In 1995, a coreference task was introduced at MUC-65, recognising the importance of coreference resolution in information extraction. Therefore, as part of MUC-6 and MUC-7, corpora annotated for coreference were produced and made publicly available; despite being criticised [van Deemter and Kibble, 2000] for not following the strict definition of coreference described earlier, this failing is ideal from the perspective of this project since the vast majority of anaphoric pronouns were marked. This encouraged a significant amount of work which for the first time was reasonably comparable, although not all projects reported separate figures for pronouns. However, those systems which attempted to incorporate both pronoun and coreference resolution into a single strategy were usually not successful at only pronouns – of more importance was that, along with the general growth in enthusiasm for ML 3More detail is provided in Chapter 4 4Specific factors will be covered in more detail in Chapter 4. 5The sixth Message Understanding Conference
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based computational linguistics in line with increased computing power [Manning and Schütze, 1999], it popularised machine learning, which has since come to dominate work in both general coreference and pronoun resolution.



2.2.5 Machine Learning The use of machine learning methods for coreference resolution was pioneered by McCarthy and Lehnert [1995] and Aone and Bennett [1996], who used decision trees. However, their work was focused on NP coreference – or in the case of Aone and Bennett [1996], not using English but Japanese, a language which has no personal pronouns – and so their feature choices are of limited interest. Olsson [2004] has provided a comprehensive overview of later coreference techniques. Ge et al. [1998] were the first to apply an automatic learner for pronoun resolution exclusively, and they also generated a corpus which covered the first two hundred documents of the Penn Treebank, which other authors have since used [Tetreault, 2001, Morton, 2000]. Although only covering third person singular pronouns, their method has been very influential, for it appeared to demonstrate impressive performance (84.2% accuracy) with a relatively small feature set and was the first application of a probabilistic rather than a decision tree approach. Part of the great advantage with using a classification method that generates probabilities rather than yes/no judgements is that one usually wants a single antecedent for each pronoun, whereas a yes/no judgement on each antecedent could generate none or many. Probabilities, as with manual salience measures, will allow one to simply choose the highest score amongst the antecedents, reliably producing a single result. Other classifiers can only approximate this: for instance, one can use the proportion of correct judgements at a leaf in a decision tree, or repetitively lower the threshold of an support vector machine (SVM). Subsequently, instead of manually determining a sensible combination of probabilities as did Ge et al. [1998] (the difficulty of which may have influenced their limited feature set), researchers have begun to use the recently developed Maximum Entropy Modelling – also used for this project, as is discussed further in Section 2.3. This, as Morton [2000] and Kehler et al. [2004a] found, has allowed the introduction of significantly more features without a significant increase in development time or a degradation in performance (which can easily occur with other methods of classification, as Ng and Cardie [2002a] found when using clustering). More recent non-probabilistic efforts include those using decision trees [Yang et al., 2004, 2005] and SVM [Bergsma, 2005], and applying genetic algorithms to determine the ideal
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weights in a salience-based system [Evans, 2002]. Some success has also been achieved with bootstrapping a machine learner on unannotated data [Kehler et al., 2004b, Bergsma and Lin, 2006]. However, because none of these systems can be accurately compared, it is difficult to say which of these techniques has been the most useful. Note that the application of machine learning to pronoun resolution has brought few advances in the theoretical understanding of the linguistic features influencing pronoun resolution: instead, researchers have simply duplicated those described in earlier work. The one innovative feature that computational analysis has made possible is the automated analysis of parse trees [Luo and Zitouni, 2005, Yang et al., 2006] or ‘paths’ [Bergsma and Lin, 2006], which might replace part of the manual identification of likely relationships. However, results from this have only produced a few percentage points of improvement, with the human-identified features still required.



2.2.6 Gender and Number One significant feature for pronoun resolution is the identification of the number (singular/plural) and gender (masculine, feminine, neuter) of potential antecedents; this allows one to reduce the number of antecedents to those that match the characteristics of the pronoun, known as checking for agreement. For instance, in the sentence ‘John likes books. He reads them all the time.’, it is very easy to rule out books as an antecedent of he. This may seem simple, but is far from it. Even just covering names adequately is very challenging due to issues of coverage and gender: one might guess that Kim is a female name, but what if one is in Korea? Would Lewinsky refer to a company, a male, or a female? Such issues will be discussed at greater length in Section4.2; suffice to say that it is difficult problem, and by no means as simple as having a list of names. Thus it is often treated as an independent task. A useful introduction to work in this area is provided by Evans and Orasan [2000], who described an approach using WordNet, a gazetteer (list of names) and heuristics to determine information about NPs. However, this was not overly successful, and a large part of the problem was simply a lack of data. Because of this difficulty, other authors have looked at automatic extraction of gender information, which apply pronoun resolution algorithms themselves to guess the most probable resolution, and then assign that gender to the NP (e.g. so if ‘he’ is resolved to ‘John’, ‘John’ would be masculine). After all, for this task, the algorithm has only to be accurate enough to ensure that the majority of cases have the correct
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gender. This approach was pioneered by Ge et al. [1998], with the most recent work done by Bergsma [2005], Bergsma and Lin [2006].



2.2.7 Identification of unresolvable pronouns Closely connected to the problem of resolving pronouns is exactly which pronouns to resolve, excluding those non-anaphoric/cataphoric pronouns introduced in Section 2.1. For those developing coreference systems, this is usually a by-product of their approach (which must have the possibility of no coreference for any pair of entities), but when developing specific pronoun resolvers it is more usual to preprocess the non-referential pronouns or simply exclude them from any evaluation. This preprocessing step has been done both algorithmically [Lappin and Leass, 1994, Cherry and Bergsma, 2005] and via machine learning [Evans, 2001, Boyd et al., 2005].



2.2.8 Work in other languages Some work has been done in other languages, most notably French, German, Spanish, and Japanese. However, since the vast majority pronoun resolution authors concentrate on the English language, not to mention the unfamiliarity of the author with other languages, this thesis did not consider them. Let it suffice to say that each language presents its own challenges for the resolution of anaphora, and each feature discussed here is to some extent bound to the English language: one could always find a language, for instance, with ungendered personal pronouns, or without the rigid word order that makes an algorithm like Hobbs’ so effective. One would have to pick and choose the applicable techniques – only semantic compatibility would certainly be useful, unless the language lacked personal pronouns entirely.6



2.3 Maximum Entropy Modelling The classifier used for machine learning in this project utilises Maximum Entropy Modelling (MaxEnt), a statistically valid way of determining the influence of binary valued features. One of the most popular current classification methods, it has two key advantages for pronoun resolution: firstly, that it delivers probabilities rather than simple yes/no responses, allowing one to simply choose the candidate with the highest probability, and secondly, that it can easily accommodate multiple dependent features, unlike a 6See Chapter 4 for a description of the features mentioned.
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more naive statistical method such as Naive Bayes. This second characteristic is particularly useful for pronoun resolution because a large proportion of the features are dependent, as will be discussed at more length in Chapter 4.



2.4 Grammars



For most programming languages, a grammar is usually well-specified and unambiguous: it describes exactly what is valid and meaningful in the language, and nothing else. Defining such a grammar for a natural language like English has eluded linguists for many years; the best that have been devised are grammars that can cover all expressions in the language, but could also match expressions outside the language. The task of a modern natural language parser, therefore, is a complex one: it does not find the one derivation that matches the sentence, but finds the most probable out of those that could possibly fit the input data. For this project, the role of the parser was critical. It facilitated the identifications of noun phrases, the determination of how important a noun phrase was in the sentence, and the relationship of that noun phrase to other words in the sentence. Chapter 4 covers all these aspects in detail.



2.4.1 Combinatory Categorial Grammars



The particular parser used was that described in Clark and Curran [2004], which has a sentence coverage of 98.5% (i.e. it proposes parses for those sentences) and an accuracy of approximately 86.5% on labelled dependencies; it was trained on Wall Street Journal articles. In particular, it is known to be reasonably fast, processing around twenty-five sentences a second. These facts are significant, as some earlier work [Kennedy and Boguraev, 1996] has eschewed such ‘full’ parsers because of their inaccuracies and speed. It used a Combinatory Categorial Grammar (CCG) devised by Steedman [1996], which has a quite different formalism than familiar Contect Free Grammars. Rather than having a series of productions
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ate VBD



the DT



dog NN



(Sdcl\NP)/NP NPnb/N >



N >



NPnb >



Sdcl\NP 



Sdcl



F IGURE 2.1: A CCG parse of ‘The cat ate the dog’. such as: S → NP VP



→ V



NP



→ Det



VP NP N



Det → the | a N



→ cat



| dog



V



→ bit | ate



each word is assigned a set of possible categories which describe how it can be combined with other words. Thus, instead of a verb such as ‘bit’ being simply a kind of V , it would be given a category like (S\N P )/N P . What this means is that one can first combine it with a subsequent N P to generate the category S\N P , and this new category will now expect a preceding N P . Thus the parse for a sentence such as ‘The cat ate the dog’ would look like Figure 2.4.1. In effect, the whole grammar is described by the categories assigned to the words. One advantage of this kind of functional grammar is that it is relatively easy to extract the logical meaning from a sentence: one simply associates each type of application with its own logical transformation. More importantly, it is very flexible with certain complex constructions that are frequently hard for grammars to represent; there are more ways of combining categories than simply the forward and backwards application discussed here. However, this description should be enough to understand the limited examples presented7. 7The images were generated by the tool described in Hughes et al. [2005].
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2.4.2 Grammatical Relations As well as the CCG parse trees, the parser could also output the grammatical relations of the words in the sentence (GRs, using the formalism devised by Carroll et al. [2003]). This was invaluable for some of the semantic features, as long range dependencies in the parse tree could be determined without effort. In the simple case above, it would generate: det(cat, T he) det(dog, the) dobj(ate, dog) ncsubj(ate, cat) That is, cat is the head word linked to the determiner the, as is dog, and ate has the subject cat and the object dog. In this project the importance of particular types of relations was evaluated by the classifier, and so a more thorough description is omitted.



2.5 Summary This chapter has covered the theoretical background of pronoun resolution, which introduces the evalution problems which are covered in more detail in Chapter 3. It has also given a useful overview of earlier work which thesis will build upon in 4, and briefly introduced the two primary tools (MaxEnt and the Clark and Curran [2004] CCG parser) which will be used as building blocks in the development of the system.



C HAPTER 3



Evaluation



Pronoun resolution is an area beset by two problems: it is unclear what exactly the task is, and— obviously connected—how best to measure success. As mentioned in Chapter 1, one complication is that computational linguists rarely follow the same definition of a pronoun. The usual practice is restrict the problem domain to personal pronouns, excluding interrogatives, relatives, and other forms, but after this there is limited consensus. Thus we find coverage ranging from only anaphoric third person singular pronouns to all personal pronouns, and the lines in between are frequently ill-defined. The situation is exacerbated by a lack of common corpora (or even a consistent annotation scheme across corpora), and the tendency of authors to underspecify what pronouns their system considers and how they determined their quantitative results.



3.1 Metrics



One might hope that many of the differences mentioned above would be minised by well-known metrics; if at least one number was common across systems, there would be some means of gauging their performance, however flawed. Brief perusal of the literature appears to give some hope, since those measures familiar to NLP and ML researchers—accuracy, precision, and recall—are frequently used. The usual definitions are given below:



accuracy = recall = precision = 15



TP ∪ FN all TP TP ∪ FN TP TP ∪ FP
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Analysing results on a per pronoun basis, the possible outcomes are that the pronoun is correctly resolved (T P - true positive), that the pronoun is incorrectly resolved (F P - false positive), that we don’t attempt to resolve a pronoun which should have been (F N - false negative), and that we ‘correctly’ fail to resolve non-referential pronouns (T N - true negative). Precision is therefore what we considered correct out of what has been attempted and recall is treated the correct resolutions (T P ) over everything that should have been resolved (T P + F N ). Unfortunately, the definition of resolvable pronouns varies: if it was consistently treated as ‘all resolvable pronouns’, there would be little difficulty, but too often it becomes ‘all resolvable pronouns annotated in the corpus’ [Baldwin, 1997], ‘all resolvable pronouns in our chosen subset’ [Morton, 2000, Yang et al., 2004], or ‘all resolvable pronouns identified by our algorithm’ [Aone and Bennett, 1996]. However, the structure of most pronoun resolution systems makes these numbers largely meaningless. Since they accept only the pronouns that could be resolved, the usual trade-off between precision and recall is not as significant, since one will never resolve a pronoun that should not be resolved; in fact, the usual practice is to try to resolve all pronouns, in which case the precision is identical to the recall. Therefore the only systems which use these metrics are designed for or heavily influenced by general NP coreference, where precision and recall are standard1. And thus most authors talk primarily about accuracy, since for them the only two outcomes are correct resolution and incorrect resolution[Hobbs, 1978, Ge et al., 1998, Preiss, 2002a, Kehler et al., 2004a, Cherry and Bergsma, 2005]. This is equivalent to the recall with respect to the chosen pronouns (however the pronouns may be chosen), and not following the standard definition; again, not particularly helpful for cross-system comparison.



3.1.1 Resolution Rate In order to provide what is in effect a standardised definition of recall, Byron [2001] proposes a new metric called ‘Resolution Rate’, arguing that since the ultimate aim of ‘pronoun resolution’ is, obviously enough, the resolution of pronouns, authors should measure their progress against all pronouns that are resolvable; the formula used is C T +E 1Since for these systems there is a choice about whether to propose a coreference relationship for every single NP, and some are not coreferential.
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where C is the number of correct resolutions, T is the number of pronouns considered, and E are those referential pronouns excluded from evaluation. T + E leaves out non-referential pronouns (e.g. pleonastic), but going against standard practice, includes exophoric pronouns and demonstratives. The intent is clearly to make the denominator large enough to encompass the contribution of all systems, but the lack of consideration given to non-referential pronouns is contentious: some researchers, most notably Lappin and Leass [1994] and Mitkov et al. [2002], include a component to filter these in their systems, and would presumably argue that determining exactly which pronouns to resolve (or even which words are pronouns) is a significant part of pronoun resolution.



3.1.2 Success Rate Mitkov [2000] puts forward a similar argument for his ‘success rate’, defined as: Number of successfully resolved anaphors Number of all anaphors However, this measure is somewhat unclear. Are cataphora, for instance, intended to be excluded? A restriction to nominal anaphora is specified, presumably excluding more obscure forms such as otherand one-anaphora, but he explicitly allows the metric’s use for noun phrase anaphora whilst considering only pronominal anaphora in discussion of his results. Two refinements of this measure are also proposed, ‘non-trivial success rate’ and ‘critical success rate’. These restrict the number of anaphors considered to those with more than one candidate following initial processing, and those with more than one candidate following number/gender filtering, the idea being to identify performance on difficult instances. Unfortunately, this appears too tailored to certain techniques: if one is not applying such strict filters, but instead passing all possible candidates to the classifier and relying on features to discriminate between them, critical success rate is equivalent to non-trivial success rate, and if one’s window is of reasonable size the non-trivial success rate will be almost identical to the success rate2. Frustrated by the different levels of preprocessing used by different authors, Mitkov [2000] also specifies his success rate should be used in two ways, one for algorithms and one for systems. He suggests that algorithms should always be given correct input, either hand-generated or post-edited. Given the



2Only at the very start of the document will there be single candidate.
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increasing amount of data available for pronoun resolution and the growing popularity of machine learning (which is aided by large quantities of data), this would seem impractical in many cases, although the basic intent of demanding comparable results is obviously commendable.



3.1.3 Resolution Etiquette ‘Success rate’, as with ‘resolution rate’, fails to consider non-referential pronouns. Mitkov et al. [2002], finding that adding filtering to the system decreased their success rate, follows the earlier suggestion by a new measure, ‘resolution etiquette’, which simply includes the successful filtering of these pronouns. His formal definition is:



N 0 + A0 P



where N 0 are the correctly filtered non-anaphoric pronouns, A0 are the correctly resolved anaphoric pronouns, and P is the total number of pronouns. Again, the treatment of cataphora is not made clear.



3.1.4 Coreference Evaluation In the closely related field of coreference, evaluation is even more confused. Not only are there multiple methods of how to score each coreference chain [Vilain et al., 1995, Bagga and Baldwin, 1998, Luo, 2005], but the whole notion of coreference standardised by the MUC coreference tasks has been attacked, as was mentioned in Section 2.2.4. Apart from this latter problem, which calls into question the use of ‘referential’ as a term but allows us to continue to talk about anaphoric and cataphoric pronouns, the main influence of this on pronoun resolution is on the method of determining a correct resolution, as will be discussed in Section 3.3.



3.1.5 Detailed Reporting Byron [2001] also suggests that as well as Resolution Rate and precision/recall for the whole corpus, papers on pronoun resolution should report success on the different pronouns. This would provide a valuable check on how difficult a particular corpus is and make comparisons easier, and also make it clearer in what areas the algorithm is successful. Unfortunately her ‘standard disclosure’ breaks down the categories of pronoun so comprehensively that the results cannot be determined automatically, and thus would be impractical when evaluating on a large corpus (without extremely detailed and costly annotations).
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3.2 Algorithm or System? One of the biggest difficulties in evaluating the relative merits of pronoun resolution systems has already been hinted at in Section 3.1.2: that there is a lack of consistency in what the programs require as input. Only a few can run successfully on entirely unprocessed text [Mitkov et al., 2002, Lappin and Leass, 1994]3, while others depend upon (or at least were evaluated using) varying degrees of preprocessing, ranging from the identification of anaphoric/cataphoric pronouns [Kehler et al., 2004a, Yang et al., 2005, Bergsma, 2005] to complete parse trees annotated with hand-extracted information concerning antecedent characteristics [Ge et al., 1998, Tetreault, 2001]. Part of the problem is the prohibitive cost of developing systems designed for all forms of pronouns when one only wishes to prove the usefulness of one particular new idea; another is because pronoun resolution requires so much background NLP infrastructure4, for those who do not have easy access to state-of-the-art tools there is little incentive to build complete solutions whose performance is hampered for reasons unrelated to the efficacy of the algorithm. Finally, the field itself had its origins more in theory than in practice, before large corpora existed and could be efficiently processed, therefore early algorithms were evaluated by hand [Hobbs, 1978].



3.3 A Definition of ‘Correct’ Resolution The metrics above are meaningless without a definition of what the correct resolution is. This is yet another area where there is a lack of standardisation: approaches range from marking correct a resolution which finds any antecedent [Ge et al., 1998], only one which finds the closest antecedent [Kehler et al., 2004a]5, those that eventually find a definite-NP antecedent [Preiss, 2002b] or those which generate the whole chain (most coreference systems implement something analogous to this). Most fail to explain their approach at all. To clarify, take the sentence: George went to the cinema, and while there, he put on his new sunglasses.



3Although Lappin and Leass [1994] hand-corrected the parser output for evaluation purposes. 4Such as parsers, chunkers, named-entity recognisers, knowledge of gender/number/animacy and selection constraints, and definite-NP coreference. 5Possibly. They at least mention excluding all but the closest Hobbs’ distance antecedent from training, which is subtlely different from the closest
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Resolving his, the first method would accept George or he, the second only he, the third George or he only if he was resolved to George, and the last either George or he, but now he must be resolved correctly in both situations. No-one seems to advocate particular methods here: what is used appears to be whatever is easiest in the circumstances. The most popular technique appears, unsurprisingly, to be the first one, which gives the highest percentages. However, it does have a significant drawback, for if using a corpus originally intended for coreference (such as MUC-6 or MUC-7) there are passages like:



George went to the cinema. While there, he saw Jim. Then George put on his new sunglasses.



Here, resolving his to the initial George, or even he, seems intuitively odd. A human would—and this is reflected in the annotation schemes of corpora designed purely for pronoun resolution—identify his referring only as far back as the nearest definite NP, and not consider the earlier George as the antecedent of the pronoun, particularly given the intervening Jim. Another difficulty in judging a correct resolution is in the identification of NPs. Corpora can either annotate the ‘maximal’ NP or only the head—or something in between, due to annotator error or incomplete specifications. For instance, in the sentence “Look at the guy with the new sunglasses.”, the guy with the new sunglasses would be a maximal NP with its head as guy. Thus when evaluating, particularly when attempting to use corpora without NP annotations, it becomes necessary to equate the definition of NP provided by one’s tools with that provided by the annotation, or, more questionably, to use the annotations as definitions of NPs. Clearly this latter option could not be applied to unannotated texts. If the head NP is given in the annotation, as is the case for MUC-6 and MUC-7, this can be as simple as finding the head NP of the noun-phrases the parser identifies. The only possible drawback to this method is that it fails to penalise the parser for some types of bad parses, so one could get the right resolution for the wrong reasons. In the other more common situation of giving some ‘larger’ NP, an incorrect parse could mean either that the NP cannot be identified at all, or that an incorrect head node in the NP is picked up, which would allow the ‘correct’ candidate to appear twice, both as part of the maximal NP and as a subsidiary NP attached in some way to the head. Only the maximal NP version would then be considered correct, and this problem is unlikely to induce a significant change in the overall accuracy.
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F IGURE 3.1: Incorrect attachment of the prepositional phrase in a CCG parse, causing the NP not to be identified.



An example of a bad parse taken from the BBN corpus is given in Figure 3.3, where the P P is incorrectly attached to the S\N P (i.e. the VP) rather than the N P . For this sentence the original antecedent annotation was on kids in an unfair testing situation, and thus cannot be resolved to a particular N P in the parse tree, meaning that it is impossible for an algorithm proposing antecedent NPs based on the tree to be judged correct, or for an ML classifier to be trained on this instance.



3.4 Reimplementation A very popular method of demonstrating the superiority of a new algorithm, or even as an avenue of research on its own, is simply to reimplement popular existing algorithms and compare their performance within the same evaluation context [Barbu and Mitkov, 2001, Preiss, 2002a, Tetreault, 1999, 2001]. Made necessary by the disorganised state of pronoun resolution as a field, although theoretically valuable its practice is frequently less than desirable. For one, it is hard to believe in the disinterest of someone implementing an algorithm purely to demonstrate the superiority of another; would there be the same degree of fine-tuning as might usually be expected? This suspicion is confirmed when examining the relevant papers: Schiehlen [2004], for instance, half-implements earlier solutions for a different language (German), then simply combines them with his own tweaks, unsurprisingly finding that his own solution is superior; Preiss [2002b] leaves out critical gender information from her reimplementation of the algorithm presented in Kennedy and Boguraev [1996].
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3.5 Feature Utility One factor of obvious interest is the effectiveness of the difference features used. Future researchers need to know which parts of the system are most valuable and worth incorporating, and which provide little to no benefit. Unfortunately, papers usually leave out a detailed analysis of feature contributions, at best only describing the change in performance as whole blocks of features were added to the system [Ge et al., 1998, Kehler et al., 2004a, Yang et al., 2004]. This means that one cannot be sure of the individual importance of the feature, as its effect may be completely covered by later additions.



3.6 Corpora As was mentioned in Chapter 2, one of the many problems holding back research into pronoun resolution is the lack of large and comprehensive corpora, and the consequent tendency of researchers to ‘roll their own’. For those without the resources to do so, the choice of coverage—what kinds of pronouns to resolve, and even which methods to use—is determined by the annotators of a particular corpus rather than personal preference. Thus attempting to test on different corpora may require certain compromises. Listed below are those resources which could be obtained for this project.



3.6.1 BBN Pronoun Coreference and Entity Type Corpus This corpus was released only recently as of writing (September 2005), and so unfortunately has few available points of comparison. However, it has the significant advantages that it is both by far the largest corpus available at approximately 1.1 million words and is an annotation of the same Wall Street Journal corpus used for the Penn Treebank (which is the gold standard corpus for parsing tasks). This means that one can use it without needing a parser; unfortunately, since most parsers are trained on the Treebank, and because it is already tokenised and has sentence breaks, it is problematic to use it as the final test for a more automated system. There are also problems with lack of documentation, but it is clear from the coverage detailed in Table 3.6.1 that they have attempted to annotate all third person pronouns which are anaphoric/cataphoric6, unfortunately leaving out the few first and second person pronouns (except for two odd exceptions which were presumably annotated in error). There is also no information given about the extent of the 6Since masculine, feminine and plural pronouns have almost complete coverage, and the others missing are pleonastic uses of it.
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Pronouns Annotated Unannotated Proportion Annotated sing. masc. 6837 4 0.999 sing. neut. 10063 1892 0.842 1163 1 0.999 sing. fem. sing. 18063 1897 0.905 6037 37 0.994 plur. total 24100 1934 0.926 TABLE 3.1: Statistics from BBN for 3rd person pronouns



Pronouns 1st person 2nd person 3rd masc. 3rd neut. 3rd fem. 3rd all sing. 3rd plural 3rd all



Annotated Unannotated Proportion Annotated 138 35 0.798 32 13 0.711 186 6 0.969 161 64 0.716 53 6 0.898 400 76 0.840 139 21 0.869 539 97 0.847 TABLE 3.2: Statistics from MUC-7



NPs annotated, but it appears that maximal NPs are found, and—with some work—the head of these could presumably be extracted from the Penn Treebank.



7



3.6.2 MUC-7 Coreference Task Corpus The MUC-7 Coreference Corpus8 uses newswire articles, and annotates not only referential pronouns but any NP coreference. The documents are taken from the New York Times newswire service rather than the Wall Street Journal, which seems likely to be responsible for the relatively smaller number of singular neuter pronouns. Developed for a large US-government funded competitive task, it is welldocumented and there are many published results [Soon et al., 2001, Ng and Cardie, 2002a, Bergsma, 2005, Yang et al., 2005]—of course more tending towards general coreference than pronouns. However, as can be seen in Table 3.6.2 (which combines the various test and training sets), it is significantly smaller than the BBN with only around 30,000 words, and excludes a greater number of third person pronouns from annotation. Moreover, the documents in the corpus are selected to refer to missile launches and airline crashes, and it may be that these have significantly different characteristics from randomly chosen documents. 7Assuming that the annotators used the parse tree when annotating to ensure their idea of NP matched that of the Treebank. 8MUC-6 was not used in the evaluation because it overlapped with the primary training corpus, BBN.
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Annotated Unannotated Proportion Annotated 716 54 0.930 203 12 0.944 1105 36 0.968 451 558 0.447 278 4 0.986 1834 598 0.754 558 105 0.842 2392 703 0.773 TABLE 3.3: Statistics from ACE



3.6.3 ACE Corpus Automatic Context Extraction (ACE) is a more recent US government task which also has a coreference component; it includes transcriptions of TV news broadcasts9, newswire (New York Times) and newspaper documents (Washington Post). However, it only includes coreference amongst ACE markables, which can be people, organisations, facilities, locations, geo-political entities, and vehicles, and this may make the task slightly easier. However, as can be seen in Table 3.3, it still covers a reasonable proportion of the references (remember that many third person singular neuter pronouns are pleonastic), and at approximately 100,000 words this corpus falls between MUC-7 and the BBN in size.



3.6.4 Wolverhampton This corpus is freely available and was initially used to evaluate a non-machine learning algorithm developed by Mitkov et al. [2002]10, and thus its size is insufficient for serious training purposes. However, it consists of technical manuals, and is therefore an interesting example of text from a different domain; manuals have also been used in other evaluations, such as Lappin and Leass [1994] and Kennedy and Boguraev [1996]. Particularly noteworthy is the absence of feminine and masculine pronouns demonstrated in Table 3.4, a fact that complicates pronoun resolution considerably as gender cannot perform its usual filtering role. First and second person pronouns are not annotated.



9These were excluded from the corpus, as other researchers had made similar decisions (most probably because pronoun



resolution in speech can be quite different from normal written documents) 10Unhappily with some alterations, so results are not completely comparable.
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Pronouns Annotated Unannotated Proportion Annotated sing. masc. 9 1 0.900 sing. neut. 237 83 0.741 3 0 1.000 sing. fem. sing. 249 84 0.748 105 12 0.897 plur. total 354 96 0.787 TABLE 3.4: Statistics from Wolverhampton for 3rd person pronouns Corpora Domain Size MUC-6 Newspaper text 2358 pronouns MUC-4 and Reuters [Bean and Riloff, 2004] Newspaper text Larger than MUC-6 ANC subset [Bergsma and Lin, 2006] 2779 pronouns AQUAINT subset [Bergsma and Lin, 2006] 1078 pronouns ? WSJ-Ge [Ge et al., 1998] Wall Street Journal 200 documents Lancaster Anaphoric Treebank Newswire 100,000 words BNC subset [Preiss, 2002b] Varied 382 pronouns TABLE 3.5: Information concerning other pronoun/coreference corpora



3.6.5 Other corpora As a useful reference, other corpora that the author is aware of but were unavailable or inappropriate for this project are listed in Table 3.5, with the exception of those of exceptionally small size.



3.6.6 Unannotated Corpora One way researchers have tried to overcome the lack of anaphorically-annotated corpora is to mine other corpora for useful data, and a few approaches have been tried. Markert and Nissim [2005] use the Web and the BNC (British National Corpus) to find possible synonymy and hyponymy relationships via pattern matching to help determine other-anaphora and coreferring definite noun phrases, hoping for better coverage than provided by the manually constructed WordNet ontology. This gave encouraging results, particularly for the resolution of other-anaphora. Of more use to those interested in pronoun resolution is the technique introduced by Dagan and Itai [1990], which relies on slightly more complex processing to extract the possible arguments to a particular verb, then using the probabilities of those arguments to help select likely pronoun antecedents. In other words, determining the semantic constraints of a verb in a very cheap way. This method was latter used by Lappin and Leass [1994] as a last step in case antecedent selection was difficult, proving moderately useful, but when built into a general statistical model by Kehler et al. [2004a] failed to provide any
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significant improvement. Similar work by Yang et al. [2005] and Bergsma and Lin [2006] using larger training corpora has proven more fruitful.



3.7 Practice



All the above serves to reinforce our original argument: that the evaluation of pronoun resolution systems/algorithms is a complex task, particularly when attempting to compare with existing methods. The ‘ideal’ solution would be to reimplement all of the prominent methods, test these on all corpora, report all the various metrics for every possible kind of pronoun and each kind of ‘correctness’, then repeat those for each possible combination of features in the proposed system. Naturally all of this is not feasible, and given the scope of this project, each of these parts was simplified; the simplifications in general followed the most popular methods rather than attempting any theoretical improvements, since the most important need here is for comparison. Therefore Hobb’s algorithm was reimplemented to act as a baseline and point of reference, and only third person pronouns were considered since the primary corpus (BBN) annotated only these. Moreover, they are by far the predominant form of pronoun in newspaper corpora, as can be seen in Section 3.6, and many of the first and second person pronouns are exophoric or behave in different ways. Third person pronouns not annotated at all in the corpus were not considered, due to the lack of documentation on exclusions and the need to develop a separate filtering system (which the majority of authors have not attempted). These compromises still provide a good idea of the relative performance of the system, as Ge et al. [1998], Lappin and Leass [1994], Yang et al. [2006], Kehler et al. [2004a], Tetreault [2001] all reimplemented Hobb’s algorithm and most recent work has used third person cataphoric/anaphoric pronouns exclusively. In reporting the results Resolution Rate and the ‘standard disclosure’ of Byron [2001] were disregarded as the annotations again did not provide sufficient information to do this automatically, and while these are promising ideas they have not been widely adopted and at present have limited utility. Thus, because the focus was on cross-system and cross-corpus evaluation rather than performance on individual types of pronouns, no per-pronoun breakdown results were attempted, and the only figures given for a single run were those of accuracy on all annotated pronouns (equivalent to ‘Success Rate’ and Recall) and accuracy on all pronouns the could potentially be resolved after preprocessing errors (providing another point of comparison across different corpora and against other work).
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F IGURE 3.2: Illustration of equivalent NP sets. As far as determining the ‘correct’ resolution, results for any antecedent are presented, as this appears the most popular method (and is by far the easiest to implement, as it is not clear whether closest should be a syntactic or word level distance measure). Also, an antecedent can only be judged correct if it matches exactly an NP in the parse tree. However, due to the variability of the corpus annotations, the parse tree is trusted to the extent that direct subsidiary NPs determined equivalent. Therefore in the sentence given in Figure 3.7, the set of NPs {the road, road, the road of empty glasses} would be considered a single entity for the purposes of evaluation, as would {empty glasses, glasses}. Note that these two sets are correctly not combined since of empty glasses is not a direct NP child of the road of empty glasses.



3.7.1 Feature Utility During development the features were tested additively, but the results are presented are from a final subtractive evaluation where a feature is removed from the system to gauge the effect on performance, rather than the additive technique usually employed. Because of the sheer number of features implemented it was not practical to do this for every one, but the granularity of the groups is finer than what has previously been attempted.



3.7.2 Overall Performance Development was carried out on the BBN corpus, as it was by far the largest. In the final evaluation, this data and the other corpora was used to gain an idea of performance with respect to other systems
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and domain, as well as providing a ‘blind test’ and an evaluation of the system when faced with more preprocessing errors11.



3.8 Summary This chapter has presented a survey of the confusing state of evaluation in the field, looked at the available corpora (and the differences between them), and presented a short overview of how the final evaluations were carried out – primarily, to ensure they were comparable to existing work, as far as that was possible. As far as I am aware, this is the first comprehensive discussion of the available metrics and means of judging correctness, a contribution which should encourage more consistent evaluation, or at least awareness of how different the presented percentages may be.



11Since this had not been seen by the parser, and had to be tokenised and have sentence boundaries added. In comparison to a completely automated system, the only omission was a filter for non-anaphoric/cataphoric pronouns
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Since this project was based on machine learning, the most natural way to discuss its attributes is to divide them into the distinct features (or at least feature groupings). This section in general includes some historical background on the particular features, but the majority of them are obvious enough that few authors attribute them, and so the ‘original’ paper they may have been used in is not cited. However, to the best of my knowledge, this is the first use of the combined distance measures, the topicality measures using the size/number of relations in the NP, and the WordNet expansion of wordlevel features. When numerical features are mentioned in the following sections, they may assume to be discretised, as the classifier required this. Unfortunately, there was insufficient time to experimentally determine the best approach to the discretisation, and one might hope that fine-tuning of this (perhaps based on some change in entropy technique) would be useful to the system.



4.1 Distance Measures The simplest method of resolving pronouns is simply to link them to the closest previous NP; in fact, this is the ‘rule’ that people less familiar with the field would be most likely to cite. Although correct resolution is not quite so straightforward, it is obvious that the further away a candidate is, the less likely it is to be correct, and perhaps a better rule would be to look back until a semantically reasonable antecedent1 is discovered. This is the intuition behind algorithms such as Hobbs’ [Hobbs, 1978], BFP [Brennan et al., 1987], LRC [Tetreault, 2001] and S-list [Strube, 1998] (all mentioned in Chapter 2); they differ in their ordering of the available candidates, the exact method of ‘looking back’. Though not talked about in the original papers as distance measures since the first likely candidate is selected, 1In terms of gender/number, binding theory, and semantic constraints. 29
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for a more flexible system the ordered list of candidates that these algorithms generate can approximate distance. Ideally all of these would have been trialled, but this would have taken considerable time for most likely limited results. Tetreault [2001] found that, in a comparative evaluation (without semantic constraints), the best performing methods were Hobbs’ and his own. Because of this, and the widespread use of Hobbs’ algorithm as a baseline and feature input for ML pronoun resolution [Yang et al., 2006, Ge et al., 1998, Kehler et al., 2004a, Lappin and Leass, 1994], Hobbs’ algorithm was the only more complex method investigated for this project.



4.1.1 Hobbs’ Algorithm The basic motivation for Hobbs’ algorithm is to privilege those noun phrases which are more prominent in the structure of the sentence, making the natural assumption that the centre of attention in a document or dialogue is more likely to be found in a subject or object than buried deep in a prepositional phrase or other sub-clause. Take, for example, the sentences: The ball fell onto the patio. It was blue. Here it appears the ball (subject) is blue, rather than the patio (indirect object). This preference is discovered by simply exploiting the structure inherent in the parse tree: performing a normal breadth first search on it for noun phrases (NPs), and so those constituents which are higher in the parse tree are taken to be more likely. Note in particular the left to right traversal rather than the right to left traversal which might be expected when looking back – subjects are thus preferred to objects (and so on). At least, this is what is done for searching across sentences; intra-sentential search is considerably more complex, as the algorithm attempts to accommodate both binding constraints2 and cataphora3. The complete algorithm is: (1) Begin at the NP node immediately dominating the pronoun. (2) Go up the tree to the first NP or S node encountered. Call this node X, and call the path used to reach it p. 2A simple example of this might be ‘John hit him’; in English, him cannot refer to John. 3See Section 2.1
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F IGURE 4.1: An example traversal of a sentence using Hobbs’ algorithm, taken from Hobbs [1978].



(3) Traverse all branches below node X to the left of path p in a left-to-right, breadth-first fashion. Propose as the antecedent any NP node that is encountered which has an NP or S node between it and X. (4) If node X is the highest S node in the sentence, traverse the surface parse trees of previous sentences in the text in order of recency, the most recent first; each tree is traversed in a left-toright, breadth-first manner, and when an NP node is encountered, it is proposed as antecedent. If X is not the highest S node in the sentence, continue to step 5. (5) From node X, go up the tree to the first NP or S node encountered. Call this new node X, and call the path traversed to reach is p. (6) If X is an NP node and if the path p to X did not pass through the N-bar node that X immediately dominates, propose X as the antecedent. (7) Traverse all branches below node X to the left of path p in a left-to-right, breadth-first manner. Propose any NP node encountered as the antecedent. (8) If X is an S node, traverse all branches of node X to the right of path p in a left-to-right, breadth-first manner, but do not go below any NP or S node encountered. Propose any NP node encountered as the antecedent. (9) Go to step 4.
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The basic effect of this is to do repeated breadth first searches which begin with the successive parent nodes of the pronoun, until one has finished with the current sentence. The example which Hobbs uses as an illustration is:



The castle in Camelot remained the residence of the king until 536 when he moved it to London.



The task is to resolve it, which clearly has a large number of potential antecedents in the sentence. Ignoring any constraints, the head nouns of these are {he, 536, king, residence, Camelot, castle}. Hobbs’ algorithm, illustrated in Figure 4.1.1, would propose the ordering {536, castle, residence, Camelot, king}; note that he is not even considered due to it not meeting the condition in Step 2 (which implements simple binding constraints), and castle and residence are considered before their subsidiary NPs due to the breadth first search criterion. However, this still fails to produce the correct antecedent, which is residence: Hobbs also mentions additional ‘simple selectional constraints’, which would rule out 536 and castle, as neither can move. In truth, these are anything but simple, as will be discussed in Section 4.3. As can be seen from the example above, the grammar which Hobbs assumes differs significantly from that used by the Combinatory Categorial Grammar (CCG) parser used for this project. However, the CCG representation given in Figure 4.2 still has the basic elements of the (now up-side down) tree needed: S nodes and NP nodes. Unfortunately, the greater number of nodes in a CCG parse tree caused by the method of attaching arguments means that applying Hobbs’ algorithm directly can produce unintended consequences. Rather than castle and residence being at the same level as they would in a traditional parse tree, castle has a depth of two and residence a depth of four; therefore Camelot, the NP in the prepositional phrase, would be judged closer than residence. This may go some way towards explaining the relatively poor performance of the reimplemented Hobbs’ algorithm in isolation (approximately 62% with gender/number constraints, which is only a small improvement on a flat backwards search). One other consideration when calculating the Hobbs’ distance was what one might do with subsidiary NPs which had the same referent as their parent. For example, in the phrase ‘John Curtin, the Prime Minister’, CCG would employ a bewildering number of N or NP nodes: the full phrase, ‘John Curtin’, ‘Curtin’, ‘the Prime Minister’, ‘Prime Minister’, ‘Minister’ (see Figure 4.1.1); this issue was discussed in a somewhat different context in Section 3.7. The natural inclination would be to take the methods
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F IGURE 4.2: The CCG parse of the sentence traversed in Figure 4.1.1. John NNP Curtin NNP



N/N



N N



,,



the DT



,



NPnb/N



Prime NNP Minister NNP



N/N



N



>



Australia NNP



(NP\NP)/NP



N



>



N



NP



of IN



NP



>



NPnb



NP











NP\NP NP



>



NP\NP







F IGURE 4.3: Many NP/N nodes can refer to the same entity. developed in that section for determining sub-NP equivalency and simply exclude the lower level ‘duplicate’ nodes. However, sole implementation of this strategy hindered performance, most likely because a candidate having large numbers of sub-NPs indicates its significance and the consequent insignificance – and greater conceptual distance – of further away candidates. Thus both measures were left in the system for the final evaluation.



4.1.2 Simplistic Distance Other more straightforward distance metrics were added to the system, including sentence distance and word distance. The basic intention of these was to allow the model to have a more nuanced view of distance than that provided by Hobbs’ distance, since with that the x-th candidate could be in the same sentence in one example, and three sentences back in another, depending upon the length of the sentences. Also introduced was ‘candidate distance’, which simply counted the number of intervening NPs (i.e. performed a flat search). This, together with the word distance, helped represent a slightly different
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view of attentional state than Hobbs’ algorithm, where the primary topic of the sentence can shift if a secondary NP is discussed at length. This would clearly make more sense for longer sentences – certainly, the sentences in typical newspaper text are considerably longer than most examples given so far. Thus while Hobbs’ distance would indicate that John is the more likely antecedent of ‘He’ in the following passage, John had just finished eating breakfast when it happened: the President said that America wasn’t as great as everyone thought. Then he burst into tears. word and candidate distance would hopefully bias the resolution of ‘he’ towards the President (only three NPs distant as opposed to six), whom most people would assume to be crying. This preference would become even more obvious if the president was pronominalised in the same sentence4, although that particular situation is handled by another feature (see Section 4.6). Note that in the neutral situation where semantic constraints and world knowledge do not favour either antecedent, it may be true that the subject is almost always preferred, as Hobbs suggests. For instance, take the sentence ‘John saw the postman called Horace from the village down the road.’ If it was followed by ‘He walked quickly in the opposite direction’, John is (arguably) the more probable candidate of ‘He’, even though it might apply to both. However, a more likely following sentence would be something descriptive (‘He was happy’, ‘He was wearing a purple cloak’, etc.), in which case Horace is the more probable candidate. Now, although we can assign this preference to our knowledge that it would continue the description of Horace begun in the previous sentence, for a computer this information can be approximated by making Horace the more likely antecedent in all cases because of the higher probability of a sentence referring to Horace, even though the true grammatical preference is different. A ‘reverse’ flat candidate feature was also implemented, where instead of looking linearly backwards in the sentence it counted the NPs from the start of the sentence, similar to what Hobbs’ algorithm would do. Of course, the sentences were still considered in the same order.



4.1.3 Combined Distance Measures Although one of the strengths of a Maximum Entropy Model is its ability to incorporate dependent features, which makes it particularly useful for distance measures which represent similar information 4e.g. ‘the President said that America wasn’t as great as he had thought’
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F IGURE 4.4: Anaphoric pronoun resolved to enclosing NP. with only subtle variations, a MaxEnt classifier only ensures that probability is well-distributed: it does not try to postulate any connections between them. For instance, the true state of affairs might be that whatever the Hobbs’ distance is, if the candidate in question is not in the preceding sentence its probability is tiny. Since the Hobbs’ distance and candidate distance often gave no indication of how many sentences back an NP was, as discussed in the previous section, it seemed logical to lessen this difficulty by representing the sentence distance and the Hobbs’/candidate distance within the sentence as a single pair. That is, a candidate one sentence back which was the second possible NP in that sentence would be given a feature sent-cand:1:2.



4.1.4 Identification of Reflexives Reflexive pronouns behave quite differently to ordinary pronouns, and in fact can almost never have the same resolution as an ordinary pronoun. For example, if ‘John hit himself’, himself can only refer to John, but if ‘John hit him’, him cannot refer to John. Ideally a separate classifier would have been developed for reflexives, but due to time constraints only a reflexive feature was added. This was done by determining when Hobbs’ algorithm failed to identify an NP that appeared in the same sentence immediately before the pronoun in question – as was discussed in Section 4.1.1, the algorithm is not designed for reflexive pronouns – and if the current pronoun was reflexive a reflexive feature was added.



4.1.5 Internal Reference In case a anaphor within the antecedent NP itself was more or less likely, this was also added as a feature. This is the case in Figure 4.4, where his refers to man even though his is part of the NP whose head is man.
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4.1.6 Cataphora Step 8 of Hobbs algorithm allows cataphora to be proposed in the current sentence5. Such instances were added to the system with a candidate distance one greater than the candidate distance of the earliest NP in the sentence. However, at least in the corpora used, very few of these instances were correct, and cataphora are generally regarded as very uncommon such that they are frequently excluded from consideration entirely. Therefore an additional feature was added to identify cataphora, a feature which obtained the strongest negative weight in the system.



4.2 Gender/Number Compatibility The other basic feature of all pronoun resolution strategies is adherence to sortal constraints: ensuring that the number and gender of the pronoun match the number (singular/plural) and gender (masculine/feminine/neuter) of the proposed candidate. Unlike most systems, this was implemented as a preference rather than a constraint, as informal experiments showed this to be more effective. The reason for this is down to the unavoidable problems of gender/number identification: sometimes the gender only becomes apparent in the pronoun (‘The President thought that she should. . . ’), or relies on earlier or external coreference judgements (‘Hey, Haggerty, come here!’), while the number can be quite arbitrary (as in companies or other grammatically singular words representing a number of things - ‘The board decided it. . . ’ is just as valid as ‘The board decided they. . . ’). This difficulty was brought into sharp focus by Bergsma [2005], who found that their automated system outperformed humans in judging the number/gender of isolated nouns6. A short introduction to work in this area was given in Section 4.2. Because the automatically extracted information described in Bergsma and Lin [2006] appeared to provide state of the art performance and has recently been made publicly available, this was employed as the basis for the system. Since the MaxEnt classifier required discretised features, the counts associated with each type of pronoun (mascular/feminine/neuter/plural) were simply compared against each other to determine the most likely number/gender. This was more involved than merely finding the maximum: the counts of the selected 5Cataphora are pronouns whose ‘antecedent’ follows them. For instance, ‘When she was young, Jill was great friends with



Jack.’ This was discussed in more length in Section 2.1 6This claim may seem improbable, but is caused the automated system’s better grasp of likely corpus characteristics as opposed to strictly ‘correct’ gender/number identification. For instance, it may be smart – when traversing a lot of text describing Monica Lewinsky – to class intern as female, even though the natural reaction of most people would be either male/female or male.
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type had to be twice as great as the next largest, and if this was not so the classification of the pronoun fell back to either ‘gendered singular’ (if masculine and feminine were predominant over neuter) or ‘unsure’. However, initial experiments showed significant errors, and it was noted in particular that there were obvious mistakes with names. For instance, if there was no exact entry for ‘Ms. Jones’, the system would fall back to Jones, as the CCG super-tags would have ‘Ms.’ as N/N and Jones as N (and so Jones would correctly be identified as the primary noun). However, based on the automatically extracted data, Jones would be predominantly masculine. Bergsma and Lin [2006] had attempted to account for this by counting the number of times an NP ended with some noun (represented like ‘! Jones’) and started with some noun (‘Ms. !’). Yet when this functionality was added, performance showed no improvement, as can be seen in Table 4.2 (Bergsma is simply using the raw counts, whereas Bergsma-! includes the partial NP processing). One supposition of why this was less than effective, particularly in reducing the plural F-score, was that it was too aggressive in attempting to match at ‘higher levels’. For example, a three word N such as ‘President Edna Smith’ would be seen as masculine because it matched ‘President !’, whereas the level down a good judgement of feminine could be made. On the other hand, in some situations the higher level judgement was very necessary, as with ‘Ms. Jones’. This appeared to be a situation where some rules could be grafted onto the system to good effect, and so name data from the US census were combined with title recognition (e.g. Ms./Mr./Sir ...) to heuristically determine names instead of relying on the partial NP counts. Although this method did marginally improve masculine and feminine recognition, it had a negative effect on overall system performance. Also, with the corpus being used it appeared that US census data was not enough: a large percentage of the female misclassifications, for instance, were those involving Kim. However, in newspaper articles, the Korean male name is far more frequent, even though it is more commonly a female name in the US. Various methods were then tried in terms of ordering the different judgements available; the most successful was using the plain counts, then the census data, then the partial NP counts, although the differences were marginal. Finally, having noted that using heuristic name recognition and the partial NP counts damaged plural recognition, another method of determining number was applied: extracting it from the Part-of-Speech (POS) tags rather than via the counts. Again, this had little effect on the overall performance.
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Female Male Neuter Plural All All Singular Number of phrases 288 1529 1359 705 3881 3176 Bergsma 43.8% 86.1% 84.8% 77.8% 82.0% 82.9% Bergsma-! 44.4% 86.8% 84.9% 74.9% 82.0% 83.4% Census 23.1% 34.5% 11.7% 74.5% 35.6% 24.1% Bergsma-Census 55.5% 85.5% 83.4% 77.8% 81.7% 82.5% Bergsma-Census-! 54.8% 87.2% 84.3% 74.9% 82.3% 83.7% Bersgma-!-Census 49.5% 87.0% 84.8% 75.0% 82.2% 83.6% Census-Bergsma-! 40.1% 83.6% 80.8% 73.1% 77.5% 78.3% POS-Bergsma-!-Census 49.5% 86.9% 84.8% 76.0% 82.3% 83.6% POS-Bergsma-Census-! 55.0% 87.1% 84.2% 76.0% 82.4% 83.6% TABLE 4.1: Evaluation of gender/number on the ACE corpus; F-scores.



Even the best performance listed in Table 4.2, 82%, was well down on that reported by Bergsma and Lin [2006], who achieved 90%. However, since this system uses the same data as its base, it should be at least equivalent. The discrepancy is due to a number of factors: most obviously, Bergsma used an AQUAINT subset rather than the ACE corpus, this subset had less than half the number of gendered NP phrases that the ACE corpus has, and even with this larger corpus the performance was depressingly variable (note the extremely poor performance on female names caused by only a few instances; 28 of the ‘wrong’ females were Kims). Moreover, more NP phrases could be extracted from ACE since it was designed for coreference rather than simply pronouns7, and the distribution of these additional NPs may have been skewing the results. In fact, a quick visual inspection of the results justified this theory: the kind of entities annotated as coreferent did not always have quite the same sense and thus could have different gender/number information. For example, ‘the Chinese’ and ‘China’ were marked as coreferent, and the former is clearly plural while the latter is singular. The system correctly identified this, but its plural decision was judged incorrect as ‘it’ was regarded as coreferent with both ‘China’ and ‘the Chinese’. Finally, the system developed by Bergsma did not classify NPs as either male or female (as might be the case for an aide), and because the above scores were generated using their methodology they do not reward these kind of decisions over ‘unsure’ despite their validity. Because of these problems, tests were then run on the only available pronoun corpus, BBN. This was far larger, with 17176 phrases, and so the results would be more reliable due to its size and would not susceptible to the same coreference issues. Due to its size, the system was only run once with the best version, excluding the POS tag over-rides as the parser was trained on the BBN. Admittedly, its plural 7A single pronoun can therefore signal the gender of more than one NP, unlike in other corpora such as BNN
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Female Male Neuter Plural All All Singular Number of phrases 567 4068 7611 4930 17176 12246 Recall 0.778 0.943 0.808 0.726 0.815 0.851 Precision 0.762 0.820 0.884 0.961 0.879 0.853 F-Score 0.770 0.877 0.844 0.827 0.846 0.852 TABLE 4.2: Evaluation of gender/number on the BBN corpus using ‘Bergsma-Census-!’.



performance should still be slightly better because the POS tags were used as an option of last resort. Detailed results are presented in Table 4.2. These results were still well down on Bergsma’s 90%, though recall did improve on feminine names (78% vs. 71% from Bergsma [2005], but precision suffered, most probably due to the non-US name confusion mentioned earlier). However, a large part of the gain came from better performance on plural NPs, which may be affected by the POS tag ‘problem’ mentioned earlier. Remember, however, that POS tags often give a different view of plurality than the pronoun (as in the ‘board decided they. . . ’ case).



4.2.1 Implementation The information determined by the gender/number system was then used as features in a number of ways: in terms of gender matching, this could be exact (e.g. masculine pronoun, masculine NP), good (masculine pronoun, masculine/feminine NP), unsure (masculine pronoun, indeterminate NP) or impossible (masculine pronoun, feminine NP). Similarly the number match could be exact, possible, or impossible. However, in case certain combinations were worse than others – perhaps neuter/masculine confusion was more damaging than masculine/feminine confusion, and certainly it would be more likely that ‘unsure’ cases were masculine rather than feminine in newspaper text – this information was also put into the system as a feature pair (e.g. gender-pair:masculine-unsure).



4.3 Semantic Compatibility Semantic compatibility refers to the probability of a word appearing in a certain relationship; ‘selectional constraints’ are also used to describe purely noun-verb relationships. This is valuable when resolving pronouns, as the set of relations associated with a pronoun ought to be applicable to the proposed candidate. For instance, if one had the sentence ‘I saw some cats when I was walking my dogs and they
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barked.’ one would assume that the dogs were barking; on the other hand, with ‘I saw some cats when I was walking my dogs and they climbed a tree.’, the cats are the more likely antecedent of they. That dogs can bark and cats can climb is is the kind of information that people accumulate over many years. One method of approximating this knowledge is to simply trawl large amounts of text, looking at what kinds of relationships are expressed to gauge the frequency and probability of those relationships. Therefore ‘semantic frequency’ features for each kind of relation were implemented by extracting and counting all the different grammatical relations (described in Section 2.4.2) from the English Gigaword corpus. And so we find that ncsubj(barked, dogs) occurred eighteen times, and ncsubj(barked, cats) was never seen. One would hope that this kind of information would be extremely useful, as are number and gender. One can rule out antecedents that are immediately nonsensical to humans. Most other authors who have attempted it have found it of limited use, however, often finding that the semantic frequencies hurt as often as they help [Kehler et al., 2004a]. One can also see that data sparsity is an issue: if such a simple subject/verb relation as ‘dogs barked’ occurs only eighteen times in around ten gigabytes of documents (compare to the 6.5 megabytes in the BBN), what chance have less frequent words? What is more, a computer cannot easily make the logical steps a human might: for instance, if one knows that dogs can bark, since Chihuahua is a kind of dog it would be reasonable for a Chihuahua to bark. The naive approach employed here cannot use this information. Moreover, this approach makes no attempt to accommodate the different possible senses of a word, and certainly cannot handle cases where world knowledge is required, such as: Under a 1934 law, the Johnson Debt Default Act, as amended, it’s illegal for Americans to extend credit to countries in default to the U.S. government, unless they are members of the World Bank and International Monetary Fund . In this sentence, the only way to reliably know that they should be resolved to countries rather than Americans is to understand that countries make up the membership of the World Bank and IMF.



4.4 Role Likelihood The signficance of Hobbs’ distance in preferring certain candidates depending on their role in the sentence has already been mentioned. As well as this, additional features which were focused solely on this
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role were explored, inspired largely by the concept of ‘role parallelism’ [Schiehlen, 2004, Carbonell and Brown, 1988]: that is, a pronoun is more likely to refer to an antecedent which filled the same role (e.g. subject, object, ...) in an earlier clause. For example:



John was walking to the park when he saw Bill. Fred saw him too.



It seems here that him is more likely to refer to Bill than John, although John would be taken as the correct antecedent by Hobbs’ algorithm. Thus relations were extracted from the dependency output of the CCG parser, and not only were features added for shared relations and the exact relations themselves (allowing a clearly expression of subject/object preferences), all the relation pairs were also added as features. This allowed particular shared relations (e.g. subj/subj, obj/obj) to be given different weights, but also gave the Maximum Entropy Model the ability to discover the likelihood of other combinations. One interesting example of a preference identified was that a candidate was judged more likely if the pronoun was acting as a determiner (i.e. a possessive) while the candidate itself was described by a who or which clause:



John hated the man who lived near the train station. His clothes were dirty, his breathe stank...



Another part duplication of the preferences already provided by Hobbs was a tree depth feature which, to allow favouring of candidates higher in trees; it was represented simply as the number of nodes distance between the NP and the root. This, however, could operate independently of the actual occurrence of NPs in following sentences, more accurately representing the likelihood of key NPs, although it would clearly still be affected by the somewhat atypical CCG parse trees.



4.5 Topicality The primary topic of conversation is an extremely useful indicator for pronoun resolution; in fact, some resolution algorithms based on the theory of centering, such as BFP [Brennan et al., 1987] and LRC [Tetreault, 2001] use this as the basis for the techniques. Hobbs’ distance and relation preferences go some way to choosing the most likely topics, but rely overmuch on the immediately preceding sentence. They would fail in cases such as:
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Mozart is one of the most famous composers in the world. Mr. Smith thought that Mozart liked pianos. However, he really liked harpsichords. Although to some extent the topicality of Mozart in this sentence is influencing the probability of content in the following sentence rather than the most probable resolution of ‘he’ in a neutral situation, for the same reasons discussed in Section 4.1.2 it would be useful to bias the model towards Mozart, despite Mr. Smith being the immediately preceding subject. Inspired by Ge et al. [1998], this preference was implemented by simply counting the number of times the candidate in question had been mentioned up to that point, as well as the number of times it was mentioned in the document; whether two NPs were referring to the same entity was approximated by comparing their head nouns. Obviously, this is a very naive implementation: ideally a proper coreference system would be used to determine the coreferring definite NPs (equating such entities as ‘the famous composer’, ‘Wolfgang’, ‘Mozart’, et al.), and one would have a tighter definition of topicality by including measures in which the ‘worth’ of a reference declined the further back it was. Another approach to measuring the current centre of the dialogue might be to count the number of words related to that entity in the dialogue, or even just the size of the NP describing that entity. Again, a proper coreference system would allow these values to be accumulated for each entity, as well as scaling the significance of mentions further away from the pronoun in question, but for this system only the simpler approaches were tried. Finally, it was thought that a proper noun would be more likely to be pronominalised, as in: That critic attacks Mozart all the time. I’m surprised he can stand it. The fact that the critic is not named makes him less important, and this is even more likely to be true when talking about company names, as a ‘proper noun’ feature can help de-emphasise abstractions (e.g. ‘The loss of income was extremely damaging to Acme Inc. In particular, since its recent purchase of Warner Brothers, . . . ’).



4.6 Pronoun Bias One extremely simple factor affecting correct resolutions is when the candidate is a pronoun: if it is of separate gender and/or number, it cannot be correct, whilst if it these are matched this is a strong positive
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indication. In a sentence such as ‘Then he ate his biscuits’, the chance of his referring to something other than he is extremely low.



4.7 Candidate Word Another straightforward feature used was simply the candidate head words themselves, in case certain words were more likely antecedents than others. This is almost certainly true – for example, it seems likely that concrete entities are more likely to be pronominalised than abstract processes – but one would suspect that an extremely large training corpus would be necessary for this data to be useful.



4.8 Other Word-level Features The candidate words were also used in combination with other attributes of the pronoun, such as its gender/number/type characteristics, its grammatical relations, and the words to which it was connected. The intent was for these features to provide a ‘fall back’ for the classifier in case the Semantic and Gender/Number features based on external corpora were providing inaccurate information for that corpus. Thus, even if the feature extraction classed Kim as female even though in reality it was the correct resolution of he, the feature ant-genpron:Kim-female would be available to be appropriately weighted. Ideally, with a sufficiently sized training corpus, features such as these could obviate the need for information extracted from external corpora.



4.9 WordNet Expansion Having realised that a lack of generality was a likely problem with the above features despite the much greater size of the corpus used for this project than with earlier efforts at pronoun resolution, those features which included the words themselves (including some semantic features, number/gender features and the antecedent word feature) were also entered with their WordNet [Fellbaum, 1998] hypernyms. WordNet is a frequently used hierarchical taxonomy of the English language, which allows not only synonyms as a traditional thesaurus might but also information about which higher-level group a word belongs to (its hypernym). Therefore the hypernyms for dog are given as (taking the most frequent sense):
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’dog’, ’canine’, ’carnivore’, ’placental’, ’mammal’, ’vertebrate’, ’chordate’, ’animal’, ’organism’, ’livingthing’, ’object’, ’physicalentity’, ’entity’ The hope was that although words like ‘dog’ and ‘gerbil’ might have low frequency, converting them to a hypernym such as animal would allow sufficient data to be collected.



4.10 Summary This chapter has covered the features that were used in the system, and these cover the vast majority of feature types currently used for pronoun resolution. To collect these descriptions and justifications is itself a useful contribution quite apart from their importance to the evaluation in the following chapter.
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Results



This chapter presents the analysis of the system from a variety of perspectives: comparison across corpora, comparison to established baselines, comparison to existing systems, feature contribution, and a hand-analysis of incorrect resolutions. Such a detailed analysis is a valuable contribution in its own right in a area that has frequently lacked scientific rigour, and the comprehensive look at its performance in relation to existing work not only demonstrates the success of my system but allows previously impossible comparisons between the work of others.



5.1 Overall Performance The system including all the features listed was developed using the BBN and MUC-6 corpora; 10fold cross validations were carried out to reliably ascertain progress. After development had finished, a model trained on all of the BBN was then used to classify the pronouns in the other available corpora, MUC-7 (newspaper), ACE (newspaper and news wire) and Wolverhampton (technical manuals). This served as a blind test, gave an indication of the performance outside financial texts, and also removed part of the inherent ease in processing the BBN – it was the only corpus which was pre-tokenised and the parser was trained on part of its text1. The results are presented in Table 5.1, where the difference between the total pronouns and number of resolvable pronouns is caused by a failure to locate any of the correct antecedents. This problem can be caused by simply not being able to parse the sentence of the antecedent or the pronoun, an incorrect parse of the antecedent causing the NP to be unidentifiable, or the correct antecedent being more than two sentences away2. Note that a failure to parse or identify the correct NP could itself 1Since the BBN covers the same Wall Street Journal articles as the Penn Treebank does, the gold-standard for almost all parsers 2Very infrequent: Bergsma and Lin [2006] found that 97% of antecedents were within one sentence, whilst Morton [2000] found 98.7% within two sentences. 45
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Total Pronouns Accuracy over all Resolvable (% of total) Accuracy over resolvable 24100 78.57% 22903 (95.03%) 82.67% 539 71.43% 493 (91.47%) 78.09% 2392 74.58% 2170 (90.72%) 82.21% 354 59.89% 305 (86.16%) 69.51% TABLE 5.1: Evaluation of final system.



Accuracy over all Accuracy over resolvable Hobbs Simple Hobbs Simple BBN 60.40% 49.98% 63.55% 52.59% MUC-7 60.85% 50.28% 66.53% 54.97% ACE 58.86% 54.06% 64.88% 59.59% Wolverhampton 53.39% 42.94% 61.97% 49.84% TABLE 5.2: Baseline performance.



be the result of earlier preprocessing failures (in the tokeniser, the sentence breaker, or the POS-tagger). The sharp drops in the percentage of resolvable pronouns between BBN and the other corpora are clear indications of this effect. Pleasingly, the performance on ACE in terms of the accuracy on resolvable pronouns is quite similar to BBN, indicating that the basic strategy appears to generalise well to other corpora and other forms of newpaper text. MUC-7 performance is slightly down, but given the small number of pronouns it contains and the odd skew of the data set (see Section 3.6.2) this does not appear important. Performance on the small number of technical manuals seemed poor, but as will be discussed later, this is likely due to the intrinsically challenging nature of the corpus rather than overfitting to news documents.



5.2 Baseline Comparison To get some idea of how much the large number of additional features added to performance over a more simplistic measure, two baseline methods were implemented. One was a reimplementation of Hobbs’ algorithm which used the Hobbs distance and number/gender matching developed for the main system, whilst the other was a simple flat backwards search for an antecedent, again using the number/gender matching. The accuracies for the various corpora are given in Table 5.2.
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Corpus Change in performance BBN Remainder -1.413% ACE -1.152% MUC-7 -1.623% Wolverhampton -0.328% TABLE 5.3: Change in performance when trained on only the first 200 documents.



These results are both depressing and encouraging. Firstly, they indicate that the current version of Hobbs’ algorithm on the CCG parse trees is inadequate, as was mentioned in Section 4.1.1; other reimplementations have done far better. Tetreault [2001] achieves 77% with hand-coded gender and Ge et al. [1998] 65% (on third person singular pronouns on the first 200 documents of a pre-parsed version of the BBN), Kehler et al. [2004a] 68% (cf. 59%) and Yang et al. [2006] 69% (cf. 65%) on a subset of ACE, and Lappin and Leass [1994] 82% on perfect parses of technical manuals. Not to mention the original hand evaluation of Hobbs [1978], which achieved a performance of over 90%. On the other hand, it is impressive that the system manages to match state of the art performance off this low base, and it makes it quite clear that MaxEnt and all the features are doing something useful.



5.3 Effect of corpus size Since one of the key innovations of this project was to use additional data, it was interesting to see the effect of less data on the system. To this end, a model was built with only the first two hundred documents (out of 2454) in the BBN, the same subset which other authors [Ge et al., 1998, Morton, 2000, Tetreault, 2001] have used. This model was then evaluated against the remainder of the BBN and the other corpora considered. There was a consistent drop in performance, but this was always less than 2%.



5.4 Training Domain Effects Since part of the training corpus had already been seen by the parser, and was preprocessed, there was a question as to what effect this was having on the system. Therefore the ACE corpus was used to train a model, as well as a three-fold cross validation being performed on ACE itself (see Table 5.4). The size of the corpus is approximately the same as the one above (2392 pronouns in ACE, 1924 in the BBN subset). Performance on the coreference corpora showed no change or some improvement on the
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Corpus Change in performance BBN Remainder -11.5% ACE +0.4% MUC-7 0.0% Wolverhampton -11.1% TABLE 5.4: Change in performance when trained on ACE instead of (full) BBN.



full BBN model, despite the vastly differing amounts of text, but Wolverhampton and the BBN were drammatically affected. At first glance, this is quite surprising, since it appears that a model trained on the WSJ can cope well with ACE, but a model trained on ACE is less able to deal with the BBN; however, there are likely two factors at work here. The Wall Street Journal (BBN) is likely to have more diversity, covering a greater range of neuters, as well as those pronouns which are not considered markable in ACE. Also, the different annotation schemes may play a role here: in order to avoid training on far away coreference instances, the training set from ACE had every antecedent except the first culled. This was slightly different from BBN, which joined any pronoun sequence to a definite NP antecedent.



5.5 Cross-system Comparison One of the most important contributions of this project was an extensive effort to generate results comparable to other systems, both to determine the merits of the approach given and to be used as a yardstick against which other systems using differing methodologies can be compared. This was done by attempting to duplicate the evaluation methods and corpus selection of other authors as closely as possible.



5.5.1 Ge et al. [1998] As discussed in Section 2.2.5, this was the first papers to introduce machine learning techniques to pronoun resolution, and has been shown to outperform the latest algorithmic methods [Tetreault, 2001] and the canonical preference-based approach [Preiss, 2002a]. Their system covered only third person singular pronouns, and was developed on the first two hundred documents of the Penn Treebank, equivalent to the first two hundred documents of the BBN. Apart from the difference in pronoun coverage, therefore, their system also had the significant advantage of perfect parse trees over the one developed here, which relied on those generated by the parser
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developed by Clark and Curran [2004].3 Their best reported result, following a 10-fold cross validation on their subset, was 84.2% (accuracy). For comparison, the plural pronouns were removed from consideration, a model was generated using the remainder of the BBN which was then tested on their subset. Oddly, they report that there are 1371 singular third person, whereas the BBN annotations cover 1392; on the other hand, due to preprocessing errors, my system only proposes resolutions for 1333. Since this discrepancy is largely caused by parser error, which was not present for Ge et al. [1998], the closest comparative figure is therefore 85.9%, slightly better than their performance. A 10-fold cross validation was also run to remove the advantage of extra training data, which gave 83.3%. These results look slightly disappointing: only the extra data pulls the current system ahead of that developed by Ge et al. [1998], although this could easily be effected by parser inaccuracies. However, their system, as Tetreault [2005] points out, appears methodologically compromised, since they relied on hand-annotated ‘mention count’ statistics but failed to mark the mention counts of non-antecedent NPs. This technique delivered a 5% performance jump (from 77.9% to 82.9%) in their additive feature evaluation, and so with this factor removed their approach loses much of its attractiveness.



5.5.2 Tetreault [2001] This paper used the corpus annotated by Ge et al. [1998] to evaluate a number of algorithmic strategies; these were given the additional advantage of perfect gender judgements. The closest comparable number produced by my system is again 85.9%, and even with the gender handicap easily outperforms the bestperforming algorithm, LRC-P, which achieved an accuracy of 80.4%.



5.5.3 Morton [2000] Morton [2000] developed a Maximum Entropy Pronoun Model using the same data as described above, although not performing a ten-fold cross-validation but simply relying on a 9:1 training:test split. He presented results with and without the advantage of the hand-annotated ‘mention count’ information (they also help their performance by allowing their system to know the details of the relevant coreference in the document); results were presented in terms of precision (94.8%) and recall (71.5%), which gave 3Admittedly, the data this parser was trained on overlaps to an extent with the data used for testing, but it certainly was not guaranteed to produce correct parses.
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an F-measure of 81.5%. The use of precision and recall was undoubtedly influenced by their focus on general coreference, and unfortunately makes it difficult to compare with the results in this thesis. However, even if one takes the precision as the accuracy over the resolvable pronouns (85.9%) and the recall as the accuracy over all pronouns (82.0% - which ignores the contribution of the inaccurate parse trees), the F-measure of my system (83.9%) is superior.



5.5.4 Ng and Cardie [2002b] This was purely a coreference system, and so again used precision and recall rather than simple accuracy. However, they did provide a breakdown of precision results, achieving a precision of 62.0% for pronouns on the MUC-7 test set. They also claim their system is superior to the influential coreference work of Soon et al. [2001] (which has no pronoun specific information). Again taking the ‘accuracy on the resolvable pronouns’ as equivalent to precision, the result of 78.1% produced by my system is better, and one would suspect its superiority would be even clearer with recall information (for all coreference judgements, their recall was only 61.9%).



5.5.5 Yang et al. [2004] They used a combination of the MUC-6 and MUC-7 test sets to evaluate their system, and with the help of frequency information from the internet achieved an impressive accuracy of 84.8%. However, although they claim that this is the ‘success rate’ – the success over all anaphora in the system – they seem to restrict this to those anaphora which they identify and have non-empty candidate lists. This is never explicitly stated, but they do mention that there are only 442 pronouns (as opposed to the 472 actually annotated), and this number is comparable to the 434 resolvable pronouns identified for this system. Moreover, their accuracy figures appear to use 442 as a denominator. Therefore we might conclude that this was ‘accuracy over resolvable pronouns’ rather than the overall accuracy, and the comparative figure from my system was thus 80.4%. This still seems reasonably inferior, but one fears their lack of any cross-validation or any blind testing may mean their features are overly biased towards the relatively small number of documents (50) in their test set. Interestingly, subtractive experiments with my system did show some increases (up to 0.7% for a single feature group) in accuracy on this data set, and so my performance may approach theirs with limited fine-tuning.
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5.5.6 Yang et al. [2006] Perhaps realising the insufficiency of their data set, a more recent paper by the same research group uses the ACE corpus. Disappointingly, the version of ACE used was different from the one employed here, and so results are not strictly comparable; however, they appear much the same, as they generate an accuracy on their test set of approximately 82.5% (cf. 82.2%).



5.5.7 Kehler et al. [2004a] This paper also presented a Maximum Entropy based pronoun resolution system, again using a slightly different release of the ACE corpus; it focused on the utility of semantic compatibility. They explicitly mentioned that only 91.6% of their pronouns were resolvable (slightly greater than the 90.7% available here), and give accuracy figures with respect to all third person pronouns. Final performance is 76.6% on a three-fold cross validation of their training set, with similar results on their blind test set. These results seem broadly similar to the 74.6% that the current system achieved using a BBN-based model, and the 75.0% with a three-fold cross-validation on ACE; once the different level of preprocessing error is factored in, they would be almost identical.



5.5.8 Bergsma and Lin [2006] This was the paper which presented the bootstrapped number/gender information used in the system, and was therefore the most interesting point of comparison. Unfortunately, the only easily comparable results were on the relatively tiny MUC-7 test set (20 documents), on which they achieved 71.6% compared with 65.9% using my system. However, this is a difference of less than 10 pronouns, so it is difficult to make firm conclusions about the relative merits of the respective strategies.



5.5.9 Mitkov et al. [2002] Mitkov et al. [2002] is the only system here developed and evaluated on technical manuals rather than newspaper/newswire text, due to the unavailability of other technical corpora such as that used by Lappin and Leass [1994]. Their work was based on factors or preferences, rather than machine learning, and their relatively poor results (accuracy of 61.8%) made their work look ineffective. However, processing a subset of their texts with the BBN-trained model (as all were not available), roughly similar results were obtained (59.8% - due to the small corpus size, a difference of only 7 pronouns). Therefore it
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Corpus/Domain



Author Theirs Mine Ge et al. [1998] approx. 80% 85.9% Wall Street Journal Tetreault [2001] 80.4% Hobbs’ Tetreault [2001] 76.8% Morton [2000] 81.5% 83.1% Yang et al. [2004] (+MUC-6) 84.8% 80.4% MUC-7 Bergsma and Lin [2006] 71.6% 65.9% Ng and Cardie [2002b] 62.0% 78.1% Kehler et al. [2004a] 75.0% 74.6% ACE Yang et al. [2006] 82.5% 82.2% Wolverhampton Mitkov et al. [2002] 61.82% 59.9% TABLE 5.5: Performance of my system compared to existing systems.



appeared that the corpus was intrinsically more difficult, although it is true that the poor results from my system may be due to the different training domain.



5.5.10 Conclusions It looks as if the system developed is at or at least close to state of the art for non-WSJ domains, and easily exceeds the best performance on the Wall Street Journal, the development corpus. Interestingly, based on this limited analysis, Bergsma and Lin [2006] seem to have developed the most impressive system so far, a fact not immediately apparent given the large number of higher accuracies reported, reinforcing the repeated argument in this thesis on the value of comparable results. An overview of comparative performance is provided in Table 5.5.10.



5.6 Twin-Candidate model Yang et al. [2004] proposed a somewhat different method of training a classifier, where instead of simply using a single pronoun/candidate pair as a training instance, two candidates would be combined into a single instance. The two possible classifications would then be either the first candidate in the pair wins, or the second candidate in the pair wins. Thus the final classification, rather than extracting some probability or score, would simply compare each candidate to every other candidate, and which ‘won’ the most comparisons would be judged correct. When this scheme was initially implemented a limited improvement was obtained, far smaller than the 7% reported by Yang et al. [2005] (on a combined MUC-6 and MUC-7 data set). A theory about the
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difference in effectiveness was that they were using Decision Trees, which have the ability to create dependent judgements which MaxEnt lacks. For instance, one might have a pair of branches which effectively determines which antecedent is closer to the pronoun; they also added a manual ‘semantic magnitude’ feature to indicate a difference in semantic compatibility information between the candidates. Therefore a number of features were added to approximate this (comparative semantic frequency and distance measures between the two possible candidates). However, these did not lead to any improvement in the system, suggesting that the primary reason this approach was so effective for Yang et al. [2005] was due to Decision Trees being unsuited to pronoun resolution without this transformation. Therefore although the ‘twin-candidate model’ was marginally more effective (0.2% with the final system on the BBN, although it showed slightly greater gains earlier in development), it was ultimately abandoned, primarily because of the prohibitive training time caused by the twofold increase in the size of the instances and the number of features.



5.7 Feature Utility In order to identify which features were ultimately useful, a subtractive evaluation was performed in which various groups of features were removed from the system (see Table 5.7). This allowed a clear estimates of their effect, which were validated by performing paired t tests with a confidence level of 98% against the final system (for BBN, which again used 10-fold cross validation); the confidence intervals are given in the table. The program is seen to be very robust, in that even removing large feature groupings rarely had a significant impact on performance.



5.7.1 Poor Semantic Performance Of particular note here is the poor performance of the semantic frequencies and word-level semantic features (included in the Semantic grouping). No significant change was seen on the BBN, and they managed to slightly reduce performance on MUC-7. Part of this is due to the relatively limited data (6GB): the only significant improvements that have been seen from semantic compatibility features were using data mined from 85GB of text [Bergsma and Lin, 2006] and the web [Yang et al., 2005]. It may also have been useful to normalise the frequency counts against the number of times the relationship
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Features removed BBN MUC-7 ACE Wolv. Candidate Distance +0.0% ± 0.3% +0.0% -0.2% -0.7% Hobbs’ Distance -1.3% ± 0.5% +0.6% -0.4% -2.6% Sentence Distance -0.1% ± 0.3% +0.4% +0.1% +0.0% All Distance -23.9% ± 1.3% -8.9% -11.7% -18.0% Everything except distance -32.0% ± 1.2% -31.0% -35.9% -26.6% Gender -3.3% ± 0.5% -2.8% -3.5% +1.0% Number -0.3% ± 0.3% -0.4% -0.2% -3.0% Number (+ extra) -1.6% ± 0.4% -1.8% -0.7% -5.6% Number and Gender -5.1% ± 0.3% -6.1% -4.7% -5.6% Topicality -0.6% ± 0.3% +1.0% -0.8% -3.6% Pronoun bias -0.7% ± 0.6% +1.2% +0.1% +1.6% Cataphora -0.0% ± 0.1% +0.0% -0.0% -1.3% Role -0.7% ± 0.3% +1.2% -0.3% -0.7% Reflexive Identification -0.0% ± 0.1% +0.6% +0.0% -0.7% Semantic +0.0% ± 0.3% +0.4% -0.5% -2.3% Word Level -1.2% ± 1.0% +1.4% -0.5% +0.3% TABLE 5.6: Change in performance when feature groupings removed (confidence intervals of 98% included).



occurred and the number of times the antecedent word occurred, although Yang et al. [2005] found that this offered no improvement.



5.7.2 Pronoun Bias One of the more useless features appears to be the pronoun bias: interestingly enough, when this was added early in development, it produced a dramatic performance improvement (of around 5%). Clearly, the greater sophistication of the system made this feature largely irrelevent, and this is a perfect illustration of the importance of subtractive feature analysis generally.



5.7.3 Gender Gender is proven once again to be a very useful tool, except in the Wolverhampton corpus, where the performance improvement is certainly caused by the sparsity of gendered pronouns (and thus any misclassifications are damaging, whilst correct classification contributes almost nothing). However, for that corpus it appears that number fills a roughly equivalent role.
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5.7.4 Distance effects Ultimately, it does not seem to matter overmuch which distance metrics are in the system, as long as some are, as can be seen from the sharp drop when all the distance metrics were removed (and so every potential candidate in the current sentence and the two previous sentences was treated equally). It is true that Hobbs appears somewhat more useful than the raw candidate distances, but not overmuch (possibly as much of its role is also covered by the role features), and this was unfortunately skewed by an error in the candidate distance implementation that was not identified until after these experiments.



5.7.5 Feature Redundancy This theme of feature redundancy in the distance metrics pervades the system: it is difficult to find a sharp drop unless a large number of features are excluded. One might note, for instance, that the sum of the individual changes in the non distance features is dramatically different from the drop when all such features are excluded (in ‘All Distance’ – the relatively good performance of ACE and MUC-7 in this situation is caused by their annotation of a greater number of correct antecedents), and so it is clear they contribute quite a lot to the system.



5.7.6 Word level features As hypothesised earlier, the word-level features – disappointingly, even with the WordNet hypernyms – failed to provide useful information. Although a slight improvement was evident on the 10-fold cross validation, the high confidence interval indicates how variable their limited benefit was, and when applied to other corpora the system seemed to have learnt the habits of the Wall Street Journal too closely. This is in some ways a positive results, as word-level features dramatically increase the complexity and training time of the model, as well as the feature extraction process.



5.8 Analysis of Errors During development, the incorrect pronoun resolutions were monitored to guide the development and enhancement of features. This was usually done by looking merely at those that were almost right, where the probability assigned to the correct resolution was less than 1% smaller than the chosen resolution4. 4For instance, the wrong resolution might have a probability of 20% and the correct resolution have a probability of 19.5%
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For a final evaluation, this method was combined with errors selected from the first 100 pronouns in the BBN; this involved hand-analysis of 57 pronouns of the first case and 24 of the second case. What follows is a summary of error classes that occurred more than three times (note that a few pronouns seemed to be affected by more than one of these).



5.8.1 Hobbs influence insufficient



One of the strongest trends to emerge in the final error analysis was that the Hobbs’ distance measures did not seem to be weighted enough: there were fourteen cases of this amongst those very close to a correct resolution (but only one amongst the others). Interestingly, this reversed a trend apparent in earlier analyses, and suggests that many of the additional features had been helping in some cases and hampering in others. An analysis of the changing errors with and without Hobbs distance would definitely be worthwhile, as would a thorough investigation of its discretisation.



5.8.2 Pronoun bias



As was mentioned in Section 5.7.2, the Pronoun bias feature was very much a mixed blessing: six of the close classifications and 4 of the others were incorrectly choosing matching pronouns, often over long distances.



5.8.3 Lack of filtering



One of the choices made during the development of this system was to not implement constraints, as most other authors have done. These restrict the types of candidate given to the classifier, whereas for this project even those antecedents judged ‘impossible’ due to gender and number were kept due to the unavoidable inaccuracy of the automated judgement. Testing appeared to bear out the hope that the Maximum Entropy Model was adaptable enough to cope with these, and their inclusion did help performance. However, unsurprisingly, they also badly chose a number of antecedents that should have been disregarded (five in the 57 ‘close’ pronouns, and two in the 24 ‘random’ pronouns).
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5.8.4 Complex semantic knowledge required



Seven of the ‘close’ resolutions and six of the others were judged to require complex knowledge that a machine could not be expected to have. That these comprised far less than half of the analysed misclassifications is encouraging: it suggests that with more training data and further feature refinement significantly higher performance is possible.



5.8.5 Not really wrong



Eight resolutions marked incorrect were judged to be not in fact wrong, a couple of times because a slightly earlier valid antecedent had been picked out that wasn’t annotated, but usually because of poor handling of conjunctions. The feature extraction system proposed two distinct NPs for such single entities as ‘John Curtin, the Prime Minister’, with only the first being marked correct by the annotations, and thus the system was free to choose the unmarked ‘Prime Minister’.



5.8.6 Number/Gender failures



Nine of the errors were caused by an incorrect judgement in the number/gender system; one particularly amusing one was a book, ‘Norwegian Wood’, which was judged masculine because of its ‘surname’. Although can imagine a system which gets that right, other cases are intrinsically difficult: a dog, for instance, could be male, female or neuter depending on the context. Therefore it seems clear that we need to move beyond a simple gazetteer approach (or even a probabilistic gazetteer): a machine learning strategy may be appropriate, where the number/gender is approximated from contextual clues – after all, POS tagging, learning a slightly different definition of number, appears roughly equivalent to the information generated by Bergsma and Lin [2006]. One basic means of doing this might be to simply look at nearby pronouns, or even skew the probabilities for potential pronoun candidates to the current pronoun being resolved. At the very least, the application of an accurate coreference system so that a set of definite NPs can be considered as a single number/gender classification task would be most useful (i.e. if one works out that ‘Monica Lewinsky’ and ‘Lewinsky’ corefer, the second NP can be taken as female).



5.8 A NALYSIS OF E RRORS



58



5.8.7 Semantic compatibility Only a relatively small number of failures seemed due to the Semantic Compatibility feature: one misjudged due to sparsity of data, and a couple as possessive relations which were not correctly processed. Another two seemed to be misled by valid semantic information. These results appear to support the hypothesis that basic semantic compatibility is of only limited use, particularly once sufficient effort has been put into syntactic analysis.



5.8.8 Cataphora One of the features of Hobbs’ algorithm is its ability to find certain forms of cataphora (forwardreferential pronouns); in practice, this tendency could be problematic (three non-cataphoric pronouns forward resolved), and was not always effective (there was one instance where an actual cataphor was not identified).



5.8.9 Bad parse Seven of the errors appeared to be due to incorrect parses, where certain NPs were made to appear more prominent than they should have been. Note that this is on top of existing preprocessing errors which meant that some pronouns couldn’t be resolved at all.
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Conclusions



This thesis describes an approach to pronoun resolution which systematically collects the most common features from existing systems to produce a state of the art system based on Maximum Entropy Modelling. The system developed as a result could easily be used in future more practical NLP tasks. This system was then evaluated in numerous ways to provide accurate information about which features were most valuable and how it compared to other published approaches, which helped solve significant methodological problems in the area.



6.1 Future Work



The basic techniques used for pronoun resolution, or at least their inspirations, have been available for many years. The biggest problem in the field at the moment is not to suggest new approaches, but instead to understand which of the existing strategies are most successful. Only then can the ‘best’ pronoun resolution system be built. It is somewhat disconcerting that less than a year’s work can approach and surpass most existing systems given how long this problem has been around, and while it is possible to make the claim that my system incorporates the majority of existing features, by no means all of these have been adequately optimised. This relative success is symptomatic of the confusion caused by differing private corpora and inconsistent methods of evaluation which this project also attempted to rectify. As for the system, if development were continued, a more thorough evaluation and implementation of distance measures would be undertaken, the gender/number classification problem would be investigated in greater depth, a definite-NP coreference preprocessing step could be added, different combinations of features could be tried, longer chains of semantic possibilities might be looked at, increased exclusions 59
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of training instances may be worthwhile1, other sources of semantic information such as the internet could be exploited, proper conjunction handling and binding theory restrictions would be added. . . the list goes on. One would hope that work in these areas, coupled with analysis of the errors the system makes, would continue to produce results.



6.2 Contributions The most scientifically valuable part of this thesis is clearly the experimental evaluation. Following a thorough survey of different approaches, great effort has been expended on making this evaluation as transparent and comparable with other systems as possible, something sorely lacking in the literature. The results on different corpora will provide other researchers with a greater sense of the challenges across domains while facilitating comparisons between future work, and the impact of additional data – approximately ten times larger than earlier corpora – has been investigated. The primary existing machine learning approaches have also been measured against each other by means of a common yardstick, and one might hope that this will encourage productive competition in the field and hence faster progress. The in depth analysis of the system’s behaviour was also informative, as the contributions of individual features were analysed by subtracting them from the system and their influence was measured across different corpora, suggesting where additional research would be most valuable. The hand evaluation of errors also indicated that, although some cases of incorrect pronoun resolution cannot be reliably solved with current technology, even with a high-performing system relatively straightforward resolutions make up a high proportion of the failures. More error-driven development would spur the development and fine-tuning of the most useful features and the sensible combination of others.



1Currently, there are far more false training instanes used in the modelling process than true ones.
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A PPENDIX A



Details of the Implementation



A.1 Preprocessing Before the pronoun resolution could be carried out, the system required text that was tokenised and had one sentence per line, as well as a consistent format for the the annotations. MUC-7, Wolverhampton, and ACE all used some form of SGML, for which sgml-parser.rb1 was invaluable; BBN used a far different form for which a custom tool had to be developed. So that the sentence breaker, MXTERMINATOR [Reynar and Ratnaparkhi, 1997], would work correctly, first the annotations had to be completely removed and ‘fake’ full stops added in where necessary (the technical manuals in the Wolverhampton corpus required this, as they often had headings without final punctuation). The annotations then had to be re-added in a tokeniser friendly form (without special characters), otherwise it would be extremely difficult to keep track of their location in the text after tokenisation2. The annotations at this point were also simplified, so that only coreference/anaphora involving pronouns were annotated, and each set of terms was given a single unique identifier. Fake full stops were then removed, as well as quotation marks since the parser processed them inefficiently, frequently confusing NP boundaries. Thus the final form of the text accepted by the next stage would like something like:



Officials here say that beginthing 6 Moscow endthing ’s policy bars any involvement by beginthing 6 its endthing soldiers in capturing war criminals , however , and the Russians were not informed in advance of the American operation .



1http://rubyforge.org/projects/ruby-htmltools/ 2The tokeniser used was developed by James Gorman, University of Sydney. 67
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A.2 Feature Extraction The feature extraction program was then given input files, each of which was assumed to be a distinct document. Each sentence then had to have its annotations removed, be parsed3, and have its annotations mapped to an NP in the parse tree (if possible). Once this was done, for each pronoun in the document multiple lists of candidates were generated, one list for each distance metric. Features could then be extracted for each candidate occurring in any of these lists; the features of the candidates then had to be annotated with their original NP and each set for a single pronoun had to be grouped, so that the final classifier could force a single resolution for each pronoun and determine when pronouns were resolved correctly.



A.3 Training Before the Maximum Entropy Model was built, the feature file then had to have its annotations removed, and if it was a coreference corpus all instances after and including the second correct candidate for a pronoun were also removed. It was at this stage also that the feature file could be processed to generate a twin-candidate training file, as described in Section 5.6.



A.4 Evaluation Once a model had been built, this could then be used to gauge the probability that any particular instance was correct. For each pronoun, therefore, the candidate with the highest probability was judged correct, and this was checked against the gold standard data to calculate the accuracy figure. Naturally, this procedure was again more complex for the twin-candidate model. Information was also recorded so that it was possible to identify the sentences and NPs which were involved in the resolution, invaluable for the analysis described in Section 5.8 or for any later application of the system.



3Handled by a Python interface to the CCG parser [Hughes et al., 2005]
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