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Increasing integrated-circuit pin bandwidth has motivated a corresponding increase in the degree or radix of interconnection networks and their routers. This paper describes the flattened butterfly, a cost-efficient topology for high-radix networks. On benign (load-balanced) traffic, the flattened butterfly approaches the cost/performance of a butterfly network and has roughly half the cost of a comparable performance Clos network. The advantage over the Clos is achieved by eliminating redundant hops when they are not needed for load balance. On adversarial traffic, the flattened butterfly matches the cost/performance of a folded-Clos network and provides an order of magnitude better performance than a conventional butterfly. In this case, global adaptive routing is used to switch the flattened butterfly from minimal to non-minimal routing — using redundant hops only when they are needed. Different routing algorithms are evaluated on the flattened butterfly and compared against alternative topologies. We also provide a detailed cost model for an interconnection network and compare the cost of the flattened butterfly to alternative topologies to show the cost advantages of the flattened butterfly.
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Introduction



The cost of power and its associated delivery and cooling are a major factor in the total cost of ownership in a large-scale cluster. The interconnection network plays a critical role in the cost and performance of a scalable multiprocessor. Previous interconnection networks have been built with low-radix routers – e.g. routers with a small number of ports. As a result, the topologies used were also low-radix such as 2-D or 3-D mesh or torus networks and examples of such networks include the Cray T3D, T3E, and XT3. Earlier work [4, 2] showed that low-radix networks provide optimal latency for a given cost. Given the relatively low pin bandwidth available during the 80s and the early 90s low-radix routers were suitable. However, over the past 20 years, the pin bandwidth of router chips has increased by approximately an order of magnitude every 5 years [8] – a rate very similar to Moore’s Law. The increase in bandwidth is a result of both the increase in the signaling rate as well as the increase in the number of signals. High-radix routers have been shown to take advantage of this increasing bandwidth by dividing the bandwidth into larger number of narrow ports instead of low-radix routers where the bandwidth is divided into a smaller number of wide ports [8]. The Cray BlackWidow system [1] is one of the first systems to take advantage of high-radix routers. The topology in the BlackWidow system [10] which is a variant of the high-radix folded-Clos topology is a significant departure from previous low-radix networks that employed 2-D or 3-D torus topologies. Topology is a critical aspect of any interconnection network as it establishes performance bounds for the network since topology determines the network diameter as well as bisection bandwidth. The topology also largely determines the cost (both capital cost and power consumption, or operating expense) of the system as well. In this paper, we analyze topologies of highradix networks and describe the flattened butterfly topology – a cost-efficient topology for high-radix networks [7]. Existing topologies such as folded-Clos or fat-tree pay too much penalty on load-balanced traffic (e.g. uniform random) to provide good performance on adversarial traffic pattern. Other topologies such as the conventional butterfly network can exploit high-radix routers to provide low cost but because of lack of path diversity, the performance is severely limited on adversarial traffic pattern. The flattened butterfly attempts to approach the cost of a conventional butterfly network while providing the cost/performance of a folded-Clos topology. The flattened butterfly topology can be easily derived by starting with a conventional butterfly network and combining or flattening all the routers in each row of the network. In terms of the inter-router connections, the same connections that existed in the conventional butterfly are maintained in the corresponding flattened butterfly. As a result, if only minimal routing is used on the flattened butterfly, the topology behaves identically to a conventional butterfly. However, by utilizing non-minimal adaptive routing (such as the global adaptive routing [11]), the full benefits of the flattened butterfly can be explored. For load-balancing, non-minimal routing can be utilized to achieve path diversity that approaches the path diversity provided in a folded-Clos network. Although non-minimal routing can imply higher hop count, non-minimal routing on the flattened butterfly does not incur higher hop count compared to a comparable folded-Clos. In a folded-Clos, all the packets first need to be routed up to the near common ancestor before routing back down to its destination. These extra hops are not required with minimal routing on the flattened butterfly but are added for non-minimal routing to achieve load-balancing. The added extra hops in the folded-Clos, compared to the flattened butterfly, also results in approximately 2× increase in cost as it requires one set of links to connect to the middle stages and another set of links to connect to the destination router – whereas in the flattened butterfly, the routers are directly connected to each other without connecting through intermediate routers. An example illustrating the benefit of flattened butterfly is shown in Figure 1. A 64 node 2-D flattened butterfly can be described with how a rook moves in a conventional chessboard with each square representing a router (Figure 1(a)). The rook can reach any square within its column or row – similarly, the direct connections in a flattened butterfly allows a packet to traverse to any other router within each dimension with a single hop. A 512 node 3-D flattened butterfly can be described with
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(a) 8×8 chess board



(b) stack of chess boards 7 ports connecting to peers in Y dimension



7 ports connecting to peers in the Z dimension



29 ported router



7 ports connecting to peers in the X dimension



eight ports connecting to hosts



(c) 29-ported switch chip which is required to build an 8-ary 4-flat. Figure 1: A packet traverses an 8-ary 3-flat (with 512 nodes) in the same way that a rook moves on a chess board (a), we scale the network by adding another dimension (b) making a stack of chessboards. Each square on the chess board represents a switch chip. A 29-ported router (c) is required to build the 8-ary 4-flat with 4k nodes. a stack of chessboard (Figure 1(b)) with a diagram of the 29-port router needed to scale to 512 nodes (Figure 1(c)). By reducing the diameter of the network, high-radix networks (and the flattened butterfly topology) are advantageous for lower latency and reduced power as the number of intermediate routers is greatly reduced. The flattened butterfly is similar to the generalized hypercube [3] that was proposed in the early 80s. However, one main difference is that the flattened butterfly utilizes concentration which significantly reduces the wiring complexity of the topology and can more efficiently exploit high-radix routers. Other differences between the two topologies are explained more in detail in [7]. Minimal routing or non-minimal routing with oblivious load-balancing does not provide good performance across different traffic patterns on the flattened butterfly. Global adaptive routing is essential to maximize the performance of the flattened butterfly. Compared to the conventional butterfly, on benign traffic pattern, the flattened butterfly achieves similar performance but provides 2× increase in throughput compared to a folded-Clos of similar cost. On adversarial traffic pattern, the flattened butterfly provides similar performance as the folded Clos but provides over a magnitude increase in performance compared to the conventional butterfly. A detailed cost model comparing alternative topologies is also presented in [7]. The cost model takes into account the main components of an interconnection networks, the routers and the cables, and incorporates the packaging hierarchy of the network into the cost model. As expected, the cost of interconnection networks is dominated by the cables, accounting for as much as 80% of the total network cost. The flattened butterfly which reduces the number of cables in the network provides significant savings over the folded Clos network. However, instead of the expected 2× reduction in cost, for a network of size 1K, the cost savings for a flattened butterfly is only approximately 43%. Although the flattened butterfly reduces the number of global cables, it does not reduce the number of local cables such as the backplane traces from the processors to their routers. However, for a system of size 4K, the cost savings of the flattened butterfly exceeds 50%. The additional savings come from packaging locality that the flattened butterfly can exploit – e.g. the routers in the lowest dimensions are fully connected and can be packaged locally where as in a folded-Clos, all of the routers need to be connected to a set of centralized routers corresponding to the middle stages.
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Significance



Processor and memory technology have advanced according to Moore’s Law – with the number of available transistors growing exponentially with time. This scaling has made interconnection networks more critical as wire density has scaled at a slower rate and wire delay has remained constant over time. Hence, the network is a major factor in determining the overall performance and cost of the system. It has been shown high-radix networks can exploit the increasing pin-bandwidth to provide a lower latency and a lower cost network [8]. This paper presents the flattened butterfly topology, a cost-efficient topology for high-radix



networks that not only exploit high-radix routers but provides a much more cost-efficient topology compared to alternative topologies. The migration towards high-radix networks has been shown with the development of the Cray BlackWidow system [1, 10] – one of the first high-radix networks built. The BlackWidow network employs a variant of the high-radix folded Clos network and reduces the network cost by employing sidelinks to directly connect neighboring subtrees for some configurations. The flattened butterfly topology extends the concept of sidelinks to provide a topology where all of the inter-router links are sidelinks. This removes the need for intermediate routers and thus not only reduce latency but also the cost of the network. As a result, the flattened butterfly provides approximately 2× cost improvement compared to a folded-Clos topology on benign traffic while achieving similar cost/performance ratio on adversarial traffic patterns. The flattened butterfly topology exploits high-radix routers while taking advantage of packaging locality. Since all of the routers in the lowest dimension are fully connected to each other, they can be packaged locally with short cables and the network cost can be significantly reduced. Another significant impact of this work is that the flattened butterfly topology can be extended to on-chip networks for multicore processors [5]. The use of flattened butterfly for on-chip networks provides a new approach to the design of on-chip networks, compared to a conventional 2-D mesh network. Existing on-chip networks such as a ring or a crossbar will not scale and the 2-D mesh network will not scale efficiently in terms of power or performance. By utilizing concentration and direct links between routers, the topology reduces intermediate routers – resulting in not only lower latency but lower power consumption as well. By reducing the diameter of the network, high-radix networks are advantageous both for latency and power as well as cost. However, high-radix networks are difficult to realize on-chip in a cost-efficient implementation. The flattened butterfly with two dimensions maps well to a VLSI layout and results in a topology where any two terminals are separated by only two hops – thus, providing a network that approaches the ideal latency for an on-chip network [9]. The on-chip flattened butterfly also exploits the on-chip constraints such that by using the bypass channels, non-minimal routing can be achieve without traveling non-minimal physical distance. We extend the flattened butterfly topology to take advantage of additional packing locality and fewer optical links with the dragonfly topology [6]. The dragonfly topology introduces the critical need for adaptive routing to properly load balance; making the tradeoff of fewer links requiring more complex global adaptive routing to load balance the global channels. Global adaptive routing (UGAL) [11], can perform such load balancing if the load of the global channels is available at the source router, where the routing decision is made. With the dragonfly topology, however, the source router is most often not connected to the global channel in question. Hence, the adaptive routing decision must be made based on remote or indirect information. The indirect nature of this decision leads to degradation in both latency and throughput when conventional UGAL (which uses local queue occupancy to make routing decisions) is used. The work in [6] describes two modifications to the UGAL routing algorithm that overcome this limitation with performance results approaching an ideal implementation using global information. Adding selective virtual-channel discrimination to UGAL (UGALV C H ) eliminates bandwidth degradation due to local channel sharing between minimal and non-minimal paths. Using credit-round trip latency to both sense global channel congestion and to propagate this congestion information upstream (UGALCR ) eliminates latency degradation by providing much stiffer backpressure than is possible using only queue occupancy for congestion sensing. Over time, interconnection networks will become more critical to system performance and the size of networks will continue to increase. Hence this work on high-radix networks and topology will become even more significant over time. This work is relevant to the networks used in all types of digital systems – e.g., server clusters, internet routers, and storage-area networks as well as supercomputers. For example, many commercial high-performance interconnect such as Myrinet, InfiniBand, and Quadrics implement a fat-tree topology. However, by utilizing high-radix routers (radix-64 or higher) and the flattened butterfly topology, the cost of the networks in SAN or clusters can be reduced by 2× by reducing the number of cables.



REFERENCES [1] Dennis Abts, Abdulla Bataineh, Steve Scott, Greg Faanes, James Schwarzmeier, Eric Lundberg, Tim Johnson, Mike Bye, and Gerald Schwoerer. The Cray BlackWidow: A Highly Scalable Vector Multiprocessor. In Proc. of the International Conf. for High-Performance Computing, Network, Storage, and Analysis (SC’07), Reno, NV, November 2007. [2] A. Agarwal. Limits on Interconnection Network Performance. IEEE Trans. Parallel Distrib. Syst., 2(4):398–412, 1991. [3] Laxmi N. Bhuyan and Dharma P. Agrawal. Generalized hypercube and hyperbus structures for a computer network. IEEE Trans. Computers, 33(4):323–333, 1984. [4] W. J. Dally. Performance Analysis of k-ary n-cube Interconnection Networks. IEEE Transactions on Computers, 39(6):775–785, 1990. [5] John Kim, James Balfour, and William J. Dally. Flattened Butterfly for On-Chip Networks. In IEEE/ACM International Symposium on Microarchitecture (MICRO), Chicago, IL, December 2007. [6] John Kim, Wiliam J. Dally, Steve Scott, and Dennis Abts. Technology-driven, highly-scalable dragonfly topology. Proc. of the International Symposium on Computer Architecture (ISCA), pages 77–88, 2008. [7] John Kim, William J. Dally, and Dennis Abts. Flattened Butterfly : A Cost-Efficient Topology for High-Radix Networks. In Proc. of the International Symposium on Computer Architecture (ISCA), pages 126–137, San Diego, CA, June 2007. [8] John Kim, William J. Dally, Brian Towles, and Amit K. Gupta. Microarchitecture of a High-Radix Router. In Proc. of the International Symposium on Computer Architecture (ISCA), pages 420–431, Madison, WI, 2005. [9] Amit Kumar, Li-Shiuan Peh, Partha Kundu, and Niraj K. Jhay. Express Virtual Channels: Towards the Ideal Interconnection Fabric. In Proc. of the International Symposium on Computer Architecture (ISCA), pages 150–161, San Diego, CA, June 2007. [10] Steve Scott, Dennis Abts, John Kim, and William J. Dally. The BlackWidow High-radix Clos Network. In Proc. of the International Symposium on Computer Architecture (ISCA), pages 16–28, Boston, MA, June 2006. [11] Arjun Singh. Load-Balanced Routing in Interconnection Networks. PhD thesis, Stanford University, 2005.




























Jupiter Rising: A Decade of Clos Topologies ... - Research at Google













Jupiter Rising: A Decade of Clos Topologies ... - Research at Google













Deep Learning Methods for Efficient Large ... - Research at Google













Efficient kinetic data structures for MaxCut - Research at Google













Cost-Efficient Dragonfly Topology for Large ... - Research at Google













Efficient Spectral Neighborhood Blocking for ... - Research at Google













Energy-Efficient Protocol for Cooperative Networks - Research at Google













Efficient Natural Language Response ... - Research at Google













Filters for Efficient Composition of Weighted ... - Research at Google













Efficient Inference and Structured Learning for ... - Research at Google













cost-efficient dragonfly topology for large-scale ... - Research at Google













Beam-Width Prediction for Efficient Context-Free ... - Research at Google













Paper on Efficient Cluster Head Selection Scheme for ...













Cluster Ranking with an Application to Mining ... - Research at Google













Efficient Traffic Splitting on Commodity Switches - Research at Google













Efficient Estimation of Quantiles in Missing Data ... - Research at Google













Efficient Runtime Service Discovery and ... - Research at Google













Katholieke Universiteit Leuven An efficient ... - Research at Google













Efficient Closed-Form Solution to Generalized ... - Research at Google













Efficient Spatial Sampling of Large ... - Research at Google













FlumeJava: Easy, Efficient Data-Parallel Pipelines - Research at Google













SQLGraph: An Efficient Relational-Based ... - Research at Google















Efficient Topologies for Large-scale Cluster ... - Research at Google






... to take advantage of additional packing locality and fewer optical links with ... digital systems â€“ e.g., server clusters, internet routers, and storage-area networks. 






 Download PDF 



















 181KB Sizes
 1 Downloads
 448 Views








 Report























Recommend Documents













Jupiter Rising: A Decade of Clos Topologies ... - Research at Google 

decentralized network routing and management protocols supporting arbitrary deployment scenarios were overkill .... Centralized control protocols: Control and management become substantially more complex with Clos ..... Switches know the candidate ma




















Jupiter Rising: A Decade of Clos Topologies ... - Research at Google 

Aug 21, 2015 - 1. INTRODUCTION. Datacenter networks are critical to delivering web ser- vices .... port thousands of internal and external services, includ-.




















Deep Learning Methods for Efficient Large ... - Research at Google 

Jul 26, 2017 - Google Cloud & YouTube-8M Video. Understanding Challenge ... GAP scores are from private leaderboard. Models. MoNN. LSTM GRU.




















Efficient kinetic data structures for MaxCut - Research at Google 

Aug 20, 2007 - denotes a grid of cell width b/2i. Let Ï± be a confidence parameter, 0 < Ï± < 1, and let Î´ be a parameter of the algorithm introduced in Lemma 17.




















Cost-Efficient Dragonfly Topology for Large ... - Research at Google 

Evolving technology and increasing pin-bandwidth motivate the use of high-radix .... cost comparison of the dragonfly topology to alternative topologies using a detailed cost model. .... energy (cooling) cost within the first 3 years of purchase [8].




















Efficient Spectral Neighborhood Blocking for ... - Research at Google 

supply chain management, and users in social networks when ... This, however, poses a great challenge for resolving entities ... (BI) [10], and canopy clustering (CC) [11]. SN is one of the most computationally efficient blocking algorithms in.




















Energy-Efficient Protocol for Cooperative Networks - Research at Google 

Apr 15, 2011 - resources and, consequently, protocols designed for sensor networks ... One recent technology that ... discovered, information about the energy required for transmis- ..... Next, the definition in (6) is generalized for use in (7) as.




















Efficient Natural Language Response ... - Research at Google 

ceived email is run through the triggering model that decides whether suggestions should be given. Response selection searches the response set for good sug ...




















Filters for Efficient Composition of Weighted ... - Research at Google 

degree of look-ahead along paths. Composition itself is then parameterized to take one or more of these filters that are selected by the user to fit his problem.




















Efficient Inference and Structured Learning for ... - Research at Google 

constraints are enforced by reverting to k-best infer- ..... edge eâˆ—,0 between vâˆ’1 and v0. Set the weight ... does not affect the core role assignment, the signature.




















cost-efficient dragonfly topology for large-scale ... - Research at Google 

radix or degree increases, hop count and hence header ... 1. 10. 100. 1,000. 10,000. 1985 1990 1995 2000 2005 2010. Year .... IEEE CS Press, 2006, pp. 16-28.




















Beam-Width Prediction for Efficient Context-Free ... - Research at Google 

Efficient decoding for syntactic parsing has become a .... 1Note that we do not call this method â€œunsupervisedâ€� be- cause all .... mars in a more statistically principled way, although ..... tics; Proceedings of the Main Conference, pages 404â€“.




















Paper on Efficient Cluster Head Selection Scheme for ... 

In recent years WSNs gained attention in monitoring applications due to their ability to ..... Kilaso, â€œA Wireless Sensor Network for Weather and Disaster Alarm.




















Cluster Ranking with an Application to Mining ... - Research at Google 

1,2 grad student + co-advisor. 2. 41. 17. 3-19. FOCS program committee. 3. 39.2. 5. 20,21,22,23,24 old car pool. 4. 28.5. 6. 20,21,22,23,24,25 new car pool. 5. 28.




















Efficient Traffic Splitting on Commodity Switches - Research at Google 

Dec 1, 2015 - 1. INTRODUCTION. Network operators often spread traffic over multiple com- ... switches to spread client requests for each service over mul-.




















Efficient Estimation of Quantiles in Missing Data ... - Research at Google 

Dec 21, 2015 - n-consistent inference and reducing the power for testing ... As an alternative to estimation of the effect on the mean, in this document we present ... through a parametric model that can be estimated from external data sources.




















Efficient Runtime Service Discovery and ... - Research at Google 

constraint as defined by Roy T. Fielding, stating that the ... of autonomously finding more information and performing ... technologies iii) that emphasizes simplicity and elegance. The ... All operations on these resources use the standard HTTP.




















Katholieke Universiteit Leuven An efficient ... - Research at Google 

where Î“ denotes the SNR-gap to capacity, which is a function of the desired BER, the coding gain and noise margin. The data rate for user n is. Rn = fs âˆ‘k bn k .




















Efficient Closed-Form Solution to Generalized ... - Research at Google 

formulation for boundary detection, with closed-form solution, which is ..... Note the analytic difference between our filters and Derivative of Gaussian filters.




















Efficient Spatial Sampling of Large ... - Research at Google 

geographical databases, spatial sampling, maps, data visu- alization ...... fairness objective is typically best used along with another objective, e.g. ...... [2] Arcgis. http://www.esri.com/software/arcgis/index.html. ... Data Mining: Concepts and.




















FlumeJava: Easy, Efficient Data-Parallel Pipelines - Research at Google 

Jun 5, 2010 - MapReduce [6â€“8] greatly eased this task for data- parallel computations. ... ment each operation (e.g., local sequential loop vs. remote parallel. MapReduce ..... the original graph, plus output A.1, since it is needed by some.




















SQLGraph: An Efficient Relational-Based ... - Research at Google 

mark Council [2], where a Social Network Benchmark is ... social graph query workloads. It was ... schema layout outlined for RDF as in [5] or whether a back-.


























×
Report Efficient Topologies for Large-scale Cluster ... - Research at Google





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















