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Abstract Experimental and Numerical Study of Liquid Jets in Crossflows Alireza Mashayek Master of Applied Science Graduate Department of Mechanical and Industrial Engineering University of Toronto 2006 An experimental and numerical study of the injection of liquid jets in subsonic gaseous crossflows was conducted. The focus of the study was on spatial size distributions of this type of atomization in different flow conditions. An experimental setup was developed to characterize the spray in conditions similar to real applications. The test chamber developed enabled the use of various spray characterization techniques by providing optical access from four sides of the spray. This allowed for size and velocity measurements of the spray using various laser diagnostic techniques such as PDPA, IPI and PIV. Also, a model was developed to predict the size distribution of the spray downstream of the nozzle. This model is based on combining both theoretical calculation of a jet in crossflow and a modified KIVA3 numerical code.
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Chapter 1



Introduction



1.1 Liquid Jet injection into Cross Flow Radial injection of liquid jets into a high velocity and temperature cross-stream at elevated pressures has various applications in fuel injection systems and advanced aircraft engines such as gas turbines, afterburners, augmenters and ramjet- scramjet combustors. This type of radial fuel injection into a crossflow improves fuel atomization and vaporization characteristics and is commonly used in RQL (Rich burn-Quick quench-Lean Burn) and LLP (Lean Premixed Prevaporized) combustion systems. Over the past years there have been some concerns regarding this type of fuel atomization among which the following two are of the most importance. First, the environmental issues concerned with the emission levels of the combustors have increased and new tighter regulations have been set. Previous studies have concluded that better homogeneity in the air-fuel mixture is necessary for reducing NOx emissions. On the other hand, the reduction in aircraft augmentor size has increased the tendency for augmentors to exhibit combustion instabilities in the form of pressure fluctuations, at low frequencies (50 to 120 Hz, known as “rumble”), and at higher ranges (120 to 600 Hz, known as “screech”). These forms of combustion instability generally occur only at elevated pressures and, in practical augmentors, and they lead rapidly to excessive engine vibration and reduced liner durability. Reduced component size has also resulted in shorter flow developing lengths, including distorted inlet flows. The tendency to lower the fuel consumption requires higher fuel-to-air ratios which in return cause undesirable consequences in terms of emission. 14



Figure 1-1 shows that as the liquid jet is injected into the crossflow, pressure and shear forces deform the jet. The gas stream exerts a drag force on the column and bends the jet toward the gas stream direction and produces vortex shedding behind the cylindrical jet column. The counter-rotating vortex pair (CVP) that is generated within the jet produces a kidney-shaped cross-section. These vortices have considerable effects on the primary and secondary atomization of the jet and the stripped droplets and ligaments. After the injection point, waves begin to propagate on the surface of the liquid column and grow until the liquid column breaks up as a whole. Drops and ligaments are stripped from the column due to shear breakup. The rate of this mass stripping and the size of the generated droplets and ligaments depend on the air Weber number. The drops and ligaments that are formed undergo secondary atomization until the droplets attain a size that is limited by the critical Weber number.



Figure 1-1: Jet penetration into a crossflow [1]
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1.2 Motivation for Current Research The issues mentioned, have invoked the need for more detailed understanding of this type of atomization. Rational design modifications, such as relocation of fuel injection sites, repositioning of fuel struts or rings can be made only when the physical behavior of the combustion process is understood at the desired operating conditions. One of the most important parameters governing the engine combustion processes is the fuel spray characteristics, namely, the spray droplet size and velocity distributions. Therefore, fundamental understanding of the spray characteristics at various conditions similar to real applications is inevitably the first step for industrial design purposes. To date, several analytical, experimental, and numerical studies have been carried out for various test cases. Each of the experimental works has focused on a limited range of flow parameters. Based on these experimental data, some correlations are found which are only applicable only within the specific range of parameters tested. Therefore, most of the available correlations suffer from lack of applicability to a wider range of flow parameters. From the numerical modeling point of view, the jet in cross flow atomization problem involves very complex flow physics, such as strong vortical structures, small scale wave formation, stripping of small droplets from the jet surface, and formation of differently sized ligaments and droplets. Therefore, the complete numerical simulation of such a problem, resolving most important flow scales on the Eulerian frame, is still not feasible, especially for industrial applications. These issues signal the demand for some simpler, yet reliable, models that can be used for industrial design purposes and can take into account important parameters such as flow conditions and physical properties of the liquid and gas phases. An alternative to the Eulerian methodology is to track the drops and ligaments in the Lagrangian 16



formalism which is much more computationally affordable. To reproduce the complex vortical structure on the leeside of the jet, one has to create an obstacle of the shape similar to the continuous liquid body and inject droplets from different locations and track them up to far downstream. The obstacle creation needs information about jet trajectory and shape along with the primary mass shedding rate from the liquid column. Further breakup of the droplets is done using Lagrangian breakup model (TAB). This procedure can be used to predict the droplet size, velocity distribution and mass flux for different JICF conditions. In order to develop this relatively fast method, several submodels are needed which can be divided into three main categories. • Models that predict the column deformation, jet trajectory, column breakup, maximum penetration, and breakup times and locations. • Models that deal with the primary breakup of the liquid column (mass stripping) and the formation of droplets and ligaments. • Models that deal with the secondary breakup of the ligaments and drops, i.e. the atomization process. It is, therefore, the objective of this project to develop a theoretical-numerical model to determine the spray characteristics of the JICF atomization along with an experimental approach to verify the results.
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1.3 Literature Review The spray jet is composed of atomized liquid particles in the form of ligaments and droplets that are carried along in a gaseous stream of pressurized air. A literature search yielded several studies that investigated the dispersion of sprays injected into a crossflow. Leong et al. [1] presented a comprehensive review of the past theoretical and experimental works on JICF. Iyogun et al. [2] also covered the past and recent works and investigated the inconsistencies and the justifications behind them. The following is a review of some of the available theoretical and experimental literature on Round Liquid Jets in Subsonic Crossflows in chronological order. Clark [3] studied a liquid cylinder by using an analogy between a liquid column and the behavior of a droplet exposed to a high velocity cross-stream. Adelberg [4] offered a similar study, modeling the liquid jet with a circular cylinder.



Figure 1-2: Drop Breakup Model by Clark [3]



Schetz and Padhey [5] theoretically approached the problem by assuming a control volume around a liquid column and came up with the jet trajectory correlations with the liquid to gas momentum ratio “q”. Their equation is in the following form:
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⎛ x ⎜ ⎜d ⎝ f



⎞ ⎛d ⎞ ⎟ = C qCd ⎜ eq ⎟ ⎟ ⎜d ⎟ ⎠ ⎝ f ⎠



(1-1)



Nejad and Schetz [6] focused more on the atomization and primary breakup of a jet in crossflow. However, they only considered supersonic crossflows. Chen et al. [7] used a lasersheet imaging technique to study the effect of momentum ratio on the jet penetration. They changed the momentum ratio from 3 to 45 at room temperature and at pressures between 1 and 2 bars and at a Mach number of 0.4. Their final correlation is in the following form:



y − x / d ⎞⎛ − x / d ⎞⎛ − x/d ⎞ 0.44 ⎛ = 9.91(q ) ⎜1 − exp ⎟⎜1 + 1.67 exp ⎟⎜1 + 1.06 exp ⎟ 13.1 ⎠⎝ 4.77 ⎠⎝ 0.86 ⎠ d ⎝



(1-2)



Wu et al. [8] provided a phenomenological model for jet penetration based on their own experiments. Their work has become one of the key referenced works in this area. They modeled a liquid column as a circular column and applied a simple force balance to obtain the jet trajectory using a regression analysis. They found the coefficients of their correlation based on using a shadowgraph technique. They classified various breakup regimes with respect to a Weber number.



Figure 1-3: A jet breakup model by Wu et al. [8]
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Their measurements were done at normal temperatures and pressures with “q” range of 4-185 and Mach numbers of 0.2 to 0.4. They provided the following correlations: Liquid Column Trajectory:



y = 1.37 q( x / d ) d



(1-3)



Height of the column breakup point: yb = 3.44 q d



(1-4)



Axial distance to the column fracture point: xb = 8.06 d



(1-5)



Wu et al. [9] extended their own work to study the cross section of the jet and the liquid mass distribution. They offered the following equations: Maximum spray penetration yr: yr ⎛x⎞ = 4.3 q 0.33 ⎜ ⎟ d ⎝d ⎠



0.33



(1-6)



The height of the maximum flux location ym: ym ⎛x⎞ = 0.51 q 0.63 ⎜ ⎟ d ⎝d ⎠



0.41



(1-7)



Spray width Zw :
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Zw ⎛x⎞ = 7.86 q 0.17 ⎜ ⎟ d ⎝d ⎠



0.33



(1-8)



Inamura et al. [10] studied the JICF through an attenuation technique using laser beam to characterize the waves form on the liquid column. They measured particle sizes at several distances downstream of the nozzle and also offered the following equations for the jet penetration and width: Jet Penetration: y x⎞ ⎛ = (1.18 + 0.24d ) q 0.36 ln⎜1.56 + (1 + 0.48d ) ⎟ d d⎠ ⎝



(1-9)



Jet Width:



Z ⎛x⎞ = 1.4 q 0.18 ⎜ ⎟ d ⎝d ⎠



0.49



(1-10)



Inamura and Nagai [11] investigated the disintegration phenomena of liquid jets by instantaneous photography and high-speed video movies. They studied, in more details, the waves formed on the liquid surface. They noted that these waves are the main reason behind the column breakup and droplet stripping. Droplet mass fluxes were measured using an isokinetic sampling probe. Empirical equations were derived based on their measured distributions. Droplet sizes and droplet velocities were measured by a phase Doppler particle analyzer. Their experiments were conducted in “q” ranges of 6-12, Mach number of 0.22 to 0.32 and at normal pressure and temperature.
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Figure 1-4: Inamura 2000



Heister et al. [12], Li and Karagozaian [13], Nguyen and Karagozian [14] and Inamura [15] have modeled the jet cross section as an ellipse with its major axis perpendicular to the crossflow in order to better simulate the crossflow-induced deformation of the jet. Nguyen and Karagozian [14] offered an analytical/numerical model which predicted the behavior of non-reacting and reacting liquid jets injected in subsonic crossflows. The mass loss due to boundary-layer shedding, evaporation, and combustion were calculated and incorporated in their trajectory calculations. Inamura [15] modeled the liquid jet with an elliptical column by writing two force balance equations in the direction of the axes of the jet’s elliptical cross section (see figure 14). Solving these equations numerically led to a close prediction of the liquid jet before it's disintegration. Becker and Hassa [16] investigated the jet injection into crossflow experimentally. They studied the spray characteristics, and evaporation. They were one of the few who did experiments at both elevated pressures and temperatures (Pair=15.5 bars and Tair =750K for hot conditions and Pair=6 bars and Tair =290K for cold test conditions). However, the momentum ratio, “q”, had the fixed value of 6 in their experiments. Measurement techniques employed included time-resolved shadowgraphs and Phase-
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Doppler-Anemometry (PDA). They studied the fuel flux at different positions and offered drop-size distribution of the jet after its disintegration. Becker et al. [17] compared numerical results obtained from the TAB model by shadowgraph images and offered penetration curves at momentum ratios smaller than 18 and normal pressure and temperature. Becker and Hassa [18] extended their works using shadowgraphs, Mie-scattering laser sheets and PDA technique for momentum ratios of 1-40 and at normal temperatures and pressures of 1.5 to 15 bar. They represented fuel flux and drop size distributions at different locations and at different test conditions and offered the following correlation for the jet trajectory: y ⎛x⎞ = 2.32 q 0.09 ⎜ ⎟ d ⎝d ⎠



0.32



(q=1-26 , Weaero=360-2120, x/d=2-18)



(1-11)



They also extended Wu’s [8] model by tracking the droplets after the column breakup. The penetration of an individual droplet was calculated starting from the balance of inertial and drag forces about the droplet. This method overestimated the penetration with respect to their experimental measurements. Mazallon et al. [19] experimentally investigated the primary breakup of nonturbulent round liquid jets in gaseous crossflows. They focused on the details of the jet primary regimes, jet deformation properties, time of onset of primary breakup and liquid column and liquid surface wavelengths. Their measurements were done in room conditions for momentum ratios of 100-8000. Their results suggested qualitative similarities between the primary breakup of nonturbulent round liquid jets in crossflows and the secondary breakup of drops. This similarity has been considered in many other works and all breakup models discussed above have used a similar timescale for jet breakup to that of liquid drops at the 23



same conditions. Mazallon studied the jet before and after breakup and concluded that at lower air Weber numbers the thickened regions (nodes) appear along the column and develop till the final breakup of the jet due to Rayleigh-like breakup supplemented by stretching of the thin liquid columns. As the Weber number increases, bag-like structures appear which are very similar to bag breakup regimes observed in the secondary breakup of the drops. Bagshear breakup regimes form with further increase in the Weber number and finally when the Weber number has grown sufficiently, pure shear breakup results. Dependency of the jet breakup regimes were also observed by Wu et al. [8] and Becker and Hassa [17]. Figure 1-5 demonstrates the breakup regimes as described for a drop exposed to crossflow.



Figure 1-5: Droplet breakup modes (Krzeczkowski, 1980).



Iyogun et al. [2] studied water jets exposed to low subsonic crossflows experimentally to determine jet trajectory at different test conditions. They investigated previous assertion that data from the supersonic range could be extrapolated straightforwardly to subsonic cases. They found this to be valid for their test conditions. Their momentum ratio “q” changed from 8 to 724 along with air Mach number of 0.07 to 0.21 at room conditions. They finally
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offered the following correlation which was in good agreement with Chen et al. [7] correlation: y ⎛ x⎞ = 1.997⎜ q ⎟ d ⎝ d⎠



0.444



(1-12)



Sallam et al. [20] studied the formation of ligaments and drops along the liquid jet surface, as well as the deformation, deflection, and extent of the liquid jet itself experimentally for round nonturbulent liquid jets in air crossflow at normal temperature and pressure. Their test conditions (when combined with the earlier study of Mazallon et al.) included the following ranges of test: Crossflow Weber numbers of 0–2000, liquid/gas momentum ratios of q =3–8000. Their observations were in agreement with previous works, concluding useful general analogy between the primary breakup of round nonturbulent liquid jets in crossflow and the secondary breakup of drops subjected to shock wave disturbances. Transitions between different breakup regimes were found to be a function of the air Weber number like previous works of Mazallon et al. [19], Becker and Hassa [17] and Wu et al. [8] as described earlier. Two regimes were reported for both the onset of ligament formation along the liquid surface and for the variation of ligament diameter as a function of distance along the liquid surface: First, an initial transient regime associated with the growth of a shear layer near the liquid surface that supplies liquid to the base of ligaments. The second regime was a quasi-steady regime where the shear layer reaches its maximum possible growth within the confines of the round liquid jet and has a thickness that is a fixed fraction of the liquid jet diameter. These observations were also noted and characterized for drops subjected to shock waves in previous works done by Hsiang & Faeth [21] and Wu, Hsiang & Faeth [22].
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Sallam offered that in both regimes of ligament growth, drops formed at the tips of ligaments with a fixed multiple of the ligament diameter. This behavior is generally supported by the drop formation at the tips of ligaments by the classical Rayleigh breakup mechanism. Their results yielded the following drop and ligament size correlations. For the transient regime:



⎡ v y dl = 3.6⎢ L 2 dj ⎢⎣ v j d j



(



⎤ ⎥ ⎥⎦



)



1 2



vL y < 0.001 v j d 2j



(1-13)



For the quasi-steady regime: vL y > 0.001 2 v jd j



dl = 0.11, dj



(1-14)



The relationship between ligament and drop diameters along the liquid surface was found to be: dp dl



= 1.2



(1-15)



The resulting velocity correlations were: vp vj



= 0 .7



(1-16)



and 1



ρ = (u p ( L ) 2 ) / u∞ = 6.7 ρG uL



up



(1-17)



26



where “u” is the velocity in the air stream direction and “v” is in the perpendicular direction. ”u∞” is the crossflow velocity and “u ” is defined as: L



1



u L ~ u∞ /[1 + ( ρ L µ L / ρ G µG ) 2 ]



(1-18)



The liquid column breakup time is: 1 2



tb /( d j [( ρ L d j / 6) + 3µ L / 6]) = 7.20 − 0.73We 0.5 ≤ We ≤ 6



(1-19)



As it can be seen this correlation does not cover bag-shear and shear breakup regimes. Breakup of the liquid column in the bag, multimode, and shear breakup regimes approximated the total times of breakup of drops subjected to shock wave disturbances in the bag, multimode, and shear breakup regimes, yielding tb/t* =2.5 and xb/dj =8.0, with the latter result in good agreement with the earlier measurements of Wu et al. [8]. Wu, Hsiang and Faeth [22] offered the following correlations for drops exposed to shock waves: Drop size after secondary breakup: 1 4



1 2



ρ g SMDu0 / σ = 6.2( ρ f / ρ g ) [ µ f /( ρ f d 0u0 )] We 2



We


(1-20)



and the breakup time for the shear breakup regime was found to be: tb/t*=5.0. Lee et al. [23] experimentally investigated the deformation and breakup properties of turbulent round liquid jets in uniform crossflows using shadowgraphy and holography techniques. Measurements were made at room conditions with air Weber numbers of 0-282
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which covered all the three breakup regimes and liquid Reynolds numbers of 3800-59000. Their velocity correlations where as following: vp vj



up uL



= 0.75



(1-21)



ρG 2 ) u∞ ) = 4.82 ρL 1



= u p /((



(1-22)



Breakup time and streamwise locations of breakup were respectively tb/t*=1.61 and xb/dj=5.2. These results show that a turbulent jet breaks sooner and closer to the nozzle exit comparing to the values of tb/t*=2.5 and xb/dj=8.0 for nonturbulent jets as in the results of Sallam et a. [20] described above. Masuda et al. [24] studied transverse fuel injection into high-speed crossflow at pressures between 3.7 to 6.4 atm and temperatures between 350 and 475 K. The air Mach numbers were between 0.25 and 0.33 with momentum ratio “q” from 2 to 30. High speed short exposure digital shadowgraph was utilized to document the behavior of the spray jet. They proposed the possible effects of discharge coefficient and differences in geometries of the test sections on the penetration and general shape of the spray plume. However, these issues need more investigations before being participated in the models. They described the penetration of the spray through the following correlation: x y = 0.92 q 0.50 ( ) 0.33 d d



(2


(1-23)



Lakhamraju and Jeng [25] studied the nature of jet breakup and penetration of liquid injected transversely in subsonic crossflows at elevated temperatures using pulsed shadowgraph technique. Tests were done at momentum ratios of 1-50, Mach numbers of 0.228



0.9, temperatures of 363-505K and atmospheric pressure. Their work is one of the very few JICF experiments conducted at relatively high temperatures. Similar to all the previous works in this area, they observed increase in the jet penetration as the liquid-to-air momentum ratio “q” increased. They also observed that increase in air stream temperature resulted in decrease in liquid jet penetration. A correlation including the effect of temperature was offered in the following form: x y = 1.8444 q 0.546 ln(1 + 1.324( ))(T∞ / T0 ) − 0.117 d d
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Lakhamraju and Jeng attempted to check out the influence of Weair by adding it to the above equation. But the correlation obtained showed very weak influence on jet penetration and hence was neglected. However, there was slight decrease in jet penetration with increase in We∞ . Elshamy and Jeng [26] investigated the effect of pressure on the spray boundaries. Their tests were conducted at air velocities of 39 to 306 m/s, pressures up to 7 bar, room temperature and liquid-to-air momentum ratios, “q”, of 2 to 71. Flow visualizations were carried out using pulse shadowgraphy. They indicated that as the ambient pressure increased, the penetration of the jet slightly decreased while the lower boundary of the jet raised. Also an increase in the ambient pressure led to decrease in the spray coverage area. The upper boundary correlation matched their experimental data reasonably, while the lower one shows a relatively large deviation. This was attributed to the droplets which stripped off the liquid column on the lower boundary, which made visualization more difficult. Two correlations were proposed for the upper and lower boundaries of the spray as follows: Upper boundary: 29



p y x = 4.95( + 0.5)0.279 q 0.424We− 0.076 ( ) − 0.051 p0 d d



(1-25)



Lower boundary: y x p = 4.26( − 0.5)0.349 q 0.408We− 0.30 ( )0.111 d d p0



(1-26)



Linne et al. [27] developed a new diagnostic technique, called ballistic imaging to observe the liquid core of a wide variety of atomizing sprays. This method can be used to study near the injection point in details and investigate the breakup process through focusing on the liquid column and surface waves. It can be further used to study the drop stripping from the liquid core and verify the available correlations for the timescales and dropletligament sizes.



1.3.1 Summary of the Literature Review Table 1-1 provides a tabulated form of the literature review presented above including their test conditions. Table 1-2 contains some of the correlations describing the jet trajectory, spray boundary and breakip locations. Figure 1-6 provides a categorized form of the available literatures on the JICF, and allows an easy comparison of various models. Literatures have been divided into three major categories: a) Breakup Mechanisms (studies that cover wave analysis, breakup regimes and atomization) b) Jet Penetration & Trajectory
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c) Distribution Studies



(studies that deal with size, velocity and mass



distributions in the spray)



Figure 1-6: Categorized review
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Table1-1: Summary of Some available literatures.
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Correlation By:



Correlation ⎛ x ⎜ ⎜d ⎝ f



Schetz & Padhey (1977)



Chen et al. (1993)



Wu et al. (1997)



Wu et al. (1998)



Inamura et al. (1993) Becker and Hassa (2002)



y − x / d ⎞⎛ − x / d ⎞⎛ − x/d ⎞ 0.44 ⎛ = 9.91(q ) ⎜1 − exp ⎟⎜1 + 1.67 exp ⎟⎜1 + 1.06 exp ⎟ d 13.1 ⎠⎝ 4.77 ⎠⎝ 0.86 ⎠ ⎝



y = 1.37 q ( x / d ) d



yr ⎛x⎞ = 4.3 q 0.33 ⎜ ⎟ d ⎝d ⎠



yb = 3.44 q d



⎛ x⎞ = 0.51 q 0.63 ⎜ ⎟ d ⎝d ⎠



, ym



z x = 1.48 q 0.42 ln(1 + 3.56 ) d d



0.41



,



,



xb = 8.06 d



Zw ⎛x⎞ = 7.86 q 0.17 ⎜ ⎟ d ⎝d ⎠



0.33



(q=1-40, Weaero=90-2120, x/d=2-18)



y ⎛ x⎞ = 1.997⎜ q ⎟ d ⎝ d⎠



0.444



y x = 0.92 q 0.50 ( ) 0.33 d d



Masuda et al. (2005)



Elshamy & Jeng (2005)



0.33



,



0.49 y x⎞ ⎛ = (1.18 + 0.24d ) q 0.36 ln⎜1.56 + (1 + 0.48d ) ⎟ , Z = 1.4 q 0.18 ⎛⎜ x ⎞⎟ d d⎠ d ⎝ ⎝d ⎠



Iyogun et al. (2005)



Lakhamraju & Jeng (2005)



⎞ ⎛d ⎞ ⎟ = C qCd ⎜ eq ⎟ ⎟ ⎜d ⎟ ⎠ ⎝ f ⎠



x y = 1.8444 q 0.546 ln(1 + 1.324( ))(T∞ / T0 ) − 0.117 d d y x p = 4.95( + 0.5)0.279 q 0.424We − 0.076 ( ) − 0.051 upper boundary d d p0



y x p = 4.26( − 0.5) 0.349 q 0.408We − 0.30 ( ) 0.111 lower boundary d d p0 Table1 1-2: Correlations for predicting the jet trajectory
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1.4 Objectives of the Present Research Comparison between the available experimental results for various characteristics of liquid jets in crossflows reveals great discrepancies among the correlations. This is true especially for the penetration correlations. The main reason behind these discrepancies is that the ranges of the flow conditions such as pressure and temperature were different for each study with respect to its application. This made the results of various studies to form discrete pieces of the Jet-in-crossflow problem with small overlaps. On the other hand, some key parameters such as test section shape, nozzle characteristics and turbulence level of the incoming crossflow were not characterized in all the studies. Variation in these parameters can lead to considerable differences since they can have substantial effects on the atomization process and the resulting sizes and velocities. Investigating the effects of all parameters on the jet-in-crossflow atomization experimentally is economically nearly impossible due to wide ranges of flow conditions and physical parameters required by various applications. Thus, the goal of the present study is to develop a theoretical-numerical model that can predict the jet-in-crossflow behaviors at various test conditions. Experimental approach will accompany the theoretical part to verify the results of the numerical code. The theoretical and experimental approaches require the completion of the following tasks: Experimental approach: i) Development of an experimental setup consisting of: (1) Main test chamber for high Pressure with optical access on 4 sides (2) Fuel injection line 34



(3) Air inlet line for high flowrate-high temperature crossflows ii) Data acquisition using high speed visualization and flow calibration iii) Size and Velocity distribution measurements using Particle Image Velocimetry (PIV) and Interferometric Particle Imaging (IPI) systems. iv) Further verification using the Phase Doppler Particle Analyzer (PDPA). v) Utilizing the experimental data to develop improved liquid fuel breakup models.



Numerical Approach: i) Development of a theoretical model to estimate the jet penetration and deformation. ii) Modification to the KIVA3 code and utilize it for numerical simulations required for the present study. iii) To plug the calculated jet shape as an obstacle in the computational flow field. iv) Apply a proper mass stripping model that counts for the stripping drops’ size and velocity distribution.
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Chapter 2



Experimental



Setup



and



Measurement



Methodology To address the requirement for experimental data useful for augmentor design and analysis, an experimental test rig is designed and constructed along with its accessories. The experimental rig consists of a rectangular channel containing of two fuel struts and 4 sided optical access which enables data acquisition using various optical and laser diagnostic techniques such as Phase Doppler Particle Analyzer (PDPA), Particle Image Velocimetry (PIV), Interferometric Particle Imaging (IPI) and Shadowgraph. The experiments collect liquid breakup data at inlet air pressures of 55 psia, room temperature and liquid orifice diameter of 0.05 mm. The liquid used in the present study is water at room temperature and the injector produces liquid-to-crossflow momentum flux ratios of 10-80.



2.1 Design and Construction of Test Section Figure 2-1 demonstrates a schematic of the experimental facility. This section explains the details of designing and construction of the setup.
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Figure 2-1: Schematic of the experimental setup



2.1.1 Test Chamber Design The first issue to consider in the design of the chamber is the cross sectional size of the test section. Figure 2-2 shows a general view of the test chamber. In order to provide shear breakup regimes at liquid to gas momentum ratios (q) of up to 80, a high air flow rate should be provided.



Figure 2-2: Test Section
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As proposed by Wu et al. [9] and Mazallon et al. [19], the aerodynamic air Weber number (Weaero =



2 d ρ airU air nozz



σ fuel )



should be greater that 100 to be in the shear breakup



regime and to prevent bag-like breakups. This means that air velocities should be greater than 57 m/s (For Jet-A fuel & the nozzle diameter of 0.5 mm.). Providing such high air velocities requires relatively high air flowrates. On the other, large air flowrates lead to much higher costs incase of heated air flow experiments for simulating real engine conditions. These concerns call for an optimized design of the chamber cross section that allows for the maximum penetration of the liquid column at various conditions and yet makes it feasible to provide and heat the desired air flows. The following correlations of Wu et al.[8],[9] from table 1-2 are used to determine the height and width of the test section: Axial distance to the column fracture point: xb = 8.06 d



(1-5)



Maximum spray penetration yr : yr ⎛x⎞ = 4.3 q 0.33 ⎜ ⎟ d ⎝d ⎠



0.33



(1-6)



Spray width Zw : Zw ⎛x⎞ = 7.86 q 0.17 ⎜ ⎟ d ⎝d ⎠



0.33



(1-8)



38



Figure 2-3 : Jet penetration



Using the above equations for q=80 and dnozzle =0.5mm gives Xb=0.44cm and Yb= 2.2 cm for the breakup. Figure 2-3 shows the breakup location on the plot of equation (1-6). These results are for nonturbulent correlations of Wu (1998). Using Lee et al. (2005) results for turbulent jets gives Xb=0.27cm and Yb= 1.7cm. Therefore, choosing the maximum height in the channel to be Ymax =5cm seems to be a fairly good choice. In order to conduct size measurements, we should have optical view to a reasonable distance downstream of the nozzle.



According to the available literatures, the PDPA



measurements can be made from about 100 times the nozzle diameter downstream. This distance varies depending on the flow conditions and spray concentration. Therefore, the windows lengths are chosen to be 12 cm, which allows size measurements from the nozzle location up to 220d downstream of the nozzle. Finally, using equation (1-8) we can choose the channel width. At x=12cm downstream of the nozzle, the width of the spray isZw=1.8cm. Choosing the channel width of 4cm gives us optical access of nearly 3.5cm to conduct shadowgraph and PIV measurements in horizontal and vertical planes. Figure 2-4 schematically describes the measurement techniques and also the positions of the upper and 39



lower windows. With the calculated cross sectional area of 5(cm) ×4(cm), air flow rate of nearly 230 CFM is needed to provide air velocities larger than 60 m/s and to ensure remaining in the shear breakup regime.



Figure 2-4 : Measurement in different planes and locations



The main test section has been built to the specifications described as shown in figure 2-5. Optical access on the four sides of the test section enables utilizing different types of laser and optical diagnostics.
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Figure 2-5: Main Test Section



2.1.2 Transient and Main Test Section As isdescribed in the Air System section, air is supplied from main compressor through three inch pipes. Figure 2-6 shows the transition part built to change the circular cross section of the air path to the rectangular cross section of the main test section in a smooth manner.



Figure 2-6: Transition Section
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To change the round shape of the inlet pipe to a rectangular shape, a special flange is designed at section A where. a square is cut out at the center of the flange so that the inner diameter of the pipe is the same length as the sides of the square. This prevents sharp steps in the air path thus, less perturbation in the flow. Cross section smoothly changes from the square into a rectangular cross section from A to B and no change would occur at section C. The length of this transition part is calculated to provide a smooth air flow at the measurement windows. Honey combs and screens can be easily installed inside the transient section but were not used in the present study.



2.1.3 Fuel System The fuel system consists of three main parts; the fuel tank, flow-controls and secondary air compressor. A schematic of the system is provided in figure 2-7.



Figure 2-7: Schematic of the Fuel System



The fuel tank is a stainless steel high pressure tank with multiple inlet and exit ports. It has capacity of 20 liters and has working pressure of 350 psig. For safety reasons it is
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equipped with a pressure relief valve that opens at 400 psig. The tank is also electrically grounded to avoid static electric discharges in it, since there is always an air-fuel mixture available in the tank. In order to fill the tank, first it has to be depressurized. Once the tank is depressurized, the liquid fuel (jet fuel or water) is supplied from the top of the tank using a fuel pump (or in the case of water, pressure from the city line). Once the desired fuel level is reached the supply ball valve is closed. The secondary air compressor is then activated to provide the pressure required to drive the fuel. This secondary air compressor should not be confused with the primary air compressor which provides the air flow inside the chamber. The secondary air compressor is capable of providing up to 13.7 scfm at 175 psig with an 80 gallons receiver and is powered by a 7 HP, 230 volts single phase electric motor. The receiver of the compressor is equipped with a ball valve and pressure regulator to maintain a consistent pressure inside the tank. The fuel is driven from the bottom of the tank to a tee joint which connects to two separate correlated flow-meters with maximum flow rate of 1370 ml/min (for water). Each has a 150mm scale with ±2% accuracy over the whole range and ±0.25% repeatability. Each of the flow-meters is equipped with a needle valve to control the fuel flow rate. Then the fuel is directed to the struts where it is sprayed into the chamber. Each strut is also equipped with a pressure gauge as close to the strut nozzle as possible. The gauges have a span of 0 to 200 psig with accuracy of ±1.5% over the span and ±0.4% for every 10°C temperature change from 20°C. Figure 2-8 demonstrates the secondary air compressor and the fuel tank and flow meters.
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(a)



Figure 2-8: (a) Fuel tank and flowmeters (b) Secondary air compressor 44



2.1.4 Air System The air for the experiments is provided by a dual stage compressor which is capable of providing up to 750 scfm at 100 psig. The air is directly brought to the equipment through a 3” pipe. In order to control the flow rate and pressure of the air, two butterfly valves are employed before and after the test section. The first valve is to control the volume of air entering the test section; the second valve is to control the pressure inside the test section. The conditions of the test section are constantly monitored using pressure gauges. The pressure gauge has a span of 0 to 200 psig with accuracy of ±1.5% over the span and ±0.4% for every 10°C temperature change from 20°C. The flow meter is an inline horizontal variable area flow meter. The air is passed through an orifice plate which provides a pressure drop in the main line. Simultaneously a small amount of air is bypassed the plate and is directed through an external variable area flow meter. The reading from the external flow meter is directly proportional to the overall flow of the pipe, since the pressure drop is the same for both the orifice plate and external flow meter. The flow meter system has ±2% accuracy over the whole range and ±1% repeatability. The main air compressor is shown in figure 2-9.



2.1.5 Exhaust Line Currently the exhaust line is directly connected to a muffler to reduce the noise level to standard limitls. The air-water mixture is dumped into atmosphere during the test. However, for high temperature tests with fuels other than water a more complicated exhaust section is needed to count for the following issues: • Cooling down the air-fuel mixture after measurements
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• Separating the fuel from the gas • Disposing the fuel in a proper manner



Figure 2-9: Primary air compressor



2.1.6 3D Traverse system All the measurements are done using a TSI 3-Axis Long Traverse System as shown in figure 2-10. T3DL Three Axis (3D) Traverse System is used for capturing image data at multiple planes in a flow with TSI software-based PIV, HFR-PIV, PLIF, or Spray Analysis systems. This traverse is also used for capturing size and velocity profiles in a flow with LDV or phase Doppler systems. The traverse is capable of moving 500 mm in the x, y and z direction with accuracy of ±430 µm and repeatability of
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±10 µm. These specifications



alongside the specifications of the PDPA and PIV systems guarantee perfect accuracy in size and velocity measurements. The system is controlled with a TSI Isel Tranverse Controller.



Figure 2-10: 3D Traverse



2.1.7 Overall outlook of the setup Figure 2-11 gives a general view of the assembled system. Air coming out of the air compressor passes through a heater or vitiated air combustion chamber (to be installed) and then goes through a transition section. Passing through screens, the flow enters the chamber at the desired flow conditions.
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Figure 2-11: System Setup



1- Digital Camera



7- Secondary air compressor



2- Transition Section



8- Innova 70 C laser Tube (PDPA component)



3- Main Test Section



9- PDPA optical and controlling components



4- Valve #2



10- Valve #1



5- Pipe to the exhaust



11- Pulse Generator



6- Three inch air pipe



12- Fuel Tanks and accessories
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2.2 Experiment Procedures After calibration of the experimental setup, 5 test cases of jet in crossflow using water at room temperature have been studied. Raw PIV and IPI images were acquired for the tests at 55 psia along with PDPA measurements. Following procedure has been carefully followed to measure, analyze and characterize the data acquired: • Flow Calibration • PIV measurements • Post Processing of PIV data • Validating the PIV data by comparing its results to flow velocities measured using the air flowmeter. • IPI size measurements • Post Processing of IPI data • PDPA measurements The experiments were carried out at constant pressures of 55 psia and at different water and air flowrates. These conditions led to aerodynamic Weber numbers (ρg×Ug2×d/σg) of 57.55, which located the tests in the bag-shear breakup regime. The liquid-to-gas momentum ratio varied from 9.61 to 15.13. The water and air Reynolds number also place the flows in the turbulent regimes. Air flowmeter showed a maximum of 6% fluctuation in the air flow and the error for the water flowmeter was less than 5%. The orifice diameter for the fuel
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injector was d=0.0005 m. Water was injected into the chamber from the top nozzle, as shown in figure 2-12.



Figure 2-12: The spray window and experimental field of view.



2.2.1 Particle Image Velocimetry Using two Nikon 60 mm lenses located 261 mm away from the measurement plane (laser sheet) resulted in a field of view of 43.0×31.8 mm2 as also shown in figure 2-12. These conditions led to the measurements from the distance of 125×dnozz to 215×dnozz. This area was mapped onto 1600×1186 pixel images on the CCD. The first step in acquiring PIV data is providing the software with calibration images. Two calibration images are needed for calibrating the cameras. A 100×100 mm dotted target is used to give the software one calibration coordinate system for each camera. Figure 2-13 shows the calibration dots and resulted coordinates for both cameras A and B. As the 50



figure shows, the two coordinates match properly which enhances the validation of the later analysis. Note that since the second camera is flipped using a mirrored image from the camera mount, the images received from this camera get mirrored back in the software before post processing of the data.
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Figure 2-13: Calibration target and resulted coordinate systems for camera A (left) and B (right). The images from camera B get mirrored in the software prior to data analysis.



A typical raw image data for PIV measurements is shown in figure 2-14. Each image consisted of two frames with time difference of 10 micro seconds (in our experiments) which is a proper time for capturing the flow velocity in the 50-200 m/s velocity range. The Newwave yag laser also produces double pulse laser bursts synchronized with the camera frames 1 and 2. The second frame usually absorbs more light due to the properties of the
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cameras. The displacement of the particles is then transformed from image pixels to mm and divided by the time delay between the pulses to produce the velocity field. The raw image is then processed using the cross-correlation technique with interrogation area size of 128×128 pixels. The resulted image then passes a range validation filter to wipe out the noise-resulted particles. The range validation validates particles with velocities in the range of 35-85 m/s in the air flow direction and (-10) to 40 in the transverse direction. A scalar map of the vector field is then drawn to discuss and compare the velocity contours in details. Figure 2-15 shows the described process. Each 128 by 128 pixel interrogation usually contains 10-15 particles of figure 2-14 and each of the vectors in the figure 2-15 represents the average corresponding value of those particles.
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Figure 2-14: A typical PIV raw image. Particles located on the laser sheet plane shine
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(a) Cross-Correlation result pix 1100
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(d) Velocity Scalar map (total velocity) Figure 2-15: Velocity field calculation process using the PIV raw data
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Approximately 30-50 pictures were captured for each test case. Statistical vector map is then produced using all these images as representative of that specific test case and other values and comparisons are carried out based on this representative image. A typical statistical velocity vector field is shown in figure 2-16 for nearly 11000 particles detected. The resulting plots of this averaged vector map are smoother with respect to instantaneous plots due to their time-averaged nature. pix 1100
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Figure 2-16: Statistical vector map and the resulted scalar map for 11000



Velocity Results



The velocity results for different cases include the following: 1) Raw PIV image 2) Location of the measurement window (with respect to the spray) 3) Averaged Velocity Vector 4) U velocity map (Velocity in the air direction) 55
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5) V velocity map (Velocity in the transverse direction) 6) u' Turbulent intensity map 7) v' Turbulent intensity map 8) Vorticity map



2.2.2 IPI Sizing Figure 2-17 shows a typical defocused image taken simultaneously by the focused camera. The focused images are the same images used for PIV measurements. It should be noted again that each of the images consist of two frames with the specified time lag between them.



56



pix 1100



1000



900



800



700



600



500



400



300



200



100



0



Image size: 1600×1186 (0,0), 8-bits (frame 1) Burst#; rec#: 1; 1 (1), Date: 3/15/2006, Time: 10:11:13:000PM Analog inputs: 0 000; 0 000; 0 000; 0 000 0



50



100



150



200



250



300



350



400



450



500



550



600



650



700



750



800



850



900



950



1000



1050



1100



1150



1200



1250



1300



1350



1300



pix 1350



1400



1450



1500



1550pix



pix



600



550



500



450



400



350



300



250



200



150



400



Image size: 1600×1186 (0,0), 8-bits (frame 1) Burst#; rec#: 1; 1 (1), Date: 3/15/2006, Time: 10:11:13:000PM Analog inputs: 0 000; 0 000; 0 000; 0 000 450



500



550



600



650



700



750



800



850



900



950



1000



1050



1100



1150



1200



1250



Figure 2-17: A typical defocused image



For weak fringes or fringes that show intensity variation, a high pass filter has been used to remove the low frequency information. The Laplacian 5×5 filter is found to be a useful filter to enhance the fringe information. Figure 2-18 shows the same image of figure 217 after applying the Laplacian filter.
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Figure 2-18: The defocused image after applying the Laplacian filter.



For sizing each detected particle, the software uses its X-Y coordinate from the focused picture and detects the corresponding particle at the same X and Y in the defocused image using the coordinate systems defined earlier in the calibration images as described in figure 13. If the particle in the defocused image is detected at the right X and Y, its size is calculated based on its fringe quality. Furthermore, to ensure acquiring adequate number of validated particles per image, a 25% noise removal filter has been applied along with a maximum overlap of 75% allowed between adjacent particles.
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(b) Figure 2-19: (a): IPI data display, green circles indicate validated particles, red particle but with invalid size. (b): Histogram Plot.



circles indicate detected



The parameters in the software were set in the way enabling detection of particles with diameters ranging from 7 to 100 (µm). After processing the images, a map of validated and invalidated particles is produces as shown in figure 2-19(a). Figure 2-19(b) also shows the corresponding sizing count histogram of figure 2-19(a).
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The data from the IPI technique includes the followings: 1) Count histogram of particle diameters. 2) Map of D10 distribution. 3) Map of SMD distribution. 4) Map of counts distribution. The D10 and SMD maps depict the size distribution in the X-Y plane and the map of count distribution compares the number of particles detected in various regions of the X-Y plane.



2.2.3 Phase Doppler Particle Analyzing Phase Doppler measurements allow for the sizing of spherical particles (typically liquid sprays, but also some bubbles and solid spheres). Along with size information, the velocity of the particle is also obtained, so in this sense the phase Doppler technique is an extension of LDV. The size of particles that can be measured is limited, at the low end by the amount of light (which depends on particle size, laser power, and light collecting optics) that is scattered by very small particles, and is limited at the high end by the Gaussian nature of the laser beams (and the far field condition). Typical limits for common configurations might be 1 or 2 µm on the lower end and 500 µm to1 mm on the upper end. The intersection of the two laser beams results in a fringe pattern—a series of light and dark fringes. As a particle moves through the measuring volume, it scatters light when it crosses a bright fringe, and scatters no light as it passes a dark fringe. This results in a fluctuating pattern of scattered light intensity with a frequency proportional to the particle 60



velocity. Since the distance between fringes and the time for the particle to go from one fringe to the next (inverse of signal frequency) are known, the measured signal frequency can be converted to velocity. Only one detector is required to get this temporal frequency of the scattered light. However, the spatial frequency (spacing between the scattered fringes at the light collecting optics) of the scattered fringes contains information about the size of the particle being measured. In order to measure this spatial frequency a minimum of two detectors is required. The spatial frequency is measured as a phase shift between the two electrical signals resulting from the scattered light. This phase shift can then be related to particle size. In TSI phase Doppler systems, three separate detectors are used. Thus, two independent measurements of size are obtained. This allows for redundancy in measuring size as well as an improved dynamic size range with high sensitivity. Figure 2-20 shows a schematic of the PDPA system with its components.



Figure 2-20: Phase Doppler System Components
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Chapter 3



Modeling the Penetration of a Liquid Jet in



Crossflow



This chapter and the following chapter discuss the details of modeling the liquid jet atomization in subsonic gaseous crossflows. This chapter discusses the details of Theoretical prediction of the jet deformation and penetration and predicts the jet deformation and penetration up to the breakup point using a theoretical approach that counts for several physical parameters. The next chapter will discuss the Numerical modeling which simulates the atomization of the liquid column by solving for the gas phase in the Eulerian frame and tracking the drops in the Lagrangian frame. The two parts are connected by inserting the calculated jet shape from part one into the computational flow field as a solid obstacle. This would help providing a more realistic flow field around the jet column that would contribute to better simulation of the spray particles behaviors in the Lagrangian frame. The model presented here can be generally divided into four sections. First, the basic equation of deformation of the jet cross section is derived. Second, the equation for the jet trajectory is obtained. Third, the mass reduction from the jet is discussed. Finally, time varying drag coefficient is calculated and implemented in the equations.



3.1 Jet Deformation The first step in modeling the jet breakup involves deformation of the liquid column. To analyze the behavior of the liquid column in the crossflow, a cylindrical element of infinitesimal thickness h from the liquid column is assumed as shown in figure 3-1. At any 62



point, the element is perpendicular to the path its center of mass travels. The spatial location of this element as it moves along the jet trajectory is illustrated in figure 3-1.



Figure 3-1: Schematic of the jet element movement along the trajectory and the aerodynamic force.



The element is deformed and moved along the jet trajectory due to the interplay between aerodynamic, surface tension and viscous forces. Here, we make the assumption that the jet cross section changes from a circle to an ellipse. The aspect ratio e, is defined as the ratio of the ellipse major axis a to minor axis b, increases with time till the breakup location. It should be noted that this assumption is only an approximation of the liquid jet’s deformation and its precision is the subject of discussion in this article. In reality, the jet cross section changes slightly into a kidney shape [13]. Clark [28] proposed that the cross section deformation of a 2D liquid droplet is dependant on a viscous (dissipative) force, an interfacial tension (restoring) force, and an inertial force. He modeled the small deformations
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of drops by calculating the linearized terms for the three forces based on the analogy between an oscillating two-dimensional droplet and a forced mass-spring system, as shown in figure 3-2. Using the same analogy, we perform a force balance in the x2 direction (figure 3-2) in the cross sectional plane to obtain the equation for the oscillation of the element: ii



Fp + Fv + Fs = melem ξ



(3-1)



Formulating the element deformation in terms of the motion of the center of mass of the half-element, Clark obtained the viscous force by dividing the energy dissipation per unit thickness of the element by 2dξ where dξ is the increment of the distance from the center of mass of the whole droplet to the center of mass of the half droplet, ξ. This distance is given by 4a/3π for elliptic cross sections and 4r0/3π for the initial circular section. Applying the non-linearized 2D viscous force offered by Clark for large deformations of an elliptic cross section, we have: ⎛ dξ / dt ⎞ Fv = −2π µ j req 2 h ⎜ ⎟ 2 ⎝ ξ ⎠



(3-2)



where µj is the liquid viscosity and req is the radius of a circle with equal area to that of the instantaneous elliptic cross section and is given by (a×b)0.5. As will be explained in the mass reduction section, the initial cross sectional area of πr02 will not remain constant as the element moves along the jet trajectory. The surface tension force acting through the center of mass of the half element would be [28]: ⎛ 1 ⎞ dA Fs = − ⎜ ⎟ σ ⎝ 2 ⎠ dξ



(3-3)



64



where σ is the liquid surface tension, A is the lateral surface area of the element which is the instantaneous perimeter of the ellipse times the element thickness. Using Cantrell’s formula for the circumference of an ellipse [29], the lateral surface area will be: A = h × [ 4(a + b) − 2(4 − π )ab / H ]



(3-4)



where H is: H = [(a m + b m ) / 2]1/ m



(3-5)



In practice, the value of 0.825 (33/40) for the exponent m yields an error of less than 0.0085% for any ellipse [29]. By differentiating Eq. (3-4), noting that ξ= 4a/3π and ab=req2 and substituting into Eq. (3-3), the surface tension force acting through the center of mass of the half element becomes: 3π F = −σ × h × s 8



c⎤ ⎡ 2 −2 ⎢⎣ 4(1 − r a ) + d ⎥⎦



(3-6)



where the constants c and d are, c = 2r 2 (4 − π )(a m −1 − r 2 m a − m −1 )



(3-7)



a m + r 2 m a − m ( m +1) / m ) d = 2( 2



(3-8)



It should be noted that in differentiating Eq. (3-4), it is assumed that the rate of changes in the cross section’s axes, a and b, are much larger than the change in the equivalent cross section radius, req, due to mass reduction from the column. This assumption allows for assuming req constant in differentiation.
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The work done on the whole element due to external pressure is [28]:



dW = −



1 pAp dξ 2



(3-9)



where Ap is the frontal area of the element, b×h, and the pressure term is the gas stagnation pressure: 1 2 ρ g urel 2



(3-10)



where urel is the relative velocity of the gas normal to the element. Since the gas flow is not always normal to the element’s surface, the normal component of the gas velocity should be considered in calculating the aerodynamic force as shown in figure 3-1. The relative velocity can be written as:



urel = u g cos(θ )



(3-11)



where θ is the angle between the vertical direction and the vector normal to the element cross section. Velocity projection is vital since assuming a constant free stream velocity leads to overestimating the total force exerted on the element which in return, leads to overestimating the cross sectional deformation. It will be shown in the next section that as the aspect ratio increases, the drag coefficient changes noticeably. Thus, over predicting the drag force also has a negative effect on the instantaneous values of the drag coefficient. By substitution (3-11) and (3-10) into (3-9) and dividing both sides by dξ we get:



Fp =



dW 1 = ρ g bh (u g cos(θ )) 2 dξ 2



(3-12)
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By substituting Eqs. (3-2), (3-6) and (3-12) into Eq. (3-1), using melem= 0.5ρj πabh, and dividing all the terms by the element thickness h, the final form of the equation of deformation of the liquid jet becomes: ⎛ d 2ξ c1 ⎜ 2 ⎝ dt



⎞ ⎛ dξ ⎟ + c2 ⎜ ⎝ dt ⎠



c1 =



⎞ ⎟ + c3 = c4 ⎠



1 ρ jπ ab 2



⎛ 2π µ ab ⎞ j ⎟ c2 = ⎜ ⎜ ⎟ ξ2 ⎝ ⎠



c3 = σ ×



c4 =



3π ⎡ 4 (1 − r 2 a −2 ) + c ⎤ d⎦ ⎣ 8 1 ρ g b (u g cos(θ )) 2 2



Figure 3-2: Analogy between an oscillating two-dimensional drop and a forced mass-spring system [28]
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(3-13)



3.2 Jet Trajectory In this section, we perform a force balance in the X-Z plane to obtain the jet trajectory. The coordinate system is chosen as shown in figure 3-1 with the origin located at the left corner of the injection nozzle. This choice has been made to write the equation of trajectory for the liquid jet’s windward boundary rather than the center line. It should be noted that in this section, the force balance is performed on the whole element unlike the previous section. Faero is the aerodynamic force due to the gas flow. F1 is the shear force from the lower element and F2 is the shear force from the upper element. The aerodynamic force is: 1 2 Faero = CD ρ g urel A 2



(3-14)



The projected relative velocity is defined in Eq. (25) and the frontal area of A = 2 a × h is used. Thus, Eq. (28) becomes: Faero = CD a h ρ g (u g cos (θ )) 2



(3-15)



Similar to Inamura [15], we assume the jet velocity along the trajectory to be constant and equal to the initial injection velocity. This assumption is reasonably valid up to the breakup location and we shall use it since this study is aimed at calculation of the trajectory up to the column breakup location. Thus, the velocity of the center of mass of the element can be written in the form of: U = v sin(θ ) x j



(3-16)



U = v cos(θ ) y j



(3-17)
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Balancing the forces in the X direction for the full element, we have: melem x = Faero cos(θ ) − ( F1 − F2 ) cos(θ )



(3-18)



Differentiating Eq. (3-16) with respect to time and equating it with Eq. (3-18) and solving for θ, we get the equation for jet curvature angle with respect to time: dθ ( Faero − Fshear ) cos(θ ) = dt ρl π ab h v j



(3-19)



where: Fshear = F1 − F2 = π abµl v j sin(dθ )



(3-20)



3.3 Mass Reduction As the jet moves along its trajectory, droplets and fragments strip from the liquid column. The rate of mass stripping at different heights of the liquid column strongly depends on the gas flow conditions and the breakup regime. Wu et al. [8] and Becker and Hassa [18] found the breakup regime to be dependent on the gas Weber number. They concluded that at low Weber numbers, the breakup type would be bag or bag-shear breakup. However, as the Weber number increases, the shear breakup regime will be dominant. Mazallon et al. [19] studied the breakup regimes of liquid jet injections in crossflow in detail over a wide range of test conditions and liquid properties. Since the current model studies the deformation and trajectory of the liquid column, we limit the scope of the present study to bag/shear and shear breakup regimes. Thus, according to Mazallon et al. [19] the mass stripping in our model starts after meeting the following criteria:
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(Welocal ≥ Wecrit )



(3-21)



where Wecrit is set to have the value of 60 according to Mazallon and



Welocal =



ρ u g2 2a σ



(3-22)



j



The equation for mass shedding from the cylindrical element of our model would be: t 3 M shed = (π d )3/ 2 ρ j s* G H u g × R t s M t 4 ⎛ρ G =⎜ g ⎜ρ ⎝ j H=



1/ 3



⎞ ⎟⎟ ⎠



⎛ µg ⎜⎜ ⎝ µj



1/ 3



⎞ ⎟⎟ ⎠



(3-23)



8µ j 3Gu g



where ts is the time elapsed from the start of the mass stripping and t* is the characteristic aerodynamic time defined as:



t* =



d0 ρ j / ρ g



(3-24)



ug



This equation is taken from Ranger and Nicholls [32] and Chryssakis and Assanis [31] with two modifications. First, the term ts/t* has been added to control the shedding rate to increase essentially linearly with distance away from the stripping start point [30]. Second, the mass shedding formula is multiplied by the ratio of the element’s mass to that of a spherical droplet with the radius req. This is due to the fact that the original equation was derived for mass shedding from a liquid drop [32]. The mass ratio, RM, in Eq. (3-6) is:
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RM =



hρl π req2 4 ρ πr 3 l



3 eq



=



3h 4req



(3-25)



3.4 Drag Coefficient Drag coefficient CD plays an important role in the prediction of the jet trajectory. As discussed earlier, it appears in Eqs. (10) and (14) which calculate the aerodynamic force and the rotation angle of the liquid column. Various drag coefficients have been proposed for the liquid jets in crossflow. Inamura [15] assumed the value of unity for the drag coefficient which is usually the value for circular cylinders. Wu et al. [8] suggested an empirical value of 1.696 for the total drag coefficient of liquid jets in subsonic crossflows and Sallam et al. [33] offered the value of 3 for non-turbulent jets at the shear breakup regime. In this study, drag coefficients are calculated for smooth circular and elliptical cylinders with major axis normal to the gas flow. Calculations are carried out for ellipses of aspect ratios of e=1, 2, 4 and gas phase Reynolds numbers of 150, 500, 1000, 2000, 4000 and 8000. For each aspect ratio, a correlation is obtained which gives drag coefficient for different Reynolds numbers. Details of simulations and the resulting correlations for drag coefficient are presented in Chapter 4. The value of the drag coefficient at each time step in the model is computed by first calculating the Reynolds number and then interpolating linearly between the correlations according to the values of the instantaneous aspect ratio, e. It should be noted that the above values are only valid for flows with Reynolds numbers in the approximate range of 150 and



71



8000 and the fitted curves may deviate from the real values when the Reynolds number exceeds the mentioned range.



3.5 Summary of the Equations Equations (3-13), (3-16), (3-17), and (3-19) are integrated simultaneously using 4th order Runge-Kutta method with time steps smaller than 10-6 s. Equation (3-13) solves for the deformation of the cross section and Eq. (3-19) solves for the θ, the trajectory angle. Finally, Eqs. (3-16) and (3-17) are integrated to determine the X and Z coordinates of the center of mass of the elliptical element versus time. The following transformations are applied to transfer the coordinates from the center of mass of the element to the upper boundary of the liquid jet, which represents the jet trajectory (figure 3-3). X



Z



u.b.



u.b.



(3-26)



=r +X − b cos(θ ) 0 c.m.



=Z



c.m.



(3-27)



+ b sin(θ )



The subscripts “u.b.” and “c.m.” correspond to upper boundary and center of mass respectively.
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Figure 3-3: Center of mass and the upper boundary coordinate.



3.6 Results and Discussion In this section, the results of trajectory calculations will be presented and compared with the available data in the literature. The effects of different parameters such as nozzle diameter, momentum ratio, gas Weber number, mass stripping and the drag coefficient on the jet penetration and deformation will be discussed.



3.6.1 Jet Deformation Figure 3-4 shows the calculated jet deformation from the side view for a case with momentum ratio of 60 and gas Weber number of 73. The jet side view is compared with the computationally expensive 3D Volume of Fluid (VOF) simulations of Arienti et al. [39] and is in good agreement. Since the Weber number is 73, the mass stripping equation is utilized from the injection point. Figure 3-5 also shows the jet cross section for the same test case at 73



different heights and compares them with the results of Arienti et al. [39]. The good agreement between the frontal area calculated by the present model and those of Arienti verifies the correct estimation of the jet deformation using the elliptic cross section approximation. This contributes to better prediction of the drag coefficient and the aerodynamic force. Figure 3-6 plots the variation of non-dimensional deformation of the cross stream axis of the liquid column, a/r0, versus the Weber number at the onset of breakup and compares the results with those of Mazallon et al. [19]. The onset of breakup is defined as [19]: ti = 8.76 We −0.62 * t



(3-28)



Calculations are performed for ethanol and water with the momentum ratios in the range of (9.3


jet deformation and thus, overpredicting the drag force which leads to faster bending of the liquid column.



Figure 3-4: Comparison of the calculated jet trajectory (right) with 3D VOF simulation (left); Reproduced from Arienti et al [39] by permission
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(a)



(b)



(c) Figure 3-5: Comparison of the calculated jet cross sections (right), with the results of Arienti et al. [39](right); a) y=0, b) y=2d, c) y=6d. Reproduced from Arienti et al. [39] by permission
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Figure 3-6: Non-dimensional deformation of the jet cross section in the cross stream axis direction (a/r0) at the onset of breakup. The theoretical values obtained by the present model are compared with experimental values



Figure 3-7: Comparison of the calculated deformation of the liquid jet using present model with those for the 3D drop using the DDB model of Ibrahim et al. [41], 2D drop of Clark [28] and the jet model of Inamura [15]; Water and air at NTP, Vj=11.8 m/s, Uair=60 m/s
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3.6.2 Effect of momentum ratio on the trajectory Figure 3-8 shows the 3D view of the jet deformations near the nozzle for three cases with different values of momentum ratios. At lower momentum ratios, the jet bends and deforms at lower heights due to the large aerodynamic force. With an increase in q, the jet deformation and the aerodynamic force grows larger at higher elevations with respect to the case of lower momentum ratio. This allows for the jet to penetrate further into the gas stream. Figure 3-9 compares the calculated trajectories for the cases of figure 3-8 with the experimental results of Wu et al. [8]. As discussed in the previous studies, the momentum ratio is one of the governing parameters affecting the trajectory of a liquid jet in the gas stream. However, as will be shown in the next sections, it is not the only factor that controls the jet path. Figure 3-10 compares the calculated trajectory for one of the cases of figure 3-9 with the experimental result of Wu et al. [8] and empirical correlations offered by Chen et al. [7], Becker and Hassa [18], and Wotel et al. [40]. As observed in the figure, the present model gives the best trajectory prediction compared to the others. Figure 3-11 plots the calculated trajectories and compares them with the high pressure experimental values of Rachner et al. [17]. The conditions for the curves of figure 3-11 are exactly those of Rachner et al. and the details are summarized in Table 3-1. As the figure shows, the calculations slightly underestimate the penetration. This could be due to the fact that at higher pressures, the mass reduction equation used in the current model underestimates the mass stripped from the liquid column. This leads to larger frontal area of the deformed element (because of the excess mass) which increases the drag force and thus, underestimates the penetration. Another possible reason is that at higher pressures, the drag coefficients are smaller with respect to rigid cylinders as reported by Eggers and Czerwonatis [44]. The effects of surface tension changes at high pressures and also the roughness created 78



by surface breakup may also contribute to deviation of the predicted CD from the real value. Figure 3-12 compares the trajectory calculated by the present model for a case of high pressure (5.8 bars) with some empirical correlations. It should be noted that the two empirical correlations used in figure 3-12 offered by Elshamy and Jeng. [26] and Becker and Hassa [18] were specifically derived for high pressures.



Figure 3-8: Near-nozzle deformations of the jets with different momentum ratios
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Figure 3-9: Calculated trajectories for the cases of figure 3-8 in comparison with the experiments [8]



Figure 3-10: Comparison between the jet trajectories obtained from the present model with some available correlations and experiment of Wu et al. [8]
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Figure 3-11: Calculations for high pressure cases in comparison with experiments of Rachner et al. [17]. The test conditions for cases are summarized in Table 3-1.



Figure 3-12: Comparison between the jet trajectories obtained from the present model with some available correlations and experiment of Wu et al. [8]
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3.2.3 Effect of Weber number As discussed earlier, the momentum ratio is not the only parameter in calculating the jet trajectory. Gas Weber number can also have considerable effects on the jet penetration since it governs the start and rate of mass shedding from the liquid column. Therefore, any model or correlation that predicts the liquid jet trajectory in the crossflow must incorporate the Weber number effects in addition to the momentum ratio. Furthermore, the changes in other liquid properties (such as viscosity and surface tension) also change the Weber number which are not included in q. Figure 3-13 shows the variation in the jet trajectory as the Weber number increases at a constant liquid-to-gas momentum ratio. The phrase ‘No stripping’ for the case of We=8.6 refers to the fact that the local Weber number for this test case does not pass the criteria of Eq. (3-21). The term ‘transition’ refers to the fact that the local Weber number exceeds the critical limit somewhere on the jet trajectory and the stripping starts some time after the injection point. The term ‘Mass Stripping’ refers to the fact that the jet is in the shear breakup and the local Weber number is initially above the criteria and thus, mass is stripped off the column from the injection point. The jet deformation gets larger as the gas Weber number grows leading to increase in the frontal area used in the equations of motion of the jet and finally leading to lower penetrations as can be seen in the figure 3-13. This fact is also shown in figure 3-14 where the penetration curves for the same cases are plotted using the empirical correlation offered by Elshamy and Jeng [26] (Eq. (1-25)). Their correlation includes a term for gas Weber number as well as pressure and momentum ratio. Although the trajectories are not exactly the same, they both demonstrate the same response to an increase in Weber number.
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Figure 3-13: Effect of Weber number on the trajectory at a constant momentum ratio using the present model. The experimental data of Wu et al. [8] for We=160 are also shown for comparison.



Figure 3-14: Effect of Weber number on the trajectory at constant momentum ratio using the empirical correlation of Elshamy and Jeng [26]
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3.2.4 Effect of the Drag Coefficient Figure 3-15 shows the jet trajectories calculated for a case with the momentum ratio of 72 and gas Weber number of 140. There are three curves in the figure, two of which have been obtained using constant drag coefficients. The first curve is calculated using the adaptive CD scheme of the present model. The second and third curves are computed using constant CD value of 1.0 assumed by Inamura [10] and the empirical value of 1.7 from Wu et al. [8] respectively. The constant CD of unity obviously leads to over estimation of the jet trajectory since it does not take into account the deformation of the liquid jet and variation in the Reynolds numbers due to change in urel and deq. The calculated trajectories from the present model, which uses the numerically calculated CD, is in good agreement with the trajectory obtained using the empirical CD value of 1.7 given by Wu. This implies that the drag calculation scheme of the present model is in close agreement with experimental results. Table 3-1 contains the time averaged drag coefficients obtained for different test cases. The average value is in the range of 1.6 to 1.7 which is in good agreement with the empirical value. Table 3-1: Time averaged drag coefficients calculated for different test cases



We 34 140 71 139 281



q 72 72 9.9 9.4 10



Time Averaged CD 1.58 1.6 1.61 1.65 1.68
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Figure 3-15: Comparison between trajectories obtained using the adaptive CD scheme of the present model and constant CD values.



3.2.5 Effect of Mass Stripping As mentioned in the previous section, the mass stripping decreases the mass of the liquid column which will be incorporated in the present model in the form of a decrease in the jet cross section i.e., a decrease in the equivalent radius. This change in the cross section is strongly dependant on the gas Weber number and has a considerable effect on the drag force. To illustrate how Eqs. (3-21) and (3-22) control the start of mass stripping, the local Weber number versus the non-dimensional time (Eq. (3-24)) for three cases with different gas velocities are plotted in figure 3-16. The jet velocity is kept constant for all cases. Figure 317 illustrates the variation of ratio of the mass stripped versus the non-dimensional time for the same cases. As figure 3-16 depicts, for the first curve with gas velocity of 50 m/s, the local Weber number does not exceed the stripping limit line. Thus, no mass would be removed from the column in the present model as shown by the corresponding curve in 85



figure 3-17. For the second case, the local Weber number exceeds the limit at the nondimensional time of almost 0.6 and as the figure 3-17 shows, mass stripping would start after this point smoothly from zero. For the third case with gas velocity of 90 m/s, the mass is removed from the column right from the injection point since its local Weber number starts from the value of nearly 70 which is initially above the limit of Wecrit=60. To explain the effect of mass stripping on the trajectory, figure 3-18 shows the deformation of the column cross section for a case with Weber number of 67, water jet velocity of 20 m/s, air density of 1.2 kg/m3 and nozzle diameter of 0.5 mm. Figure 3-18(a) depicts the effect of mass reduction on the estimated liquid jet shapes. Since the initial Weber number is above the stripping criteria, the mass stripping has a considerable effect on the penetration. Figure 3-18(b) shows the side view of the jets and figure 3-19 compares the deformed cross sections for both cases from the top view. Neglecting the mass stripping leads to overestimation of the jet deformation which corresponds to over predicting the drag force. This causes the jet to bend more as the figures show.
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Figure 3-16: Growth of the Local Weber number versus time for three jets at different breakup regimes



Figure 3-17: Ratio of the mass stripped from the column versus time for the cases of figure 3-16.



87



(a)



(b)



Figure 3-18: Deformation of jet cross section with and without mass shedding model for a case with Weber number of 67, water and air at NTP, Vj=20 m/s, Uair=90 m/s and nozzle diameter of 0.5 mm; a) 3D view b) side view.



Figure 3-19: Top view of the jet deformations for the cases of figure 3-18.
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Table 3-2: Test condition for high pressure cases from Rachner et al. [17]. Test Case name



Air pressure [bar]



Air Temp. [K]



Air Density kg/m3



Air Velocity [m/s]



q



q18 p9 u75 u75q2



5.8 8.7 5.9 5.9



280 280 285 285



7.19 10.78 7.18 7.18



100 100 75 75



18 6 6 2



3.2.6 Effect of the Nozzle Diameter Most of the correlations mentioned in the introduction are non-dimensionalized by the nozzle diameter. Therefore, they simply suggest that the change in the nozzle diameter does not affect the jet path as long as the trajectory is plotted in a non-dimensionalized coordinate system. To investigate the validity of this, figure 3-20 compares the jet penetrations for three cases with different nozzle diameters. The momentum ratio and gas Weber numbers are held constant to merely investigate the effect of the nozzle diameter. An 8% difference in the penetration height can be observed when the diameter is increased from 0.5 mm to 2 mm. The gas and jet velocities are varied in figure 3-20 to keep the q and We constant. Figure 321 plots the trajectories for three cases where the gas and jet velocities are kept constant and the nozzle diameter is varied again. Since the jet and gas velocities are constant, the momentum ratio, q, remains constant. However, the Weber number grows larger with increasing the nozzle diameter. As the Weber number grows, the jet tends to bend faster due to increase in the Weber number as discussed in the previous sections. The relatively small difference observed between the curves of figure 3-20 suggests that as long as the Weber number and the momentum ratios are held constant, the jet trajectory is not affected much when plotted in the non-dimensionalized coordinates (non-dimensionalized by d). However,
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if the Weber number changes, as shown in figure 3-21, the change in the trajectory becomes considerable.



Figure 3-20: Effect of the nozzle diameter at constant momentum ratio and Weber number. The jet and gas velocities are varied to keep q and We constant.



Figure 3-21: Effect of the nozzle diameter at constant air and jet velocities.
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Chapter 4



Drag Coefficient



As mentioned in the previous chapter, the details of simulations and the resulting correlations for drag coefficient are presented in this chapter.



4.1 Introduction The flow over bluff bodies is one of the classical problems of fluid mechanics that has been extensively investigated by researchers both numerically and experimentally. It has many engineering applications, such as hydrodynamic loading on ocean piles and support legs and has been used by some researchers in modeling the deformations of liquid jets and droplets in high inertia gaseous (cross) flows. This type of flow is associated with various flow structures and instabilities in the wake of the cylinder which involve the separated shear layer and boundary layer resulting in emergence of different patterns in the wake region. Various vortical structures are revealed depending on the Reynolds number and significant amount of mean drag and lift fluctuations can be observed. There has been a wide range of studies focused on the flow over different bluff bodies some of which have focused on a special application and some others have had a more general approach. Much effort has been made to control the flow around a bluff body to reduce the mean drag force, reduce the drag and lift fluctuations and to reduce the flow-induced noise due to vortex shedding. The present study is focused on the (2D) vortical instabilities in the wake of circular and elliptical cylinders. The emphasis is on the relationship between the time averaged drag coefficients and the Reynolds number at different aspect ratios. Johnson et al. [45] studied the flow around elliptical bodies focusing on the vortical structures at low Reynolds numbers (30 to 200). Singh and Mittal [46] also studied the flow past circular cylinders for a wide range of
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Reynolds numbers (100 to 107) and investigated the shear layer instability and its effects on the drag force and vortical structures in the wake of the cylinder. In the present study, flow past elliptical cylinders at relatively high Reynolds numbers is studied computationally. The calculations are carried out for elliptical cross sections with their semimajor axis normal to the flow (90 degree attack angle) with Aspect Ratio (AR) values of 1, 0.5 and 0.25 where the AR=b/a is defined as the ratio of the minor axis of the ellipse to the major axis as depicted in Figure 1.



Figure 4-1: Schematic Diagram of the 2D cylinders with different aspect ratios



The calculations are performed at Reynolds numbers (Reeq=ρU∞deq/µ) of 150 to 8000 where U∞ is the free stream velocity, ρ is the fluid velocity, µ is the fluid viscosity and deq is the equivalent circular diameter for elliptic cross sections, deq=((2a)×(2b))0.5. Some researchers have defined the Reynolds number based on the major axis of the cylinder, a, in the form of Rea=ρU∞(2a)/µ. Both of these definitions are used in the following discussions. However, the Reynolds number based on equivalent diameter Reeq is used in the drag coefficient plots to study the effects of variations of aspect ratio on the drag force while the flow properties and condition such as density, viscosity and velocity are kept constant. Thus, 92



at each specific Reeq, the aspect ratio changes while the cross-sectional area of the cylinder (and thus, the deq) is kept constant.



4.2 Simulations and Grid Setup The 2D unsteady Navier-Stokes equations are solved using the FLUENT CFD code [34]. The governing equations are discretized and solved in segregated manner using second order accurate spatial and implicit temporal schemes. The laminar calculations are performed for Reynolds numbers below 1000 and the Spalart-Allmaras [35] one-equation turbulence model is used in turbulence calculations for higher Reynolds numbers. The computational domain size, boundary conditions, and number of computational cells for all three cases are shown in figure 2 and Table 1. It should be noted that the value of the equivalent diameter, deq, is the same for all cases. The inlet, upper and lower boundaries are located far enough from the cylinder to minimize the effects of boundaries on the flow around the cylinder. The outlet boundary is located far enough downstream of the cylinder to eliminate the far field effects on the near wake and to allow for development of the vortex structures.



Figure 4-2: Geometry and boundary conditions of the computational domain.



93



Table 4.1: The computational domain size and number of cells used for different cases. Case AR=1 AR=0.5 AR=0.25



A 7.5deq 15 deq 15 deq



B 20 deq 50 deq 50 deq



C 12.5 deq 20 deq 20 deq



Number of Cells 130500 185300 482240



The calculations are carried out on a non-uniform grid. To capture the vortical structures in the wake of the cylinder, the grid has to be fine enough near the cylinder wall and downstream of the cylinder to capture the near-wall effects. Figure 3 depicts a general view of the structured grid around the circular cylinder in the computational domain.



Figure 4-3: A general view of the grid for AR=1 case



The grid is stretched with decreasing the aspect ratio to accommodate the elongated cylinders. The distance of the first grid point from the cylinder wall is chosen to be 0.2% of the cylinder equivalent diameter, deq. A snapshot of the grid near the cylinder is shown in figure 4 for two cases with aspect ratios of 1 and 0.25.
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Figure 4-4: Near-wall grid for AR=1 (left) and AR=0.25 (right).



4.3 Results and Discussions The simulations are performed for three different aspect ratios of AR=1, 0.5, and 0.25 and six different Reynolds numbers of Reeq= 150, 500, 1000, 2000, 4000 and 8000. In this section, a discussion of flow field and drag coefficient for different cases follows. As reported by Wen et al.[47] and Singh and Mittal2 for a circular cylinder, as the Reynolds number increases from low values, steady flow occurs around the body with no vortex shedding. Further increase in the Reynolds number causes the formation of a pair of symmetrical counter-rotating vortices about the centerline of the wake for Reeq
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boundaries of the flow regime for a wide range of Reynolds numbers. The same trend is also reported by Singh and Mittal [46].



(a)



(b) Figure 4-5: Vorticity contours with contour levels from 0 to 5 in steps of 0.4; a) AR=1, Reeq=Rea=500 b) AR=0.25, Reeq=500, Rea=1000



The present study shows that for circular cylinders with Reeq=Rea=150, the wake is very organized and the regular von-Karman street is observed (the figures for Reeq=Rea=150 case are not shown here for brevity). Figure 5 shows the instantaneous vorticity contours for two cases with Req=500 but different aspect ratios and Rea values. As the Reynolds number increases from 150 to 500, the separated shear layer becomes unstable and smaller vortices 96



form as a result of this instability which affect the vortex shedding downstream as can be seen in Fig 5(a) for Reeq=500. This observation is in conformity with the findings of Singh and Mittal [46]. With the same flow conditions and the Reeq kept constant, the decrease in the aspect ratio leads to larger number of separation points and vortical structures formed on and leaving the surface as illustrated in Fig 5(b). This wake structure is similar to that of the flow over a normal flat plate as can be observed in the simulations of Najjar and Balachandar[49]. The wake pattern of Figure 5(b) (AR=0.25) shows more turbulent characteristics compared to the AR=1 case of Figure 5(a) which suggests that Rea has more effect on the vortex shedding than Reeq and higher frontal area for AR=0.25 is a cause of larger pressure drop across the cylinder.



(a)



(b)



Figure 4-6: Vorticity contours with contour levels from 0 to 20 in steps of 0.5; a)AR=1, Reeq=Rea=500 b) AR=0.25, Reeq=500, Rea=1000



Figure 6 shows a closer look at the shear layer configuration for the cases of figure 5. Figure 6(a) shows the start of formation of smaller vortices due to growing of the instabilities in the shear layer. It is observed from the calculations that as the Reynolds number increases (for a constant aspect ratio), the point at which the separated shear layer becomes unstable moves upstream as reported by Singh and Mittal [46]. Figure 6(b) shows that the distance 97



between the two points of separation on the cylinder are located farther in the vertical direction due to the decrease in the aspect ratio which creates a wider vortex shedding area. For AR=0.25, the shear layers roll-up much closer to the plate and the occasional interaction between the vortices separated from the upper and lower layers can be observed which is similar to flow past normal plates as reported by Najjar and Balachandar [49]. These plots indicate that the present simulations are able to resolve the flow structures close to the cylinder wall. At AR=0.25, shortly downstream of the flow separation point, the shear layer mixing leads to the reattachment of the boundary layer which is similar to that of higher Reynolds number flows past circular cylinders with turbulent boundary layer as reported by Singh and Mittal [46]. As the Reynolds number increases, two-dimensional computations are expected to fall short of accurately predicting the various quantities associated with the flow [46]. However, according to Singh and Mittal [46], the shear layer instability shows two-dimensional behavior even up to the critical Reynolds number where the drag crisis occurs. The range of the Reynolds numbers used in the present calculations lies well below the Reynolds number associated with the drag crisis where Rec=3×105. Figure 7 shows the vorticity plots for two cases with Reeq=4000 and different aspect ratios.
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(a)



(b) Figure 4-7: Vorticity contours with contour levels from 0 to 50 in steps of 1; a) AR=1, Reeq=Rea=4000 b) AR=0.5, Reeq=4000, Rea=5656



Contours of instantaneous vorticity magnitude are shown in Figure 7(a). Two long shear layers separating from the cylinder and development of the Karman vortex street are clearly seen. The shape of larger structures in the wake region is qualitatively in good agreement with the experimental image obtained by Williamson[50] for Re=4000 and the 3D Direct Numerical Simulation (DNS) results of Kravchenko and Moin[51] for Re=3900.
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Figure 7(b) again confirms that as the aspect ratio decreases (or Rea increases), the wake becomes more irregular and tends to behave similar to the flow past a normal flat plate. This phenomenon can be clearly seen in figure 7(b) as the wake gets wider due to increase in the vertical distance between the upper and lower separation points on the cylinder. Again, occasional interaction between the vortices can be observed in figure 6(b) similar to figure 5(b).



(a)



(b)



Figure 4-8: Vorticity contours with contour levels from 0 to 50 in steps of 1; a) AR=1, Reeq=Rea=4000 b) AR=0.5, Reeq=4000, Rea=5656



Figure 8 compares the near cylinder vorticity contours for the cases of figure 7. As for the case of AR=1, vortices arising from the shear layer instabilities mix into the primary Karman vortices before propagating downstream which is in accordance with the observations of Kravchenko and Moin[51] and Singh and Mittal[46]. Long separating shear layers can be easily seen at this Reynolds number and their length decreases as the aspect ratio decreases (or the Rea increases). This can be clearly observed in figure 8(b). With increase in the Rea from the value of 3900, the spanwise vortices become more evident as illustrated by Figure 8(b) and also reported by Singh and Mattal [46]. With decrease in the 100



aspect ratio, small vortical structures and reattachment of the shear layer can be observed on the leeward of the cylinder. The AR=0.5 case is an interesting example of flow past elongated cylinders where the vertical structure is a combination of the wake structure around circular cylinder and the structures similar to flow past normal flat plates.



Figure 4-9: Time averaged pressure distribution on the surface of the cylinder for AR=1 compared to the results of Singh and Mittal2.



Figure 9 compares the time averaged pressure coefficient (Cp = 2( p − p∞ ) /( ρU ∞2 ) ) distribution on the surface of cylinder with those of Singh and Mittal2. The results are qualitatively in good agreement and show the same trend with increase in the Reynolds number. It can be observed that at the front stagnation point (θ= 0) the Cp has a value above unity. The peak suction pressure coefficient, -Cp, increases with increasing the Reynolds number and the base pressure coefficient (Cp at θ=180) decreases. However, Singh and Mittal [46] reported that as the Reynolds number exceeds the range of figure 9, the base pressure coefficient will increase with Reynolds number which leads to lower drag coefficients.
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For all the simulations, the flow has been given the necessary time to develop the proper vortex shedding pattern and to remove the transient effects. From this point on, the averaged data is collected. The drag coefficient curves have been time averaged over this period and the resulted values are plotted in figure 10. For the circular cylinder cases (AR=1), the value of the calculated drag coefficients have been compared with the experimental data of Achenbach [36] for verification. Also, two values for AR=1 and 0.5 at Reynolds number of 150 are compared with the numerical simulations of Johnson et al.[45]. To facilitate the use of the drag values for applications where gradual change of the drag coefficient as a function of AR is needed over a range of Reynolds numbers, one curve is fitted to the drag data for each of the aspect ratios of figure 10. One of the well-known applications of these curves is in modeling small or large deformations of 2D drops or liquid jets in gas streams. The Reynolds numbers can change significantly in these types of flows due to the change in the gas velocity and the deformation of the liquid column. Since the cross sectional area remains relatively constant in these applications, figure 10 is plotted versus the Reeq rather than the Rea. However, the values can be easily plotted versus Rea by dividing their horizontal axis value by (AR)0.5.



102



Figure 4-10: Calculated drag coefficients versus Reeq for all the cases plotted and compared with experiments of Achenbach7 and Johnson et al.1.



It is known that for a circular cylinder, as the Reynolds increases, the drag coefficient first reduces to some extent and then increases after a turning Reynolds number where the drag coefficient is minimum. A similar trend can be observed for the elliptic cylinder of AR=0.5 with turning Reynolds number shifting towards the smaller values. However, for AR=0.25, the drag coefficient continuously decreases with increasing Reynolds number. This could be attributed to the fact that interaction of several vortices formed on the cylinder surface leads to a reduction of drag forces per unit frontal area. At lower Reynolds numbers, a decrease in the aspect ratio results in an increase in the drag coefficient as can be observed in figure 10. However, this does not hold true for Reynolds numbers larger than 3000 where AR=0.25 case does not follow the trend. The equations for the curves fitted to the drag data are presented in equations (1) to (3). It should be noted that the suggested curves only apply to the range of the Reynolds numbers of the present study (150
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e=1: CD = (-3.46 × 10-12 )Re3 +(5.22 × 10-8 )Re2 - ( 2.01× 10-4 ) Re + 1.0



(4.1)



e=2: CD = (3.83 × 10-15 )Re4 - ( 7.37 × 10-11 ) Re3 + (4.66 × 10-7 )Re 2 - ( 9.62 × 10-4 ) Re + 1.7



(4.2)



e=4: CD = 6.22Re-0.1949



(4.3)
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Chapter 5



Numerical Simulations



As described previously, the calculated jet trajectory up to the breakup location is inserted into a computational zone to build the appropriate gas flow field around the liquid column. Mass stripping is added to the model in form of drops shedding from the column at different heights. The stripped drops are followed alongside the drops resulted from the column breakup in the Lagrangian formalism to study different characteristics of the spray. This chapter presents a brief introduction to the numerical code employed (KIVA3) followed by the modifications made to the code.



5.1 KIVA3 CODE “The KIVA code has the ability to calculate flows that involve a number of complex closely coupled physical and chemical processes in engine cylinders with arbitrarily shaped piston geometries, including the effects of turbulence and wall heat transfer. The flows in the piston include the transient three-dimensional dynamics of evaporating fuel sprays interacting with flowing multi-component gases undergoing mixing, ignition, chemical reactions, and heat transfer. Since the KIVA was developed with applications to internal combustion engines in mind, it contains several features designed to facilitate such applications. However, the basic code structure is modular and quite general, and most of the major options can be individually activated or deactivated by setting appropriate values for the associated input values. The code is therefore applicable to a wide variety of
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multidimensional problems in fluid dynamics, with or without chemical reactions or sprays.”[43] In the present study we use the code for a cubical computational region to solve for the non-reacting flow at room temperatures and study the spray behavior within the mentioned zone. The computational zone is usually selected big enough to include the points where experimental data are acquired. KIVA 3 solves the unsteady equations of motion of a turbulent, chemically reactive mixture of ideal gases, coupled to the equations for a singlecomponent vaporizing fuel spray. The gas-phase solution procedure is based on a finite volume method called the ALE (arbitrary Lagrangian-Eulerian) method. [43] Spatial differences are formed on a finite-difference mesh that subdivides the computational region into a number of small cells that are hexahedrons. The details of the governing equations for the Eulerian and Lagrangian frames and the numerical scheme can be found in [43]. However, a brief description is presented in the following sections.



5.1.2 The Governing Equations This section gives the equations of motion for the fluid phase, followed by those for the spray droplets. The bold symbols represent the vector and tensor quantities. The Fluid Phase



The continuity equation for species m is: •S ∂ρ + ∇ i( ρ u ) = ρ ∂t



(5.1)



The momentum equation for the fluid mixture is:
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∂ ( ρ u) 1 + ∇i( ρ uu) = − ∇p − A ∇(2 / 3ρ k ) + ∇ iσ + F S + ρ g 0 ∂t a2



(5.2)



where ρ is the density, u is the velocity vector, p is the fluid pressure, a is used in conjunction with the Pressure gradient Scaling (PGS) method [43], A0 is a switch to turn on the turbulence and, Fs is the rate of momentum gain per unit volume due to the spray. The internal energy equation is: i i ∂( ρ I ) c + ∇i( ρ uI ) = − P∇iu − (1 − A )σ i∇u − ∇i J + A ρε + Q + Q S 0 0 ∂t



(5.3)



where I is the specific internal energy, exclusive of chemical energy. The heat flux vector J is the sum of contributions due to heat conduction and enthalpy diffusion. Two additional transport equations are solved for the turbulent kinetic energy k and its dissipation rate ε: ⎡⎛ µ 2 ∂( ρ k ) + ∇i( ρ uk ) = − ρ k ∇iu + σ i∇u + ∇i ⎢⎜ ∂t 3 ⎢⎜ Pr ⎣⎝ k



⎞ ⎤ iS ⎟ ∇k ⎥ − ρε + W ⎟ ⎥ ⎠ ⎦



⎡⎛ µ 2 ∂ ( ρε ) + ∇i( ρ uε ) = −( c − c ) ρε∇iu + σ i∇u + ∇i ⎢⎜ ∂t 3 ε1 ε 3 ⎢⎜ Pr ⎣⎝ ε ⎡ i S⎤ ε⎢ c σ i∇u − c ρε + c W ⎥ ⎢ ⎥ ε s k ε1 2 ⎢⎣ ⎥⎦



⎞ ⎤ ⎟ ∇ε ⎥ − ⎟ ⎥ ⎠ ⎦



(5.4)



(5.5)



i S



The terms involving the W term arise due to interaction with the spray. These are standard k-ε equations with some added terms. The detailed description of the terms can be found in [43].
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The Spray Droplets



To calculate the mass, momentum, and energy exchange between the spray and the gas, one must account for a distribution of drop sizes, velocities, and temperatures. In many sprays, drop Weber numbers are large enough that the drop oscillations, distortions, breakup, collisions and, coalescences must be considered. The spray equation formulation [43] is a mathematical formulation that is capable of representing these complex physical processes. The KIVA code solves these equations for a droplet probability distribution function “f”. In KIVA3 “f” has ten independent variables in addition to time. These are r (the radius the drop would have if it were spherical), temperature Td (assumed to be uniform within the drop), i



distortion from sphericity y, and the time rate of change dy/dt= y . The droplet distribution function f is defined in such a way that i i f (x, v, r , T , y, y, t ) dv dr dT dy d y d d



(5.6)



is the probable number of droplets per unit volume at position x and time t with velocities in the interval (v,v+dv), radii in the interval (r,r+dr), temperature in the interval (Td,Td+dTd), and its displacement parameters in the intervals (y,y+dy) and (ỷ, ỷ+d ỷ). The time evolution of f is obtained by solving a form of the spray equation:



• i ii • • ∂f ∂ ∂ ∂ ∂ ( f T ) + ( f y) + ( f y ) = f coll + f bu + ∇ .( f v ) + ∇ .( f F) + ( fR) + d x v i ∂t ∂r ∂T ∂y d ∂y



i



(5.7)



ii



where the quantities F,R, T d , y are the time rates of change, following an individual drop, of i



i



i



its velocity, radius, temperature, and oscillation velocity y . The terms f coll and f coll are 108



sources due to droplet collisions and breakups. Expressions for these can be found in [43]. The equation for the acceleration of the droplet distortion parameter is: ii 2 ρ (u + u' − v )2 8a(T ) 5µ (T ) i d y− l d y y= − 3ρ ρ r3 ρ r2 r2 d d d



(5.8)



where µl Td is the viscosity of the liquid. Equation (5.8), which is based on the analogy between an oscillating droplet and a spring mass system, is the equation of a forced, damped harmonic oscillation and is taken from the TAB model [43]. The harmonic force is supplied by the gas aerodynamic forces on the droplet. The restoring force is supplied by surface tension forces. Damping is supplied by liquid viscosity. Detailed discussion of equation (5.8) may be found in [43]. Finally the aerodynamic drag and gravitational forces cause the following droplet acceleration vector F:



3 ρ F= 8ρ d



u + u' − v



r



( u + u' − v ) CD + g



(5.9)



The drag coefficient CD is given by: ⎧ 24 2/3 Re < 1000 ⎪ Re (1 + 1/ 6 Red ) d C =⎨ d D ⎪0.424 Re > 1000 d ⎩



(5.10)



where



Re = d



2 ρ u + u' − v r



µ



air



(5.11)



∧ (T )
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and ∧ T + 2T d T= 3



(5.12)



The gas turbulence velocity u’ is added to the local mean gas velocity when calculating droplet’s drag and vaporization rate. The formulation for the rate of droplet radius change and the rate of droplet temperature change are explained in [43] in details.



5.1.3 The Numerical Scheme KIVA3 solves finite-difference approximations to the mentioned governing equations. The equations are discretized both in time and space. The temporal differencing is performed with respect to a sequence of discrete times known as time steps. In KIVA3, each cycle is performed in three stages (phases). Phase A and B together constitute a Lagrangian calculation in which computational cells move with the fluid. Phase A is a calculation of spray droplet collision and oscillation/breakup terms and mass and energy source terms due to the chemistry and spray. Phase B calculates in a coupled, implicit fashion the acoustic term, and the terms due to diffusion of mass, momentum, and energy. Phase B also calculates the remaining source terms in the turbulence equations. In phase C, the flow field is frozen and rezoned or remapped onto a new computational mesh. The spatial differencing is based on the ALE [43] method which in three dimensions uses a mesh made up of arbitrary hexahedrons. Spatial difference approximations are constructed by the control-volume or integral-balance approach[43]. For the Lagrangian phase (phases A and B), KIVA3 uses implicit methods to difference the terms associated with acoustic pressure wave propagation and diffusion of mass, momentum, and energy. The
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coupled implicit equations are then solved using the SIMPLE method [43], with individual equations solved using the conjugate residual method [43]. Phase C is the rezone phase, in which the code calculates the convective transport associated with moving the mesh relative to the fluid. KIVA3 gives the users the option of using one of the two convection schemes: quasi second-order upwind (QSOU) differencing or the partial donor cell (PDC) differencing. The details of both of these schemes can be found in [43].



5.2 JICF MODULE FOR KIVA3 5.2.1 Modifications Made to KIVA3 Some studies like Khosla and Crocker [30] and Liu and Gulder [42] have modeled the JICF problem in the Lagrangian frame by injecting drops into the gaseous crossflow. However, there are numerous physical dissimilarities between the direct drop injection into the gas flow and jet disintegration. These dissimilarities lead to uncertainties in the results. Liu and Gulder [42] studied the capability of the TAB model in predicting the size distribution downstream of a liquid jet in air crossflow. Their study was carried out by direct drop injection into the crossflow and the results were compared with experiments. No comments were made on the spray penetration and it was concluded in their study that the TAB model significantly underpredicts the drop sizes although it shows good response to change in physical parameters. One of the reasons behind this conclusion may be the absence of the liquid jet and its effects on the flow field which lead to more exposure of the drops to the crossflow after injection. This can contribute to early breakup and smaller drop sizes with respect to real conditions whit the liquid jet existing. Khosla and Crocker [30] also modeled the JICF by injecting drops into the crossflow. They assumed the drag coefficient value of 111



1.7 for the injected drops but, this empirical value was offered by Wu et al. [8] for liquid jets in crossflows. This assumption made the drops penetration similar to that of jets injected at the same flow conditions for the cases they studied. Their study did not include drop size information. The present study tries to provide a model that predicts both the spray penetration and the size distribution with good accuracy. In order to utilize the KIVA3 code for the application of jet in crossflow, some modifications are inevitable. Since the starting point of simulation in the code is originally when the drops are injected, the effect of liquid jets and their breakup cannot be studied without further modifications. In order to capture the effects of the existence of the liquid column on the gas flow and the atomization process, the following steps are followed: • Liquid column’s trajectory is calculated up to the breakup point using the model discussed in chapter 3. • The calculated column is inserted into the flow field as described below. • Mass stripping from the column is modeled by locating nozzles beside the jet column at different heights until the breakup location. • The drops undergo breakup, collision and coalescence and their trajectory is calculated in the computational zone. The method used to insert the calculated column into the flow is by continuously injecting single droplets at the orifice. Each droplet has the same diameter as that of the orifice (primary nozzle) and the injection rate is chosen to match the actual jet flowrate. These droplets are prohibited from breaking up, collision and other processes applicable to the drops in the code. The trajectory of these droplets is also forced to follow the previously 112



calculated jet trajectory as described in chapter 3. This method allows for modeling the effect of an actual jet on the crossflow by using a stream of large droplets. The rate of mass stripping is calculated using a theoretical model by Rangers and Nichols [32]. The size distribution of the liquid drops stripping from the column is applied from an experimental study by Lee et al. Since some important physical consequences of existence of the real jet such as the jet penetration, rate of mass stripping, location and size of the stripped drops and the velocities of the stripped drops are all imposed in the code from theoretical and experimental studies, this artificially constructed jet gives a fairly good approximation. The original KIVA3 code allows for defining several injectors in the computational zone. However, all the defined nozzles have the same injection velocity, mass flowrate, starting and finishing time of injection and drop temperatures. In order to model the mass stripping from the column by locating nozzles of different characteristics along the liquid jet, the code is modified so that each nozzle has its own specifications such as injection frequency, mass flowrate, injection velocity, drop size distribution etc. This modification required noticeable change in several subroutines in the code that deal with drop injection, drop collision, drop breakup and drop dynamics. The second major modification is to isolate the drops injected from the primary injector from the drops stripped from the column (injected from the stripping nozzles). This isolation is necessary since the primary drops should not experience breakup or collision before the jet disintegration point. To accomplish this goal, all the drops injected from the nozzles are flagged. The flag value of “1” is assigned to drops injected from the primary nozzle and before they reach the breakup location. All the other drops in the computational domain have the flag value of “0”. The drops with flag value of “1” follow a specified path calculated theoretically up to the breakup location. Their sizes are being reduced due to mass 113



stripping from the column in the same manner explained in chapter 3. At the breakup point, the primary drops’ flag changes from “1” to “0” and their velocities are set in a manner that is explained later. The drops are treated like ordinary drops from this point on. The third modification made was initially offered by Liu F. and Gulder [42]. The drop drag coefficient used in the code is modified from equation (5.10) to the following value based on the study of Liu A. et al.[43]:
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=C



D, Sphere



(1 + 2.632 y )



(5.13)



where CD , Sphere is the drop drag coefficient calculated in (5.10) and y is the distortion from sphericity.



5.2.2 Simulation of JICF Using the Modified KIVA The next step in modeling the JICF is to determine the rate of mass shedding from the column and the details of its stripping. Rangers and Nichols [32] studied the aerodynamic shattering of liquid drops experimentally. They proposed a boundary-layer stripping analysis which calculated the mass stripped from the liquid drop located in a steady incompressible gas flow. They offered that the mass of fluid in the circumferential liquid layer being swept along by the gas stream to be:
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dm 3 = (π d )3 / 2 ρ G H u l air dt 4 ⎛ρ G = ⎜ air ⎜ ρ ⎝ l H=



1/ 3 ⎞ ⎛µ ⎟ ⎜ air ⎟ ⎜ µ ⎠ ⎝ l



1/ 3 ⎞ ⎟ ⎟ ⎠



(5.14)



8µ l 3Gu air



Hsiang and Faeth [21] performed a similar study based on the theory of the shear breakup process as illustrated in figure 5.1. The figure shows only half of the deformed drop. The air is traveling from left to right in the figure. At the drop surface, the flow splits around the drop. Shear forces induced by the air flow on the surface distort the drop and cause a projection of liquid with a size on the order of the boundary layer thickness δ to appear along the outer edges. Secondary atomization is achieved when the finger of liquid on the drop ultimately breaks off and becomes a satellite droplet of the same size as δ.
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Figure 5-1: Shear breakup from a drop (HSIANG and Faeth., 1992).



They offered the following formula for the size of the drops resulted from primary breakup for the laminar secondary breakup: 1/ 2 We L 0 0 ⎦



ρ SMDu 2 / σ = 6.2( ρ / ρ )1/ 4 ⎡ µ /( ρ d u ) ⎤ G
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(5.15)



Wu et al. [22] extended their study to turbulent primary breakups and offered the following equation:



ρ SMDu 2 / σ = 12.9( x / Λ )1/ 3 ( ρ / ρ )3 / 2We5 / 6 Re−1/ 2 G
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(5.16)



where σ is the liquid surface tension, Λ is the radial integral length scale and We f Λ and Re f Λ are the Weber number and Reynolds number of the liquid phase based on Λ. Lee et al. 116



[44] studied the primary breakup of round turbulent liquid jets in crossflows. They measured the drop sizes after turbulent primary breakup and characterized them along with the results of Wu and Faeth [22] for turbulent primary breakup in still gases. The ligament and drop properties were measured along the liquid surface. In agreement with earlier studies of turbulent primary breakup of round liquid jets in still gases of Sallam and Faeth [20], Lee et



al. [44] suggested that drop formation at the tip of ligaments involves drop diameters comparable to ligament diameters. This behavior is characteristic of Rayleigh breakup of ligaments and they assumed that the SMD of the drops formed by ligament breakup are proportional to the corresponding ligament diameter. Their study yielded the following equation for spatial size distribution of drops stripped from the liquid column and drops formed due to breakup of the ligaments:



SMD / Λ = 0.56 ⎡⎢ y /(ΛWe1/ 2 ) ⎤⎥ fΛ ⎦ ⎣



0.5



(5.17)



where the radial integral length scale, Λ, is equal to d/8 and y is the cross-stream wise (normal to gas flow) distance from the injection point. In present study, equation (5.14) is used for the mass stripping rate from the liquid column along with equation (5.17) for the size distribution of the nozzles located beside the liquid jet to simulate the stripping. The time of start of stripping is calculated according to equations (3.18) and (3.19) so then stripping does not necessarily start from the injection point. The frequency of mass stripping from the nozzles is set to be the same as the primary nozzle. Dividing the rate of mass shedding from equation (5.14) by an average drop size calculated with help of equation (5.17) and considering the shedding frequency the number of stripping injecting nozzles can be calculated. This number is divided into two and placed
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symmetrically beside the liquid jet. However, the code has been modified so that the size distribution for even two stripping nozzles located at the same height would be different although they have the same SMD value. This helps to have a more chaotic non-symmetrical mass stripping which is more realistic. The velocities of the drops stripped from the column and drops formed after the jet column’s disintegration at the breakup point are taken from Lee et al. [44] to be:



v / v = 0.75 p j



(5.18)



u / u = u /(( ρ / ρ )1/ 2 u ) = 4.82 p j p G L air



(5.19)



where the v p and u p are the drops velocities. The location of column breakup as a whole is given by:



x /d =C b j xb



(5.20)



where x is the streamwise distance from the main nozzle. The value of Cbx is reported to be 5.20 for turbulent jets according to [44] and 8.64 according to Sallam et al. [20]. Figures (5-2) through (5.5) illustrate a typical jet in crossflow modeled using the details discussed in this chapter. The results are for a typical case of water injection into air at pressure of 40 psig and temperature of 300 K. The liquid injection velocity is 18.3 m/s and air velocity is 36.7 m/s with the nozzle diameter of 0.5 mm. The simulation is carried out using a relatively coarse grid. However, as figure (5.5) shows, the vortical structures formed on the leeward of the jet can be still observed as reported by various literatures.
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(a)



(b) Figure 5-2(a) Side view of the liquid column (b) A closer look
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(a)



(b) Figure 5-3: (a) 3D view. (b) A closer look
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Figure 5-4Mass stripping from the liquid column (Linne et al. [27] left), Current model right. (The flow conditions are not the same)



Figure 5-5: Streamlines of the gas phase on a plane normal to gas flow at 157d downstream of the nozzle. 121



Chapter 6



Results



This chapter contains the experimental and numerical results for the test cases and compares the experimental and numerical results qualitatively for modeling verification.



6.1 Experimental Results 6.1.1 Jet Penetration Table 6.1 contains the details of the PIV test cases. The measurements are done at two different pressures and various air and jet velocities to investigate the effects of variations in momentum ratio and Weber number on the penetration and velocity distributions of the spray. Table 6.1 PIV test cases Case #



Pressure (Bars)



Jet Velocity (m/s)



Air Velocity (m/s)



Momentum Ratio "q"



Air Weber Number



1 2 3 4 5 6 7 8



1 1 1 1 2.75 2.75 2.75 2.75



6.7 9.6 12.4 15.1 6.7 9.6 12.4 15.1



51.4 53.3 53.3 53.3 40.8 40.8 40.8 40.8



7.3 13.8 22.9 34.2 6.1 12.3 20.4 30.6



47.6 51.2 51.2 51.2 57.2 57.2 57.2 57.2



As reported by Masuda [24], the jet penetration is dependant on various test conditions other than the momentum ratio and the air Weber number. Nozzle characteristics such as its discharge coefficient, turbulence level of the liquid and gas phases and the geometry of the test section can all cause considerable effects on jet penetration, the breakup location and the resulting droplet sizes. On the other hand, two other issues contribute to the obvious discrepancies that exist among the jet trajectories predicted by the available correlations.
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First, different techniques applied to measure the jet penetration can lead to different results. This matters more when concerning the spray boundaries further from the jet disintegration location. Secondly, the chaotic nature of the jet-in-crossflow atomization with the complex flow structures and fluctuations makes it relatively hard to describe a definite boundary for the spray. Time averaged penetration measurements provide a smoother jet trajectory curve that better represents the jet penetration and is usually used by researchers. In the present study, 100 PIV images are recorded for each test case. The images are then averaged using image processing techniques to represent a time averaged jet trajectory for each case. With 80(ms) time delay between each pair of PIV images, the trajectories are averaged over 4 seconds for each case. Figure 6-1 plots the calculated jet trajectories for the test cases of table 6.1.



Figure 6-1: Jet trajectories measured for test cases of table 6-1.



The solid lines represent the cases with higher pressure of 2.75 bars and the dashed lines represent the cases with pressure of 1 bar. As the figure clearly shows, with increase in the momentum ratio (q), the jet penetrates more into the gas flow which is in conformity with 123



the previous observations. The corresponding cases from the lower and higher pressure tests (cases 1&5, 2&6, 3&7 and 4&8) almost have the same momentum ratios. The comparison between these pairs reveals that the 1-bar cases penetrate slightly more with respect to their corresponding 2.75-bars cases. This can be either due to the fact that their momentum ratios are slightly higher or their lower air Weber numbers. The increase in Weber number can reduce the jet penetration. The same behavior is also reported by Elshamy and Jeng [26]. Figure 6-2 plots the spray maximum penetration, zm, versus (x/d)0.39×q0.36 where zm is defined as the furthest transverse distance the spray plume reaches.



Figure 6-2: Measured jet penetrations at different streamwise locations.



The exponents of q and (x/d) are obtained using regression analysis over the measured penetrations for points with different gas streamwise distances for the test cases. The following correlation is thus resulted for the jet trajectory for the range of test conditions of the present study:
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0.39 zm ⎛x⎞ = 2.6 q 0.36 ⎜ ⎟ d ⎝d⎠



(6.1)



Equation (6.1) is consistent with that of Inamura [11]. The exponent of q is in agreement with the 0.33 obtained by Wu [8] and 0.36 obtained by Inamura [11]. The exponent of (x/d) is also in good agreement with 0.33 obtained by Wu [8]. However, equation (6.1) predicts the penetration smaller with respect to Wu and closer to Inamura. As mentioned by Wu, this discrepancy is attributed to the fact that that the present measurements and those of Inamura too used Imaging techniques to locate the jet penetration while Wu [8] defined the penetration as the boundary of constant volume flux measured by PDPA. The air Weber number is not incorporated in equation (6.1) since the correlation showed little sensitivity to it as observed by Lakhamraju and Jeng [25]. On the other, hand the variation of the Weber number over the test conditions of table 6.1 might be still inadequate to capture the effects of the Weber number. Experiments over wide ranges of Weber number are needed to capture its effect on the jet trajectory.



6.1.2. Cross-Sectional velocity distributions The PIV measurements are taken at the center plane of the jet where y=0. To characterize the gas flowfield at the injection location, PIV images are captured in the absence of the liquid jet by seeding from a seeding nozzle located at a distance of 400×dnozz upstream of the injection location. Figure 6-3 shows the resulted center-plane time averaged velocities and turbulence intensities at the injection location (x=0) for the cases of high and low pressure. As the figure shows, the turbulent gas flows have turbulent intensities of almost 8% of the air velocities for both high and low pressure cases.
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Figure 6-3: center-plane time averaged velocities and turbulence intensities at the injection location (x=0)



Figure 6-4 plots the center-plane velocity profiles at different locations along the streamwise direction for case 3 and 4 which have both pressures of 1 bar and air Weber numbers of 51.2 but momentum ratios of 22.9 and 34.2.



(a)
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(b) Figure 6-4: center-plane velocity profiles at different locations along the streamwise direction. (a) Case 3, Low Pressure, q=22.9, We=51.2; (b) Case 4, Low Pressure, q=34.2, We=51.2



It can be clearly seen the velocity profiles become more uniform with increase in the streamwise distance, x/d, as we move from dnozz=138 to dnozz=215 location. The profiles suggest that the droplet velocities are smaller at lower z/d values. The droplets at the lower heights are mainly formed by mass stripping from the liquid column and have relatively smaller droplet sizes ([8], [16]). These droplets have smaller velocities due to the presence of the liquid column and the momentum exchange that occurs between the column and the gas flow. The interaction between the droplets and the main air stream increases as the z/d exceeds the height of the liquid column breakup. This leads to larger velocity values for the droplets as can be seen in figure 6-4. On the other hand, as the z/d increases, the droplet sizes increase since larger droplets are formed after the liquid column disintegrates as a whole. Even the size of the droplets that are stripped from the column increase with height as reported by Lee et al. [23] and Hsiang et al. [21]. The increase in the droplet sizes lead to decrease in their velocities. The interaction between the two mentioned factors (increase in 127



droplet velocities due to more exposure to air stream and, the decrease in the droplet velocities due to increase in their sizes), causes the peaks in the velocity profiles that can be observed in figure 6-4. To better illustrate the explained variation of the droplet velocities with increase in height, figure 6-5 plots the velocity profiles superposed on one of the actual PIV image.



Figure 6-5: Velocity profiles superposed on one of the actual PIV image for Case 4. Low Pressure, q=34.2, We=51.2



It should be noted that the velocity curves are time averaged whereas the PIV image is instantaneous. As explained, the droplet velocities change from smaller heights, where the stripping occurs in the wake of the liquid column, to a peak and then reduces again as the droplets get larger. This peaks in the profiles is also reported by Wu et al. [9] and Inamura and Nagii [11].
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Figure 6-6 plots the center-plane velocity profiles for cases 6 and 8 which both have pressures of 2.75 bars and air Weber numbers of 57.2 but momentum ratios of 12.3 and 57.2.



(a)



(b) Figure 6-6: Center-plane velocity profiles for (a) Case 6, High Pressure, q=12.3, We=57.2; (b) Case 8, High Pressure, q=30.6, We=57.2



The same trend of Fig 6.4 is observed again for these cases. Fig 6.4 and 6.6 propose that the droplet velocities have not reached the free stream velocity until the distance of x/d=215. However, comparison between the figures shows that low pressure cases (with u∞ =53 m/s) have reached almost 89% of u∞ whereas high pressure cases (with u∞=40.8 m/s) 129



have reached nearly 96% of u∞. This indicates that the droplet velocities merge to air stream velocity later as the air velocity (u∞) increases. The same observation is also reported by Inamura and Nagii [11]. The locations of the peaks and the general trend of the velocity profiles of figure 6-4(a) and figure 6-6(a) are in good agreement with results of Wu et al.[9] for the same momentum ratios although the air velocities were almost twice in their experiments. This is due to the fact that the jet breakup height and penetration is mainly governed by the value of q. However, the air Weber number can change the velocity profiles by affecting the jet deformation, increasing the rate of mass stripping from the column and changing the size of the stripped droplets [19] . Figure 6-4(b) and 6-6(b) have very similar velocity profiles since their air Weber number and momentum ratio are almost the same. Comparing the velocity profiles of the test cases of Table 6.1 suggests that the velocity profiles are mainly function of momentum ratio and Weber number.



6.1.3. Size measurements and core properties As described earlier, the size measurements are performed using the two-component PDPA system. All size measurements are also carried out at the center plane (y=0). Figure 67 plots the mean droplet size profiles for the case 6 (figure 6-6(a)). The size and velocity profiles are plotted together to investigate the effect of size distribution on the velocity profile.
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Figure 6-7: Mean droplet size profiles (in microns) for case 6.



As the figure proposes, the size profiles have not reached their final stage where the atomization process is almost over. The location of the highest liquid phase velocity, the highest mass flux in other words, almost coincides with the location of lowest Saunter mean droplet diameter. This is due to the fact that the larger droplets have smaller accelerations due to their larger inertia (which is proportional to the droplet diameter). On the other hand, the location of the maximum mass flux is on the path of the droplets and ligaments that are formed due to the liquid jet breakup. These particles are the last to leave the liquid jet and thus, have had larger sizes initially and have been in touch with the air stream less than the particles shedded from the liquid column prior to breakup. Thus, it is quite reasonable to expect the minimum air velocities for their region which will be called the Core Region from this point on. In figure 6-7., the location of this maximum is almost at the height of 20×dnozz for the downstream locations. The size decreases as moving up from this location. The same trend has been also reported by Inamura and Naggi [11]. It is well observed that with increase in the droplet sizes, the velocity values decrease. However, it should be noted that this behavior can be observed at distances far enough from the injection point to eliminate
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immediate effects of the existence of the liquid column. In the near field locations of the nozzle, smaller droplets exist with small values of velocity due to the effect of the wake of the liquid jet. Considering the above discussion, the spray core properties are studied in this section using PDPA measurements to investigate the effects of the liquid and gas phase properties on the core characteristics such as velocity variation, size variation and penetration. The core location is determined as the location of the highest mass flux detected by the Phase Doppler system. Measurements are carried out at the center plane (y=0) and the streamwise distance of 45×dnozz for water liquid jets with velocities in the range of 9.6 to 21.4 (m/s) and air velocities in the range of 17 to 55.7 (m/s). These flow velocities led to momentum ratios of 12 to 87.5 and air Weber numbers of 10 to 58.6. Table 6.2 includes the test conditions for the spray core PDPA measurements.



Pressure Bars 2.75 2.75 2.75 2.75 2.75 2.75 2.75 2.75 2.75 1 1 1 1 1 1 1



Table 6.2: PDPA measurement test cases u jet Uair q Weber m/s m/s 17.0 9.6 70.1 10.2 25.5 9.6 31.1 22.6 25.5 15.1 77.2 22.6 34.0 9.6 17.5 40.1 34.0 15.1 43.4 40.1 34.0 18.2 63.5 40.1 41.0 9.6 12.0 58.6 41.0 15.1 29.7 58.6 41.0 21.4 59.9 58.6 34.5 15.1 77.2 22.6 46.1 9.6 17.5 40.1 46.1 15.1 43.4 40.1 46.1 21.4 87.4 40.1 55.7 9.6 12.0 58.6 55.7 15.1 29.7 58.6 55.7 21.4 59.9 58.6



132



Present measurements for the core penetration are plotted in figure 6-8 versus q0.7× We-0.01.



Figure 6-8: Measured core penetrarions.



Again, with increase in the momentum ratio, the penetration increases however, it is observed that the core penetration is more sensitive to variations in the momentum ratio with respect to the jet penetration as observed in equation (6.2) which is the best correlation that fits the acquired data for the core penetration heights: zcore = 1.14 q 0.7We −0.01 d



(6.2)



Equation (6.2) shows that the increase in the air Weber number slightly reduces the core penetration. This effect is also expected for the jet penetration as reported by Elshamy and Jeng [26]. Since the increase in the Weber number is done through increasing the air 133



velocity in the measurements, it leads to more deformation of the liquid jet. This causes the drag force on the deformed jet to get larger as the jet penetrates and deforms into a sheet like liquid body. On the other hand, the increase in the Weber number (air velocity) also affects the mass stripping from the jet which can slightly effect the penetration. These issues predict that the increase in the Weber number suppresses the penetration. Equation (6.2) shows this effect for the core penetration but, the variations in the Weber numbers for cases of Table 6.1 are not adequate to capture the effect of Weber on the jet penetration correlation presented by equation (6.1). Figure 6-9 plots the variation in the Sauter mean diameters measured for the core locations versus the air Weber number.



Figure 6-9: Variation in droplet mean sizes (microns) versus the Weber number.



134



The plot shows that the sizes generally decrease with increase in the Weber number. Also, as the momentum ratio increases, the jet bends later and penetrates more into the gas stream. By comparing the core droplet sizes at a constant Weber number and constant x/d for two cases with different momentum ratios, it is expected that droplet size for the case with higher momentum ratio to be smaller. This is due to the fact that the higher the droplets penetrate, the more they get exposed to higher air velocities with larger contact angles. This larger relative velocity causes the droplet sizes to get smaller with respect to cases of low momentum ratio that the jet bends much faster. This phenomena can be seen in figure 6-9 where at constant Weber numbers, the core droplet sizes decrease with increase in the momentum ratio. Figure 6-10 plots the velocities versus droplet sizes at the core of the spray. It is clear that the droplets with smaller diameters move slower.



Figure 6-10: Droplet velocities versus droplet mean diameters (microns)



135



This fact is also seen in the profiles of figure 6-7 that shows the variation in the velocity with changes in droplet sizes. Figure 6-11 plots the droplet velocities at the core locations (x/d=45) versus the main stream air velocity for the test cases. It is observed that the droplets have reached to almost 5.5% of the air stream velocity.



Figure 6-11: Droplet velocities at the core locations (x/d=45) versus the main stream air velocity.



This difference can be due to much larger air velocity of his experiments (130 m/s) with respect to the present measurements (17-56 m/s). As figures 6-4 and 6-6 show, the droplet velocities reach up to 80-90% of the air stream velocity until the location of x/d=200 for the present test conditions. Wu et al.[9] observed that the droplets reach the air stream velocity at almost 300×dnozz.
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Generally, the droplet sizes predicted in the present experiments are relatively smaller (about 10%) with respect to experiments of Wu et al [9] and Inamura et al. [10]. This can be attributed to the higher turbulent intensities in the present test conditions (about 8%) in comparison with the 4-5% intensities in the previous experiments. One of the reasons behind the higher intensities in the present experiments was the absence of any flow straighteners such as screen or honey comb in the way of the air flow upstream of the nozzle.



6.2 Numerical Model Verification To verify the results of the numerical model, three test cases are chosen to compare the experimental results with the numerical results. Table 6-3 contains the details of the three test cases studied in the present dissertation. The testing liquid is water at room temperature and air is at 40 psi and room temperature. The nozzle diameter is 0.5 mm for all test cases. Table 6-4 contains the measured size and velocities for the mid point of the sprays for the three test cases. The location of the measurement point is illustrated for each test case in next section.



Test # Case 1 Case 2 Case 3



Jet Velocity (m/s) 9.61 15.13 21.47



Air Velocity (m/s) 40.95 40.95 40.95



Momentum Ratio "q"



Air Weber



12.27 30.41 61.22



57.55 57.55 57.55



Table 6-3: Test Conditions



Test # Case 1 Case 2 Case 3



D10



Drops U Velocity



Drops V Velocity



5.22 8.15 11.97



27.89 28.3 28.91



55.29 57.42 57.86



Table 6-4: PDPA measurement data 137



Jet Reynolds 5.36E+03 8.44E+03 1.20E+04



Figure 6-12(a) shows the coordinate system used for comparison of both experiments and simulations in this section. The negative z-axis is in the direction of the air flow and the positive x-axis is in the injection direction. Figure 6-12 shows the simulated spray for case 1. The coordinate system in this figure can be used to locate the plotting region in the size and velocity figures that follow in this section. For all the compared results, the region of experimental plots matches the corresponding numerical results. The computational domain has the size of 6×2.5×12 cm3 which corresponds to 107d×45d×215d where d is the diameter of the nozzle. The domain contains 150,000 hexahedron elements with 60 elements in the xdirection, 25 elements in the y-direction and 100 elements in the z-direction. Figure 6-13 shows frame 1 of the IPI images acquired for case 1. Each of the images acquired consists of two frames. Total of 60 double frame images were recorded for each test case leading to valid particle counts of more than 11,000. Figure 6-13 also contains the location of the PDPA measurement point for case 1.



Figure 6-12: Simulated spray for Case 1



Figure 6-14 compares the calculated drop size map with the time averaged experimental values obtained from IPI measurement. Figure 6-15 compares the corresponding streamwise drop velocities resulted from the simulation and PIV measurement. 138



The red dot in the figure indicates the location of PDPA measurement. The experimental maps are time averaged over 60 frames with time difference of 125 ms between the frames. The numerical results are also averaged between 30 frames with time difference of 0.008 seconds between the frames. The time step of all the simulations is 1e-6 seconds.



Figure 6-13: Map of validated particles from IPI measurement and the location of PDPA measurement.(Case 1)
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(a)



(b) Figure 6-14: Map of mean droplet size distribution (microns) for case I. (a) Numerical Calculation; (b) IPI measurement.
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(a)



(b) Figure 6-15: Streamwise velocity map (m/s) for case I. (a) Numerical simulation; (b) PIV measurement.
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As the figures show, the results of numerical simulation for test case 1 are relatively in good agreement with the experimental results of IPI and PIV planar measurements and the PDPA point measurement of table 6-4. Figures 6-16 and 6-17 compare the measured size and velocity distributions with calculated size and velocity fields for the case II of table 6-3. Again, the results are in good agreement. It should be noted that the smoothness in the IPI results are due to the fact that the size and velocity values on the measurement planes are averaged for a longer period of time with respect to the numerical results. This is the reason behind the rather irregular patterns of the numerical results. The velocity profiles show better agreement with respect to the size measurements. One reason behind this might be the fact that the equation used for droplet injection (from the sides of the liquid jet) shows increase in the sizes of the injected droplets as the liquid jet penetrates more in to the gas flow. However, in real conditions this might not be the case. Although some results by Wu et al. [9] suggest the same behavior, some other studies show a peak in the size of the droplets stripped from the liquid column. The present simulations can only capture this effect if a better correlation for the size of the stripped droplets is plugged in the numerical code.
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(a)



(b) Figure 6-16: Map of mean droplet size distribution (microns) for case II. (a) Numerical Calculation; (b) IPI measurement
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(a)



(b) Figure 6-17: Streamwise velocity map (m/s) for case II. (a )Numerical simulation; (b) PIV measurement.
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6.3 COMPARISON BETWEEN NUMERICAL RESULTS Figure 6-18 compares the jet penetration between the three cases. As the figure shows, the jet penetration increases with increase in momentum ratio. This is in agreement with all the previous studies and with results of chapter 3.



(a)



(b)
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(c) Figure 6-18: Comparison between jet penetration. (a) Case 1, q=12; (b) Case 2, q=30; (c) Case 3, q=61



Figure 6-19 shows the effect of the spray on the map of turbulent kinetic energy of the gas phase for case 3 on planes of constant y values. As the figure shows, the tke increases at closer distances to the nozzle. Figure 5-20 compares the maps of tke for case 1 and 3. It shows that at a constant air velocity, an increase in the jet velocity leads to increase in the gas phase turbulent kinetic energy in the domain. Figure 5-21 and 5-22 compares the x-direction and y-direction velocities of the gas phase respectively. The velocity maps for cases 1 and three are compared and show that at a constant air velocity, the jet disperse more in the y and x directions as the jet velocity increases.
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Figure 6-19: Map of Turbulent Kinetic Energy for case 3. (a) y=2.5mm; (b) y=5.0mm; (c) y=7.5mm; (d) y=1.25mm



(a)



(b)



Figure 6-20: Map of Turbulent Kinetic Energy at z-constant planes for case 1 (a) and case 3 (b)
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(a)



(b)



Figure 6-21: Map of U-velocity at z-constant planes for case 1 (a) and case 3 (b)



(a)



(b)



Figure 6-22: Map of V-velocity at z-constant planes for case 1 (a) and case 3 (b) 148



Chapter 7



Discussion and Conclusion



The radial injection of liquid jet into gaseous crossflow was modeled using a theoretical-numerical approach. Experiments were carried out fore verification of the results. The numerical results are in good agreement with the experimental results for the test cases. First, the deformation and trajectory of a liquid jet in the gaseous crossflow was modeled and compared with some experimental and theoretical data available in the literature. The results suggest that: • Jet cross sectional deformation plays a great role in predicting the trajectory since it has substantial effects on the drag force exerted on the column. A good approximation of the deformation evolution is inevitable for accurate prediction of other characteristics of the liquid jet in crossflows. • Assuming a constant drag coefficient in calculation of the jet penetration may lead to good results for the maximum penetration but, an adaptive drag scheme is needed to capture the correct trend of the liquid trajectory. The CD curves offered in this study have been calculated using a CFD code for the Reynolds number of 200 to 8000 and aspect ratios, e, of 1 to 4. This scheme is believed to predict the drag force satisfactorily for the mentioned ranges. • In addition to the liquid-to-gas momentum ratio, q, the gas Weber number also plays an important role in the penetration and atomization of the liquid jets in crossflows. It determines the start of mass stripping from the liquid column, the rate of shedding and the breakup regime. A local Weber number based on the instantaneous cross stream axis of the jet’s cross section has been defined. This
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method enables us to have control over the start of the mass stripping from the column after the value of the local Weber exceeds a critical value. This means that if the mass stripping occurs for a jet, it may start at different heights of the jet depending on the flow conditions and not necessarily from the injection point. This idea is verified by experimental pictures of various jets [8, 18, and 19]. • Mass stripping plays an important role in predicting the jet penetration since it changes the jet’s cross section and reduces the drag force on the jet column. However, as the mass of the liquid element decreases, the ratio of its momentum to the momentum of the gas stream decreases and tends to bend and deform more. Thus, the rate of mass stripping plays an important role on the jet trajectory. As the Weber number grows, these effects become more important especially in the transition regime that the Weber number passes the criteria. • Unlike previous theoretical models and correlations for JICF which are limited to a specific range of flow conditions, this theoretical model has no constant which needs a correlation and it creates satisfactory results for different conditions. The significance of the present model is that it does not need any tuning in order to properly work for a wide range of parameters. The planar size measurement was carried out using the IPI technique which is a relatively new one. The following issues are among the most important ones in size measurement of relatively dense sprays (such as our case) using this technique: • Dense sprays result in relatively poor quality and weak fringe patterns with high intensity variation.
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• When there is a wide range of sizes in the measurement domain, and the optical parameters are set for relatively larger drops, smaller drops appear as noise or have poor quality fringes so, they are eliminated by the noise removal and high pass filters. • In order to improve the data validation from dense sprays, the following steps are recommended: i.



Divide the region of study into smaller domains in order to have more magnification and reduced droplet overlap. This can be done by either reducing the field of view (e.g., locating the cameras closer to the object) or by using lenses with larger focal lengths (150mm rather than 60mm) or by doing both.



ii.



Make the region of study small enough to reduce the droplet size range in the region. This allows for setting the optical and filtering parameters for a narrower range.



iii.



The use of a High pass filter seems to be essential in dense sprays due to weakness or intensity variation in the fringe patterns.



iv.



The thickness of the laser sheet must be reduced to the minimum possible to decrease the depth of the images and to obtain better fringe quality.



• In order to obtain good quality data from IPI, a proper adjustment of three parameters, namely, minimum spacing filter, maximum allowable overlap and frequency ratio are needed. These parameters should be adjusted such that: ¾ validation rate is increased;
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¾ the validated droplets are not concentrated in one region and they are scattered



throughout the whole measurement domain; and ¾



the validated droplets do not show large overlaps.



As for the numerical simulation part, we summarize the conclusions as follows: • The developed model provides acceptable size and velocity information for the spray formed by a jet in a crossflow. • Due to the faster nature of the developed model (with respect to Eulerian simulations), it can be used to perform parametric study in an economical manner to investigate the effects of following properties on the size and velocity distribution of the droplets: ¾ Liquid properties such as temperature, viscosity and surface tension. ¾ Nozzle diameter ¾ Gas pressure and temperature



• Since the location, rate and size of the mass stripping from the column are inputs to the developed model, further experimental studies determining the following parameters can have great contributions to numerical simulations such as ours: ¾ The mass shedding rate from the column at different flow conditions. ¾ The frequency of drop separation from the liquid column at different heights



and flow conditions. ¾ The amplitude of oscillation of the separated drops and ligaments from the
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