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Abstract This paper attacks the problem of characterizing ensemble similarity from sample similarity in a principle manner. Using reproducing kernel as the sample similarity, we propose to use probabilistic distance measure in the so-called reproduced kernel Hilbert space (RKHS) as the ensemble similarity. Assuming normality in the RKHS, we derive analytic expressions for probabilistic distance measures that are commonly used in many applications, such as Chernoff distance (or Bhattacharyya distance as its special case), Kullback-Leibler divergence, etc. Since the reproducing kernel implicitly embeds a nonlinear mapping, we achieve a new approach to study these distances whose feasibility and efficiency is demonstrated using experiments with synthetic and real examples. Further we extend the ensemble similarity to the reproducing kernel for ensemble and study the ensemble similarity for data representations other than vector.



Index Terms Ensemble similarity, kernel methods, Chernoff distance, Bhattacharyya distance, Kullback-Leibler (KL) divergence/relative entropy, Patrick-Fisher distance, Mahalonobis distance, reproducing kernel Hilbert space, Gaussian process.



DRAFT



2



I. I NTRODUCTION A. Problem definition This paper attacks the problem of characterizing ensemble similarity from sample similarity. An ensemble is a collection of entities or samples. Based on the knowledge of the similarity function between any two entities or samples, defined as the sample similarity, we are interested in defining the ensemble similarity function that calibrates the proximity between two ensembles. The target problem has a wide range of applications. For example, video retrieval lies on the similarity function between two videos. If we treat an video sequence as an ensemble that consists of multiple video frames (or samples), designing the ensemble similarity function is essential to any video retrieval algorithm. In face recognition from more than one image, the ensemble is a collection of face images that are prepared beforehand from a video sequence or multiple data collections. Often we are able to compare two face images, e.g., using the similarity function arising from a still image based face recognition module. Given an video input, we wish to directly compare two ensembles that requires defining the ensemble similarity. Let Ω denote the space of interest. A sample is an element in the space Ω. Suppose that α ∈ Ω and β ∈ Ω are two samples, the sample similarity function is a two-input function k(α, β) that measures the closeness between α and β. An ensemble is an subset of Ω that contains multiple samples. Suppose that A = {α1 , . . . , αM }, with αi ∈ Ω, and B = {β1 , . . . , βN }, with βj ∈ Ω, are two ensembles, where M and N are not necessarily the same, the ensemble similarity is a two-input function k(A, B) that measures the closeness between A and B. Starting from the sample similarity k(α, β), the ideal ensemble similarity k(A, B) should utilize all possible pairwise similarity functions between all elements in A and B. All these similarity functions are encoded in the so-called Gram matrix: 



  k(α1 , α1 )



... .. .



k(α1 , αM )



k(α1 , β1 )



... .. .



k(α1 , βN ) 



      k(αM , α1 ) . . . k(αM , αM ) k(αM , β1 ) . . . k(αM , βN )    k(β1 , β1 ) . . . k(β1 , βN )  k(β1 , α1 ) . . . k(β1 , αM )   .. ..  . .  



k(βN , α1 ) . . . k(βN , αM )



k(βN , β1 ) . . . k(βN , βN )



       .       



Examples of ad hoc construction of the ensemble similarity function k(A, B) include taking the DRAFT
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mean or median of the cross dot product, i.e., the upper right corner of the above Gram matrix. We are interested in proposing a principled solution. The proposed ensemble similarity is related to the spectral analysis of the Gram matrix, i.e., the eigen-decomposition of the Gram matrix. B. Probabilistic distance measures We propose to use probabilistic distance measure (or probabilistic distance in short) as the ensemble similarity. This is from the following interpretation: An ensemble A is thought of as an set of i.i.d. realizations from an underlying probability distribution pA (α). Therefore, the ensemble similarity is an equivalent description of the distance between two probability distributions, i.e., the probabilistic distance measure. By denoting the probabilistic distance measure by J(A, B), we have k(A, B) = J(A, B). In this paper, we interchange the use of the two quantities k(A, B) and J(A, B). Obviously, J(A, B) is a function of pA (α) and pB (β). Probabilistic distance measures are important quantities and find their uses in many research areas such as probability and statistics, pattern recognition, information theory, communication and so on. In statistics, the probabilistic distances are often used in asymptotic analysis. In pattern recognition, pattern separability is usually evaluated using probabilistic distance measures [1], [2] such as Chernoff distance or Bhattacharyya distance because they provide bounds for probability of error. In information theory, mutual information, a special example of KullbackLeibler (KL) distance or relative entropy [3] is a fundamental quantity related to channel capacity. In communication, the KL divergence and Bhattacharyya distance measures are used for signal selection [4]. However, there is a gap between the sample similarity function k(α, β) and the probabilistic distance measure J(A, B). Only when the space Ω is a vector space say Ω = Rd and the similarity function is the regular inner product k(α, β) = αT β, the probabilistic distance measures J coincide with those defined on Rd . This is due to the equivalence between the inner product and the distance metric. ||α − β||2 = αT α − 2αT β + β T β = k(α, α) − 2k(α, β) + k(β, β).
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This leads to the line of research called kernel methods. In the kernel methods, the sample similarity function k(α, β) evaluates the inner product in a nonlinear feature space Rf : k(α, β) = φ(α)T φ(β),



(1)



where φ : Ω → Rf is a nonlinear mapping, where f is the dimension of the feature space. This is the so-called “kernel trick”. The function k(α, β) in Eq. (1) is referred to as a reproducing kernel function. The nonlinear feature space is referred to as reproducing kernel Hilbert space (RKHS) Hk induced by the kernel function k. For a function to be a reproducing kernel, it must be positive definite, i.e., satisfying the Mercer’s theorem [5]. Refer to [6] for a good review of the properties of RKHS. Obviously, the distance metric in the RKHS can be evaluated ||φ(α) − φ(β)||2 = φ(α)T φ(α) − 2φ(α)T φ(β) + φ(β)T φ(β) = k(α, α) − 2k(α, β) + k(β, β). (2) In this paper, we investigate the use of the reproducing kernel as the sample similarity function and derive the probabilistic distance measures in the RKHS as the ensemble similarity function. In particular, assuming normality in the RKHS, we are able to derive analytic expressions for the Chernoff distance, the Bhattacharyya distance, the (symmetric) KL divergence, etc. C. Insights Our analysis provides additional insights to the following issues. •



Nonlinear data structure. By nonlinear data structure, we mean that if conventional linear modeling techniques, such as fitting the Gaussian density, are used, the responses are badly approximated. Highorder statistical information plays an essential role in modeling the nonlinearity. Direct evaluation of probabilistic distances between nonlinear data structures in the original data space is nontrivial since they involve integrals. Only within certain parametric families, say the widely-used normal density, we have analytic expressions for probability distances. However, the normal density employs only up to second-order statistics and is hence rather limited when confronted with a nonlinear data structure. To absorb the nonlinearity, mixture models or non-parametric densities are used in practice. For such cases, one has to resort to numerical methods for computing the probabilistic distances. Such computation is not robust since two approximations are invoked: one in estimating the density and the other one in evaluating the numerical integral. DRAFT
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In this paper, we model the nonlinearity through a different approach: kernel methods. Since a nonlinear function is used, albeit in an implicit fashion, The derived probabilistic distances account for nonlinearity or high-order statistical characteristics of the data. Thus we achieve a new approach to study these distances and investigate their uses in a different space. •



Normality in RKHS. Our computation depends on the artificial assumption that the data is normal in the RKHS. This assumption has been implicitly used in many kernel methods such as [7], [8]. In [7], principal component analysis (PCA) is operated in the RKHS. Even though it seems that PCA needs only the covariance matrix without the normal assumption, it is the deviation of the data from normality in the original space that drives us to search for principal components in the nonlinear feature space. In [8], discriminant analysis is performed in the feature space. We know that discriminant analysis had its origins in a two-class problem by assuming that each class is distributed as Gaussian with a common covariance matrix. Recently, the normal assumption has been directly adopted in the literature [9], [10], [11]. In [9], [10], it is used to compute the mutual information between two Gaussian random vectors in the RKHS. In [11], it is used to define the so-called Bhattarcharyya kernel. In principle, the normal assumption in the RKHS is connected to a Gaussian process argument [11]. In [12], the normality is justified through a Wishart process. The induced RKHS is certainly limited by the number of available samples. Therefore a regularized covariance matrix is needed in [9], [10], [11]. In this paper, we propose a novel way to regularize the covariance matrix that enables us to study certain limiting behaviors.



•



Reproducing kernel for ensemble. If the ensemble similarity function satisfies positive definiteness that characterizes the reproducing kernel function, then it becomes a kernel function for ensemble (or ensemble kernel). The kernel function for ensemble can be readily used in a classification scheme such as support vector machine (SVM) [13] to classify data that is represented by ensemble.



•



Data representation There is no restriction on the space Ω, i.e., it is not necessarily a vector space. Real applications call for different data representations. While a vector is a very conventional way to represent data, it is a recent trend to define data-dependent kernel function. For example, alternative representations include strings [14], graphs [15], lattices [16], statistical manifolds DRAFT
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[17], [18], [19], and so on [20], [21]. If there are means to define the reproducing kernel for these representation, the proposed probabilistic distances are universally applicable to these representations too. For example, we can calibrate the similarity between two collections of graphs by using the kernel function defined in [15] and the probabilistic distance measures proposed in this paper. In other words, we implicitly define a distribution for data of arbitrary representation through the reproducing kernel function. D. Paper organization This paper is organized as follows. Section II introduces several probabilistic distances often used in the literature. Section III elaborates the derivations of the probabilistic distances in the RKHS and their characteristics. Section IV demonstrates the feasibility and efficiency of the proposed approach using experiments with synthetic and real examples. Section V concludes the paper. II. P ROBABILISTIC D ISTANCES IN Rd Consider a two-class problem and suppose that class 1 has density p1 (x) and class 2 p2 (x), both defined on Rd . Table I defines a list of probabilistic distance measures often found in the literature [1]. It is obvious that 1) The Bhattacharyya distance is a special case of the Chernoff distance with α1 = α2 = 1/2. 2) The Matusita distance, also known as the Hellinger distance, is related to the Bhattacharyya distance as follows: JT = {2[1 − exp(−JB )]}1/2 . 3) The relationship between the Kullback-Leibler (KL) divergence or relative entropy and the symmetric KL divergence distance is that JD (p1 , p2 ) = JR (p1 ||p2 ) + JR (p2 ||p1 ). 4) The Kolmogorov distance is a special case of the Lissack-Fu distance with α1 = 1. Other interesting properties of these distances can be found in [1], [4]. As mentioned earlier, computing the above probabilistic distance measures is nontrivial. Only within certain parametric families, say the Gaussian density, we know how to analytically
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Distance Type



Definition



Chernoff distance [22] Bhattacharyya distance [23] Matusita distance [24] KL divergence [3] Symmetric KL divergence [3] Patrick-Fisher distance [25] Lissack-Fu distance [26] Kolmogorov distance [27]



R α1 2 JC (p1 , p2 ) = − log{ x pα 1 (x)p2 (x)dx} R JB (p1 , p2 ) = − log{ x [p1 (x)p2 (x)]1/2 dx} p R p JT (p1 , p2 ) = { x [ p1 (x) − p2 (x)]2 dx}1/2 R p (x) JR (p1 ||p2 ) = x p1 (x) log{ p1 (x) }dx 2 R p (x) JD (p1 , p2 ) = x [p1 (x) − p2 (x)] log p1 (x) dx 2 R JP (p1 , p2 ) = { x [p1 (x)π1 − p2 (x)π2 ]2 dx}1/2 R JL (p1 , p2 ) = x |p1 (x)π1 − p2 (x)π2 |α1 [p1 (x)π1 + p2 (x)π2 ]α2 dx R JK (p1 , p2 ) = x |p1 (x)π1 − p2 (x)π2 |dx TABLE I



A list of probabilistic distances and their definitions, where 0 < α1 , α2 < 1 and α1 + α2 = 1.



compute some of the above defined distance measures. Suppose that N(x; µ, Σ) with x ∈ Rd is a multivariate Gaussian density defined as N(x; µ, Σ) = q



1



1 exp{− (x − µ)T Σ−1 (x − µ)}, 2 (2π)d |Σ|



where x ∈ Rd and |.| is matrix determinant. With p1 (x) = N(x; µ1 , Σ1 ) and p2 (x) = N(x; µ2 , Σ2 ), Table II lists analytic expressions of some probabilistic distances between two Gaussian densities. When the covariance matrices for two densities are the same, i.e., Σ1 = Σ2 = Σ, the Bhattacharyya distance and the symmetric divergence reduce to the Mahalanobis distance [28]: JM = JD = 8JB .



III. P ROBABILISTIC D ISTANCES IN RKHS In this section, we first illustrate the computational details of the probabilistic distances in the RKHS. We then study the limiting behaviors of the probabilistic distances in the RKHS presented when the variance of the isotropic noise component ρ approaches zero. Finally, we highlight some extensions related to these distances.
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Distance Type



Analytic Expression



Chernoff distance Bhattacharyya distance



1 Σ1 +α2 Σ2 | JC (p1 , p2 ) = 12 α1 α2 (µ1 − µ2 )T [α1 Σ1 + α2 Σ2 ]−1 (µ1 − µ2 ) + 21 log |α |Σ1 |α1 |Σ2 |α2 | 1 (Σ +Σ )| J (p , p ) = 1 (µ − µ )T [ 1 (Σ + Σ )]−1 (µ − µ ) + 1 log 2 1 2



B



1



2



1



8



2



JR (p1 ||p2 ) = 12 (µ1 −



KL divergence



1 2 (µ1



2



1



µ2 )T Σ−1 2 (µ1



2



− µ2 ) +



1



1 2



2



|Σ2 | |Σ1 |



2



|Σ1 |1/2 |Σ2 |1/2 −1 1 2 tr[Σ1 Σ2 − Id ]



log + −1 −1 T − µ2 ) (Σ1 + Σ2 )(µ1 − µ2 ) + 21 tr[Σ1 −1 Σ2 + Σ2 −1 Σ1 − 2Id ]



Symmetric KL divergence



JD (p1 , p2 ) =



Patrick-Fisher distance



JP (p1 , p2 ) = [(2π)d |2Σ1 |]−1/2 + [(2π)d |2Σ2 |]−1/2 − 2[(2π)d |Σ1 + Σ2 |]−1/2 exp{− 21 (µ1 − µ2 )T (Σ1 + Σ2 )−1 (µ1 − µ2 )} J (p , p ) = (µ − µ )T Σ−1 (µ − µ )



Mahalanobis distance



M



1



1



2



2



1



2



TABLE II



Analytic expressions of probabilistic distances between two normal densities.



A. Mean and covariance matrix in RKHS Computing the probabilistic distance measures requires first- and second-order statistics in the RKHS, as shown in Section II. In practice, we have to estimate these statistics from a set of training samples. Suppose that {x1 , x2 , . . . , xN } are given observations in the original data space Ω. We operates in the RKHS Rf induced by a nonlinear mapping function φ : Ω → Rf , where f is unknown and could even be infinite. The training samples in Rf are denoted by Φf ×N = [φ1 , φ2 , ..., φN ], where φn = φ(xn ) ∈ Rf . The quantity Φ is a hypothesized one in the sense that we cannot evaluate it in practice. As in any kernell method, all computations are conducted through the Gram matrix K = ΦT Φ that can be evaluated using the ‘kernel trick’ [13], [7], i.e., the ij th entry of the Gram matrix is φ(xi )T φ(xj ) that can be easily computed as k(xi , xj ), where k(., .) is a pre-specified kernel function. Two widely-used examples of k(x, y) for vector inputsare the polynomial kernel and the radial basis function (RBF) kernel: 1 k(x, y) = (xT y + θ)p ; k(x, y) = exp(− 2 kx − yk2 ) ∀x, y ∈ Rd , 2σ



(3)
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where σ controls the kernel width. The RKHS corresponding to the RBF kernel is infinitedimensional, i.e., f = ∞. Following the maximum likelihood estimate (MLE) theory, the mean µ and the covariance matrix Σ are estimated as µ ˆ=N



−1



N X



φ(xn ) = Φs,



n=1



ˆ = N −1 Σ



N X



(φn − µ)(φn − µ)T = ΦJJT ΦT ,



(4)



n=1



where the weight vector sN ×1 = N −1 1 with 1 being a vector of 1’s and J is an N × N centering matrix given as J = N −1/2 (I − s1T ). N



ˆ in (4) is rank-deficient since 1) Covariance matrix approximation: The covariance matrix Σ often f >> N . Thus, inverting such a matrix is impossible and an approximation to the covariance matrix is necessary. Later we show that this approximation can be exact by studying its limiting behavior. Such an approximation C should ideally possess the following features: (i) It keeps the ˆ In other words, the dominant eigenvalues and principal structure of the covariance matrix Σ. ˆ and C should be same. (ii) It is compact and regularized. The compactness eigenvectors of Σ is inspired by the fact that the smallest eigenvalues of the covariance matrix are very close to zero. The regularity is always desirable in the approximation theory. (iii) It is easy to invert. We propose to use the following approximation form: C = ΦJQQT JT ΦT + ρIf = WWT + ρIf = ΦAΦT + ρIf ,



(5)



where Q is an N × r matrix, Wf ×r ≡ ΦJQ, AN ×N ≡ JQQT JT , and ρ > 0 is a pre-specified constant. Typically, r << N << f . First, as shown in AppendixI, an appropriate Q can be derived from the Gram matrix k so that the top r eigenpairs of Σ are maintained. Hence, if ρ = 0, we exactly maintain the subspace containing the top r eigenpairs. Secondly, C is regularized and its compactness is achieved through the Q matrix. Finally, inverting C is also easy by using the Woodbury formula, C−1 = (ρIf + WWT )−1 = ρ−1 (If − WM−1 WT ) = ρ−1 (If − ΦBΦT ),
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where BN ×N ≡ JQM−1 QT JT and the matrix Mr×r can be thought as a “reciprocal” matrix for C, Mr×r ≡ ρIr + WT W = ρIr + L, with Lr×r ≡ WT W = QT JT ΦT ΦJQ. In ridge regression [29], the form of C1 = ΦJJT ΦT + ρIf is used to provide a regularized approximation. This has a smoothness interpretation of the regression parameters. However, the eigenvalues of C1 always increase those of Σ by an amount of ρ but the eigenvectors of the C1 are the same as those of Σ. Although C is in a compact form and also regularized, inversion of the C1 matrix involves inverting an N × N matrix, which is still prohibitive in real applications with a large N , whereas C−1 involves inverting only a r × r M matrix. This form of C1 is also used in [9] and in [11]. In [30] the covariance matrix Σ is approximated as C2 = ΦJDJT ΦT + ρIf , where D is a diagonal matrix whose many diagonal entries empirically shown to be zero. However, we do not enforce D to be diagonal. B. Computations of probabilistic distances in RKHS Since the probabilistic distances involve two densities p1 and p2 , we need two sets of training samples: Φ1 for p1 and Φ2 for p2 . For each density pi , we can find its corresponding si , Ji , µi , Σi , Ki , Ci , Vri ,i , Λri ,i = Diag[λ1,i , λ2,i , . . . , λri ,i ], Qi , Ai , Bi , etc., by keeping the top ri principal components. In general, we can have r1 6= r2 and N1 6= N2 with Ni being the number of samples for the ith density. In addition, we define the following dot product matrix: 























T T  K11 K12   Φ1 Φ1 Φ1 Φ2   1  , ≡  [Φ1 Φ2 ] =   T Φ ΦT Φ K K Φ ΦT 21 22 2 1 2 2 2 ΦT



(6)



T where Kij ≡ ΦT i Φj and K21 = K12 .
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1) The Chernoff and Bhattacharyya distances: As mentioned before, the Bhattacharyya distance is a special case of the Chernoff distance with α1 = α2 = 1/2. Hence, we focus on only the Chernoff distance. The key quantity in computing the Chernoff distance is α1 C1 + α2 C2 with α1 + α2 = 1. Appendix-II presents the detailed computation.











ΦT 1  T } = ρI + [Φ Φ ]A  α1 C1 + α2 C2 = α1 {ρIf + Φ1 A1 ΦT } + α {ρI + Φ A Φ  , 2 f 2 2 2 f 1 2 ch 1 ΦT 2



where the matrix Ach is rank-deficient since Ach = PPT with   √ α1 J1 Q1 0  P(N1 +N2 )×(r1 +r2 ) ≡   . √ 0 α2 J2 Q2 Therefore, the α1 C1 + α2 C2 matrix is of such a form that we can easily find its determinant and inverse. The determinant |α1 C1 + α2 C2 | is given by f −(r1 +r2 )



|α1 C1 + α2 C2 | = ρ



|ρIr1 +r2 + Lch | = ρ



f −(r1 +r2 )



r1Y +r2



(τi + ρ),



i=1



where {τi ; i = 1, . . . , r1 + r2 } are eigenvalues of the Lch matrix of size (r1 + r2 ) × (r1 + r2 ) that is given by







Lch







The inverse {α1 C1 + α2 C2 }−1 is given by {α1 C1 + α2 C2 }−1











T  Φ1  T  K11 K12  T =P   [Φ1 Φ2 ]P = P   P. ΦT K K 21 22 2 



(7)







T  Φ1  −1 T = ρ−1 {If − [Φ1 Φ2 ]Bch  }, Bch = P(ρIr1 +r2 + Lch ) P . T Φ



(8)



2



It is now easy to compute the following two quantities involved in computing the Chernoff −1 distance: µT and log |α1 Cα11+α2 Cα22| . i {α1 C1 + α2 C2 } |C1 | |C2 | 







ΦT 1  −1 −1 T ΦT ρ−1 {I − [Φ Φ ]B  {α C + α C } µ = s µT }Φj sj ≡ ρ ξij f 1 2 ch  1 1 2 2 j i i i T Φ



(9)



2



where ξij is defined in Appendix-II. r1X +r2 r1X +r2 ρ + τi ρ + τi |α1 C1 + α2 C2 | = α1 log + α2 log , log α α 1 2 |C1 | |C2 | λi,1 λi,2 i=1 i=1
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12 1) For each class i, since we know the number of training data points, i.e. Ni , we compute the weight vector si and the centering matrix Ji . 2) As in any kernel method, the key quantity is the Gram matrix that is defined in (6) and can be pre-computed. Starting from the Gram matrix that contains K1 , K2 , and K12 , we compute the eigenvalues and eigenvectors of K1 and K2 , that are encoded in Vr1 ,1 , Λr1 ,1 , Vr2 ,2 and Λr2 ,2 . The rest of computations just follows. 3) Compute (i) the Q1 and Q2 matrices using the method in Appendix-I, i.e., Eq. (18); (ii) the Lch matrix using (7) and its eigenvalues {τi ; i = 1, 2, . . . , r1 + r2 }; (iii) the Bch matrix using (8); and (iv) the values of ξ11 , ξ22 and ξ12 using (9). 4) Finally, compute the Chenoff distance in the RKHS JC using (10).



Fig. 1.



Summary of computing the Chernoff distance in RKHS.



where λi,j =



   λi,j



when i = 1, ..., rj ;



  ρ



when i = rj + 1, .., r1 + r2 .



with {λi,j ; i = 1, ..., rj } being the eigenvalues for Cj . Finally, we compute the Chernoff distance as follows: 2JC (p1 , p2 ) = ρ−1 α1 α2 {ξ11 + ξ22 − 2ξ12 } + α1



r1X +r2



log



i=1



r1X +r2 ρ + τi ρ + τi + α2 log λi,1 λi,2 i=1



(10)



Note that the dimensionality f disappears in our computation. This is needed since f is an unknown quantity and could be infinite. Figure 1 summarizes the computation of the Chernoff distance in RKHS, assuming that the values of r1 , r2 and ρ are pre-specified. Clearly, the computation originates from the Gram matrix and its eigen-analysis, convincing our claim made in Section I. 2) The Mahalonobis distance: In order to compute the Mahalonobis distance, we assume that the covariance matrices for two classes are the same. In practice, we estimate the common covariance matrix Σ from the data, Suppose that the class-specific covariance matrices Σ1 and Σ2 estimated from the training data, the MLE for the common covariance matrix is Σ=



N1 N2 Σ1 + Σ2 . N N



Again, we need to approximate Σ to avoid singularity. The approximation C is given by C = N1 C1 N



+



N2 C2 . N



Therefore, the Mahalonobis distance is proportional to the first term in the Chernoff distance with α1 =



N1 N



and α2 =



N2 , N



e.g., JM (p1 , p2 ) = ρ−1 {ξ11 + ξ22 − 2ξ12 }. DRAFT
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3) The KL divergence: Computing the KL divergence in the RKHS is just to collect terms −1 −1 like µT i Cj µk and tr{Ci Cj }. Detailed computation is shown in Appendix-II. −1 T T −1 T −1 µT i Cj µk = si Φi ρ (If − Φj Bj Φj )Φk ≡ ρ θijk ,



(11)



−1 −1 tr[Ci C−1 j ] = ρ {tr[Λri ,i ] − ηij } + ρtr[Λrj ,j ] + f − (ri + rj ),



(12)



where θijk and ηij are defined in Appendix-II. Finally, we obtain the KL divergence and its symmetric version in the RKHS by substituting (11) and (12) into those in Table II with d replaced by f , 2JR (p1 ||p2 ) = ρ−1 {θ121 + θ222 − θ122 − θ221 } + {log |Λr2 ,2 | − log |Λr1 ,1 |} + (r1 − r2 ) log ρ + ρ−1 {tr[Λr1 ,1 ] − η12 } + ρ{tr[Λ−1 r2 ,2 ]} − (r1 + r2 ). 2JD (p1 , p2 ) = 2JR (p1 ||p2 ) + 2JR (p2 ||p1 ). 4) The Patrick-Fisher distance: Given the derivations in the above subsections, computing the Patrick-Fisher distance JP (p1 , p2 ) can be easily done by combining related terms. f f −r1



JP (p1 , p2 ) = [2(2π) ρ



r1 Y



−1/2



λi,1 ]



f f −r2



+ [2(2π) ρ



i=1



− 2[2(2π)f ρf −r1 −r2



r2 Y



λi,2 ]−1/2



i=1 r1Y +r2



(ρ + τi )]−1/2 exp{−ρ−1 (ξ11 + ξ22 − 2ξ12 )}.



i=1



where {τi ; i = 1, 2, . . . , r1 + r2 } are eigenvalues of the Lch matrix defined in (7) with α1 = α2 = 1/2. C. Characteristics of probabilistic distances in RKHS 1) Limiting behaviors: It is interesting to study the behavior of the distances when ρ approaches to zero. When ρ = 0, the RKHS reduces to two different kernel principal subspaces, one for each class. The derived limiting distances measure the ‘growth’ rate of the distances (before limiting) between two Gaussian densities with full-rank covariance matrices defined in the RKHS when the full-rank covariance matrix of the Gaussian density degenerates to a lower-rank. However, the limiting distances still calibrate the pattern separability and carry many optimal properties their original counterparts possess, additionally equipped with nonlinear embedding. In addition, they free us from specifying the ρ parameter.
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As shown in Appendix-II, we have lim ρJC (p1 , p2 ) = JˆC (p1 , p2 ), lim ρJR (p1 ||p2 ) = JˆR (p1 ||p2 ), lim ρJD (p1 , p2 ) = JˆD (p1 , p2 ),



ρ→0



ρ→0



ρ→0



where 2JˆC (p1 , p2 ) = α1 α2 {ξˆ11 + ξˆ22 − 2ξˆ12 }, 2JˆR (p1 ||p2 ) = θˆ121 + θˆ222 − θˆ122 − θˆ221 + tr[Λr1 ,1 ] − ηˆ12 , 2JˆD (p1 , p2 ) = 2JˆR (p1 ||p2 ) + 2JˆR (p2 ||p1 ). When α1 = α2 = 1/2, we obtain the limiting distance for the Bhattacharyya distance 1 2JˆB (p1 , p2 ) = {ξˆ11 + ξˆ22 − 2ξˆ12 }. 4 When α1 =



N1 N



and α2 =



N2 , N



we obtain the limiting distance for the Mahalonobis distance JˆM (p1 , p2 ) = ξˆ11 + ξˆ22 − 2ξˆ12 .



Especially if N1 = N2 , the limiting Bhattacharyya and Mahalonobis distances are identical up to a fixed constant. The limiting behavior of the Patrick-Fisher distance JP (p1 , p2 ) is not interesting since it involves f , thus we omit its discussion. It should be noted that the limiting distances are significantly different from the distances directly computed from the r-dimensional kernel principal subspace that disregards the remaining dimensions. The above statement implies the assumption that r1 = r2 = r. First of all, such an assumption is not necessary for computing the limiting distances. Even with this assumption, as mentioned earlier, the limiting distances measure the “growth” speed of the corresponding distances that are defined on the full space when the full space is reduced to the r-dimensional kernel principal subspace, i.e. ρ approaches zero. The only common thing about the limiting distances and the distances directly from the r-dimensional kernel principal subspace is that they are both related to the eigenvalues and eigenvectors of the r-dimensional kernel principal subspace. The proposed probabilistic distance measures can be extended in many ways. Here we emphasize two important extensions. The first extension is to convert probabilistic distances into kernel functions for ensemble. The second extension is to generalize the observational vector data to arbitrary data representation.
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2) Kernel for ensemble: A kernel for ensemble is a two-input kernel function that takes the two ensembles as inputs and satisfies the requirement of positive definiteness. Several kernels for ensemble have emerged in the literature. We review some related kernels. Wolf and Shashua [31] proposed kernel principal angle The principal angle is defined as the angle between the principal subspaces of the two matrices and then “kernelized”. However, this is only for the ensemble that is in a matrix form. Jebara and Kondor [32] showed that the Bhattacharyya coefficient [4] that operates the probability distribution defined in the original data space is a reproducing kernel. Z



k(p1 , p2 ) =



x



p1 (x)1/2 p2 (x)1/2 dx.



(13)



In [11], they extended the Bhattacharyya kernel to operate the probability distribution defined in the RKHS. However, there are several differences between our approach and that in [11]. Firstly, they only computed the Bhattacharyya coefficient that differs from the Bhattacharyya distance by − log(.). Secondly, we also compute other distances such as the Chernoff distance, the KL divergence and its symmetric version, etc. For example, we find in the experiment that the KL divergence can be used in a retrieval problem to replace the need of building a discriminant model. Finally, different regularizations are used to approximate the covariance matrix in the feature space. Our approximation allows us to study the limiting behavior. In [33], [34], Vasconcelos et al. proposed a kernel function based on the Kullback-Leibler divergence distance in the original data space. This is done in the following fashion1 : kJ = exp{−aJ + b}; a, b > 0.



(14)



In this paper, we also adopt the same strategy to convert a probabilistic distance J to a kernel function. However, this is the only commonality between [33] and our paper. They bear many differences, highlighting the contributions of our paper. First, the probabilistic distance J in our work can be in various forms such as Chernoff distance, Bhattarcaryya distance, etc., while in [33] only the KL divergence is used. Second, we focus on computing the probabilistic distance based on the sample similarity function, while in [33] the KL divergence is computed in the original data domain. This means that data representation other than the vector can not be handled in [33]. Thirdly, the concept of ensemble similarity is never introduced in [33]. This 1



It seems that there is no proof that kJ is a kernel function. However, this is still a useful quantity for SVM. DRAFT
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is the founding concept of the paper. We emphasized this from the beginning of the paper, derived its computations in RKHS, addressed its extensions, and confirmed its effectiveness using experiments. Finally, even the KL divergence is computer very differently. The paper [33] investigated the KL divergence only evaluated in the original data space and also addressed how to compute the KL divergence for different families of densities. In our work, we investigated the KL divergence between two Gaussian densities in the RKHS. 3) Probabilistic distances for different data representations: So far, we focused on the vector data type and derived probabilistic distances in the RKHS that is mapped from a vector space. However, because our derivation only relies on the knowledge of the reproducing kernel function, we able to compute the probabilistic distances between ensembles of data points in various representations as long as we have kernel function based on these there representations. Examples of such representation include strings [14], graphs[15], lattices [16], statistical manifolds [17], [18], [19], and so on [20], [21]. For instance, a graph ensemble is a collection of graphs. Since we are able to compute the probabilistic distances between two graph ensembles, we implicitly define the probabilistic distribution for the graph population. The computation of the probabilistic distances can be seen from the computational details presented in Section III since all the computations are derived from the Gram matrix that needs kernel function only. From a theoretical perspective, this can be justified by the equivalence between the kernel function and the distance metric (i.e., equation (2)): the inner product defines the geometry of the space containing the data points with specified representations. IV. E XPERIMENTAL R ESULTS In our experiments, we used only the limiting distances, namely the limiting Chernoff distance JˆC (p1 , p2 ) (or the limiting Bhattacharyya distance JˆB (p1 , p2 )), the limiting KL divergence JˆR (p1 ||p2 ), and the limiting symmetric KL divergence JˆD (p1 , p2 ), since they do not depend on the choice ρ, which frees us from the burden of choosing ρ. Since N1 = N2 in the experiments, the limiting Mahalonobis distance is identical to the limiting Bhattacharyya distance. Also, we always set r1 = r2 = r for simplicity, even though the general case of r1 6= r2 is legitimate. We performed the following three experiments. The first experiment tested on synthetically generated ensembles that share the same mean and covariance matrix and demonstrated that the probabilistic distances in the RKHS is able to capture high-order statistical information for DRAFT
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nonlinear data structure. The second experiment on recognizing digits evaluated the viewpoint of treating the probabilistic distances as the kernel functions for ensemble using the SVM framework. The third experiment computed the probabilistic distances on a data representation other than vector using face recognition from video. Here we represented each face image in the video frame as a matrix (rather than vector) and employed the kernel between matrix as the sample similarity function. A. Synthetic examples To fail the probabilistic distances between two Gaussian densities in the original space, we designed four different 2-D densities sharing the same mean (zero mean) and covariance matrix (identity matrix). As shown in Fig. 2, the four densities are 2-D Gaussian, and ‘O’-, ‘D’-, and ‘X’-shaped uniform densities, where say the ‘O’-shaped uniform density means that it is uniform in the ‘O’-shaped region and zero outside the region. Fig. 2 actually shows their 300 i.i.d. realizations sampled from these four densities. Due to the same first- and second-order statistics, the probabilistic distance between any of two densities in the original space is simply zero. This highlights the virtue of a nonlinear mapping that provides us information embedded in higher-order statistics. 4
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300 i.i.d. realizations of four different densities with the same mean (zero mean) and covariance matrix



(identity matrix). (a) 2-D Gaussian. (b) ‘O’-shaped uniform.(c) ‘D’-shaped uniform. (d) ‘X’-shaped uniform.



Obviously, the probabilistic distances depend on the number of eigenpairs r and the RBF kernel width σ. Fig. 3 displays JˆD and JˆB as a function of r and σ. (i) The effect of σ is biased: It always disfavors a large σ since a large σ tends to pool the data together. For example, when σ is infinite, all data points collapse to one single point in the RKHS and become inseparable. (ii) Generally speaking, it is not necessary that a large r (or equivalently using a nonlinear subspace
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Fig. 3. (a) The Bhattacharyya distance JˆB (σ, r) and (a) the divergence distance JˆD (σ, r) between the 2-D Gaussian



and the ‘O’-shaped uniform as a function of σ and r. JˆR (p1 ||p2 )
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TABLE III



(a) The symmetric KL divergence in the RKHS with σ = 1 and r = 3. (b) The Bhattacharyya distance in the RKHS with σ = 0.5 and r = 1. p1 is listed in the first column and p2 in the first row.



with a large dimension) yields a large distance. A typical subspace yielding the maximum distances is of low-dimensional. Table III lists some computed values of the probabilistic distances. It is interesting to observe that when the shapes of two densities are close, their distance is small. For example, ‘O’ is closest to ‘D’ among all possible pairs. The closest density to the 2-D Gaussian is the ‘O’shaped uniform. It seems that the proximity of shape determines the closeness of probabilistic distances. We further evaluate this using the digit recognition experiment reported below. B. Digit recognition We used the USPS digit database [13] in the experiments. It is a 10-class problem. Rather than using the binary images of digits as inputs, we used a sample representation (using 50 data points) for each image. Furthermore, to make the problem more difficult, we normalized DRAFT
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these 50 data points so that they have zero mean and unit variances along horizontal and vertical axes. Such a normalization attempts to remove the difference in lower-order (1st and 2nd order) statistical information and leaves only higher-order statistical information to be characterized. Figure 4 shows some original binary images and their normalized sample representations. Note the stretching effect due to normalization. In addition, such normalization makes inapplicable the regular kernel methods that are typically used in digit recognition. These kernel methods take vectors input coming from “vectorizing” the original images. However, the normalization step ruins the integer pixel grid by producing float coordinate values that have different ranges for different digits.
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Fig. 4.
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Original binary images of digits and their normalized sample representations.
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Recognition error rates as a function of r and σ obtained using the 1-NN rule based on (a) JˆB (p1 , p2 )



and (b) JˆD (p1 , p2 ) and the SVM based on (c) JˆB (p1 , p2 ) and (d) JˆD (p1 , p2 ).
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For each digit, we randomly selected 60 images to generate training data points and another 40 images to generate testing data points. For each testing data point, we computed its probabilistic distances to every training data point and determined its class label using the one nearest neighbor (1-NN) classifier. We repeated such random selection ten times and took the average classification error rate for reporting. We used the RBF kernel function k(x, y) = exp{|x − y|2 /(2σ 2 )} in the experiments. There are two free parameters: the kernel width σ and the number of eigenpairs r. Figs. 5(a) and (b) show the 1-NN classification error rates with different choices of σ and r. When r is very small, a smaller classification error is obtained by using the Bhattacharyya distance instead of the divergence distance. As r becomes large, the error rate corresponding to the Bhattacharyya distance actually increases, while that corresponding to the divergence distance consistently becomes smaller. In general, the divergence distance is more discriminative that the Bhattacharyya distance in the sense that using the divergence distance (using appropriate parameters) can generate far smaller classification error. As σ varies, the classification error varies too. When σ is around 0.4 − 0.6, the best performances are achieved by using 1-NN classifier with the divergence distance. 1
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The mean and covariance curves of recognition error rate as a function of r with different σ’s using (a)



the Bhattacharyya distance JˆB (p1 , p2 ) and (b) the symmetric KL divergence JˆD (p1 , p2 ).



We further tested the kernel for ensemble. We used a = 1 and b = 0 in (14). We plugged in kJ in the support vector machine (SVM) for classification. We followed a one-versus-all strategy and trained separate SVM for each class. In testing, the class label goes to the SVM with the highest score. Figs. 5(c) and (d) show that the SVM classification error rates with different choices of σ and r. Fig. 6 highlights the comparison of the recognition performances obtained DRAFT
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by 1-NN and SVM classifiers. Using the SVM classifier, the recognition performance can be significantly improved. For instance, when the kernel derived from the Bhattacharyya distance with σ = 0.2 is used, the performance improvement is consistently about 15%-30% regardless of the value of r. When the kernel derived from the symmetric KL divergence with σ = 0.4 is used, the performance improvement can be as large as about 30% for small r’s. However, using the SVM classifier does not necessarily guarantee improvement of the recognition performance. For instance, when the kernel derived from the Bhattacharyya distance with σ = 0.4 is used, the performance is degraded consistently about 5% regardless of the value of r. When the kernel derived from the symmetric KL divergence with σ = 1.0 is used, the performance improves for small r’s but degrades for large r’s. Therefore, in practice, cross-validation should be invoked to arrive at best performance. In addition, the standard deviation of the recognition error rate is rather consistent. Incidentally, we performed digit recognition using regular kernel method based on vectors raster-scanned from sampled representation before normalization, which makes the recognition problem simpler. The best performance using the RBF kernel for vector input is around 50%. The proposed probabilistic distance (with proper choice) can outperform it by a large margin, even after normalization. The final observation is that (i) using the kernel derived from the symmetric KL divergence produces smaller recognition error rate than using the Bhattacharyya distance and (ii) the best performance is obtained (the last point of the green curve in Fig. 6(b)) using the SVM classifier. However, directly using the divergence distance in the 1-NN classifier yields the performance very close the best one. This means that utilizing the SVM does not gain additional discrimination and further proves the discriminative power possessed by the KL distance. Therefore, in cases when training the SVM is inconvenient, we can directly utilize the KL divergence. C. Face recognition from video The gallery set consists of 15 sets (one per person) while the probe set consists of 30 new sets of the same people (1-4 videos per person). In these sets, the people move their heads freely so that pose and illumination variations abound. The existence of these variations violates the normal assumption of the original data space used in [35]. Fig. 7 shows some example faces of the 4th gallery person, the 9th gallery person, and the 4th probe person (whose identity is the DRAFT
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same as the 4th gallery person). The face images of size 16 by 16 are obtained by automatically cropping from video sequences (courtesy of [36]) using an in-house flow tracking algorithm. A zero-mean-unit-variance normalization is adopted to partially compensate illumination variation.



(a) (b) (c)



gly9 gly4 prb4



(d) Fig. 7.



Examples of face images in the gallery and probe set. (a) The 4th gallery person in 10 frames (every 8



frames) of a 80-frame sequence. (b) The 9th gallery person in 10 frames (every 10 frames) of a 105-frame sequence. (c) The 4th probe person in 10 frames (every 6 frames) of a 60-frame sequence. (d) The plot of first three PCA coefficients of the above three sets.



A generic principal component analysis is performed to visualize the data. Fig. 7 also plots the first three PCA coefficients of the 4th gallery person, the 9th gallery person, and the 4th probe person. Clearly, the manifolds are highly nonlinear, which indicates a need for nonlinear modeling. The nonlinearity mainly arises from the pose/illumination variations available in the video sequences as evidenced in Figs. 7(a), 7(b), and 7(c). We studied three different representations of a face image: (1) a vector, (ii) a matrix, and (iii) a bag of pixels [37]. The vector representation is commonly used in the literature as in subspace analysis. The image is converted to a vector by raster scanning the pixels. The matrix representation is a natural representation of the image. The ‘bag’ representation treats an images as a collection of triples {(x, y, i(x, y))}, with each triple containing the pixel location and intensity. DRAFT
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We need the sample similarity for the three representations. For the vector representation, we used the vector RBF kernel as in (3) with σ = 16. For the matrix representation, it is easy to show that the following function k(X, Y) between two p × q matrices X = [x1 , . . . , xq ] and Y = [y1 , . . . , yq ] (here p = q = 16) is a reproducing kernel for matrix. tr[Kψ (X, X)] − 2tr[Kψ (X, Y)] + tr[Kψ (Y, Y)] }, (15) 2σ 2 where Kψ (X, Y) is the Gram matrix between X and Y, whose ij th entry ψ(xi )T ψ(yj ) is evaluated k(X, Y) = exp{



by another (vector) kernel function l(xi , yj ). We set the l function as the vector RBF kernel, defined in Eq. (3), with its σ = 16. We set σ in (15 to be σ = 1. We call this as the RBF matrix kernel since it has a similar form to the RBF kernel for vector. For the ‘bag’ representation, we use the Bhattaryya kernel as defined in 13. Note here both the sample similarity function and the ensemble similarity can be Bhattacharyya kernels. For purpose of comparison, we implemented two ad hoc ensemble similarity functions. The first one is the mean value of the cross dot product matrix, i.e., the part K = ΦT Φ in (6). 12



1



2



The second one is the median value of the cross dot product matrix. Table IV reports the recognition rates. The top match with the smallest distance is claimed to be the winner. For a comparison, we also implemented the divergence distance and the Bhattacharyya distance in the original vector space [35] (the last row of Table IV). From Table IV, we observe the following: •



Using the proposed ensemble similarity always outperform the ad hoc functions;



•



Using ensemble similarity in RKHS induced by the vector RBF kernel is better than that in the original vector space;



•



The ‘bag’ representation has advantage over the matrix and vector representations.



•



Comparing the divergence distance and the Bhattacharyya distance, the divergence distance is better.



The best performance is achieved using and the KL divergence in the RKHS induced by the Bhattacharyya kernel defined on the ‘bag’ representation. Out of 30 probe sets, we successfully classified 29 of them. In fact, Fig. 7 shows a misclassification example in [35], where the 4th probe person is misclassified as the 9th gallery person, while one of our approaches (the KL divergence in the RKHS induced by the matrix RBF kernel) corrected this error.
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Ensemble similarity



Divergence distance JˆR in RKHS



Bhattacharyya distance JˆB in RKHS



mean of



median of



sample similarity



sample similarity



Bhattacharyya kernel



28/30



26/30



20/30



23/30



RBF matrix kernel



27/30



25/30



19/30



23/30



RBF vector kernel



26/30



25/30



17/30



22/30



Vector space Rd=16×16



24/30



24/30



NA



NA



Sample similarity



TABLE IV



The recognition scores obtained by using the probabilistic distance measures in different spaces.
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A PPENDIX -I: C OMPUTATIONS RELATED TO COVARIANCE MATRIX APPROXIMATION Table V lists important quantities related to the covariance matrix approximation in Section III. Their computations are then detailed next. Computation related to the Q matrix As mentioned earlier, the key quantity is the Gram matrix K = ΦT Φ, whose every element ¯ can be evaluated using the ’kernel trick’. Furthermore, we define the centered Gram matrix K as ¯ ≡ JT ΦT ΦJ = JT KJ, K where J is the centering matrix defined in Section III-A (also in Table V). ¯ using the The top r eigenpairs for the covariance matrix Σ can be easily derived from K ¯ are {(λn , vn )}r , where λn ’s are standard trick in [38]. Suppose that the top r eigenpairs for K n=1 sorted in a non-increasing order, and the r top eigenpairs for Σ are {(λn , un )}rn=1 . We compute un as un = (λn )−1/2 ΦJvn . In a matrix form (if only the top r eigenvectors are retained), Ur ≡ [u1 , ..., ur ] = ΦJVr Λ−1/2 , r



(16)



where Vr ≡ [v1 , ..., vr ] and Λr ≡ Diag[λ1 , ..., λr ], a diagonal matrix whose diagonal elements are {λ1 , ..., λr }.
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RKHS:



H = Rf .



Original observations:



Xd×N = [x1 , x2 , ..., xN ]



Nonlinear mapping:



φ(x) : Rd → Rf



Observations in RKHS:



Φf ×N = [φ1 , φ2 , ..., φN ].



Weight vector:



sN ×1 = N −1 1.



Mean:



µf ×1 = Φs



Centering matrix:



JN ×N = N −1/2 (IN − s1T ). Σ = ΦJJT ΦT .



Covariance matrix (c.m.):



f ×f



Centered Gram matrix:



KN ×N = ΦT Φ. ¯ K = JT KJ.



¯ Eigenvalues of K:



Λr = D[λ1 , . . . , λr ]r×r .



¯ Eigenvectors of K:



Vr = [v1 , . . . , vr ]N ×r . C = ΦAΦT + ρI .



Gram matrix:



N ×N



Approximate centered Gram matrix:



f ×f



f



Inverse of C:



T T AN ×N = JVr (Ir − ρΛ−1 r )Vr J . C−1 = ρ−1 (I − ΦBΦT ).



B matrix:



T T −2 BN ×N = JVr (Λ−1 r − ρΛr )Vr J .



A matrix:



Q matrix: M matrix: L matrix:



f



N ×N



1/2 QN ×r = Vr (Ir − ρΛ−1 r ) ¯ M = ρI + QT KQ. r×r



Lr×r



r



¯ = QT KQ.



TABLE V



A list of important quantities used in the paper.



It leaves to show how to find the Q matrix. To do this, we notice that the data in the feature space follow a factor analysis model [39] which relates an f -dimensional data φ(x) to a latent r-dimensional variable z as φ(x) = µ + Wz + ², where z ∼ N(0, Ir ), ² ∼ N(0, ρIf ), and W is a f ×r loading matrix. Therefore, φ(x) ∼ N(µ, C), where C = WWT + ρI . Note that this C is exactly in the same form as in (5). f



As shown in [40], the MLE’s for µ and W are given by N 1 X ˆ = Ur (Λr − ρIr )1/2 R, µ ˆ= φ(xn ) = Φs, W N n=1



(17)
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where R is any r × r orthogonal matrix, and Ur and Λr contain the top r eigenvectors and eigenvalues of the Σ matrix. Without loss of generality, we assume that R = Ir from now on. Substituting (16) into (17), we obtain the following: ˆ = ΦJVr Λ−1/2 (Λr − ρIr )1/2 = ΦJQ, W r where 1/2 . QN ×r ≡ Vr (Ir − ρΛ−1 r )



(18)



Since the matrix (Ir − ρΛ−1 r ) in (18) is diagonal, additional saving in computing its square root is achieved. Computation related to the M matrix ¯ and then M. We compute first L = QT KQ 1/2 T ¯ 1/2 ¯ L = QT KQ = (Ir − ρΛ−1 Vr KVr (Ir − ρΛ−1 r ) r ) 1/2 1/2 = (Ir − ρΛ−1 Λr (Ir − ρΛ−1 = Λr − ρIr , r ) r )



T T ¯ where the fact that VT r KVr = Vr J KJVr = Λr is used. Therefore, q Y T ¯ M = ρIr + Q KQ = ρIr + (Λr − ρIr ) = Λr , |M| = |Λr | = λi , M−1 = Λ−1 r . i=1



Computation related to the approximate covariance matrix C |C| = ρ



f −r



|M| = ρ



f −r



f −r



|Λr | = ρ



r Y



λi .



i=1



C−1 = (ρIf + WWT )−1 = ρ−1 (If − WM−1 WT ) = ρ−1 (If − ΦBΦT ), Computation related to the A and B matrices 1/2 T T 1/2 Vr J (Ir − ρΛ−1 A = JQQT JT = JVr (Ir − ρΛ−1 r ) r ) = JV (I − ρΛ−1 )VT JT r



r



r



r



1/2 T T 1/2 −1 Vr J Λr (Ir − ρΛ−1 B = JQM−1 QT JT = JVr (Ir − ρΛ−1 r ) r ) T T = JV (Λ−1 − ρΛ−2 )V J r



r



r



r
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T T T T −1 tr[AK] = tr[JVr (Ir − ρΛ−1 r )Vr J K] = tr[(Ir − ρΛr )Vr J KJVr ] = tr[(Ir − ρΛ−1 r )Λr ] = tr[Λr ] − ρr =



(19)



Pr



i=1 λi − ρr.



T T T T −2 −1 −2 tr[BK] = tr[JVr (Λ−1 r − ρΛr )Vr J K] = tr[(Λr − ρΛr )Vr J KJVr ] −2 −1 = tr[(Λ−1 r − ρΛr )Λr ] = r − ρtr[Λr ] = r − ρ



Pr



i=1



(20)



λ−1 i .



A PPENDIX -II: C OMPUTATIONS RELATED TO PROBABILISTIC DISTANCES IN RKHS This part presents the detail of computing probabilistic distances in RKHS in Section III. Computations related to the Chernoff distance 







 α1 A1



Ach = 



0











T 0 0   α1 J1 Q1 QT 1 J1  T =  = PP . T T α2 A2 0 α2 J2 Q2 Q2 J2 



P(N1 +N2 )×(r1 +r2 ) ≡   



Lch







√







α1 J1 Q1 0



0 √



α2 J2 Q2



 .











√ T T α 1 QT α1 α2 QT 1 J1 K11 J1 Q1 1 J1 K12 J2 Q2   K11 K12   T = P  P =  √  T T K21 K22 α1 α2 QT α2 QT 2 J2 K21 J1 Q1 2 J2 K22 J2 Q2 







√ α1 α2 L12  α1 {Λr1 ,1 − ρIr1 }  =  , √ T α1 α2 L12 α2 {Λr2 ,2 − ρIr2 }



(21)



T with L12 ≡ QT 1 J1 K12 J2 Q2 . The last equality in the above is obtained by using the derivations detailed in Appendix-I.



















ΦT 1   K1j  T {I − [Φ Φ ]B  T T ξij ≡ sT Φ  }Φj sj = {si Kij sj − si [Ki1 Ki2 ]Bch   sj }. f 1 2 ch i i ΦT K 2j 2 Computations related to the KL divergence T T T T θijk ≡ sT i Φi (If − Φj Bj Φj )Φk sk = (si Kik sk − si Kij Bj Kjk sk ).
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T −1 T tr[Ci C−1 j ] = tr[(Φi Ai Φi + ρIf )ρ (If − Φj Bj Φj )] −1 T T T = ρ−1 tr[Φi Ai ΦT i ] − ρ tr[Φi Ai Φi Φj Bj Φj ] + f − tr[Φj Bj Φj ]



= ρ−1 tr[Ai Kii ] − ρ−1 tr[Ai Kij Bj Kji ] + f − tr[Bj Kjj ] = ρ−1 tr[Λri ,i ] − ri − ρ−1 tr[Ai Kij Bj Kji ] + f + ρtr[Λ−1 rj ,j ] − rj = ρ−1 {tr[Λri ,i ] − ηij } + ρtr[Λ−1 rj ,j ] + f − (ri + rj ), where ηij ≡ tr[Ai Kij Bj Kji ]. To get the next last equality in the above, we use (19) and (20) detailed in Appendix-I. Computation related to limiting distances First, ˆ ≡ JVr VT JT , lim A = A r



ρ→0



ˆ ≡ JVr Λ−1 VT JT . lim B = B r r



ρ→0



Then, T ˆ lim θijk = θˆijk ≡ sT i Kik sk − si Kij Bj Kjk sk ,



ρ→0



Similarly,



ˆ i Kij A ˆ j Kji ]. lim ηij = ηˆij ≡ tr[B



ρ→0











K1j  ˆ ch  lim ξij = ξˆij ≡ sT Kij sj − sT [Ki1 Ki2 ]B   sj , i i ρ→0 K2j ˆ ch = limρ→0 Bch . where B
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L IST OF FIGURE / TABLE CAPTIONS Figure 1: Summary of computing the Chernoff distance in RKHS. Figure 2: 300 i.i.d. realizations of four different densities with the same mean (zero mean) and covariance matrix (identity matrix). (a) 2-D Gaussian. (b) ‘O’-shaped uniform.(c) ‘D’-shaped uniform. (d) ‘X’-shaped uniform. Figure 3: (a) The Bhattacharyya distance JˆB (σ, r) and (a) the divergence distance JˆD (σ, r) between the 2-D Gaussian and the ‘O’-shaped uniform as a function of σ and r. Figure 4: Original binary images of digits and their normalized sample representations. Figure 5: Recognition error rates as a function of r and σ obtained using the 1-NN rule based on (a) JˆB (p1 , p2 ) and (b) JˆD (p1 , p2 ) and the SVM based on (c) JˆB (p1 , p2 ) and (d) JˆD (p1 , p2 ). Figure 6: The mean and covariance curves of recognition error rate as a function of r with different σ’s using (a) the Bhattacharyya distance JˆB (p1 , p2 ) and (b) the symmetric KL divergence JˆD (p1 , p2 ). Figure 7: Examples of face images in the gallery and probe set. (a) The 4th gallery person in 10 frames (every 8 frames) of a 80-frame sequence. (b) The 9th gallery person in 10 frames (every 10 frames) of a 105-frame sequence. (c) The 4th probe person in 10 frames (every 6 frames) of a 60-frame sequence. (d) The plot of first three PCA coefficients of the above three sets. Table I: A list of probabilistic distances and their definitions, where 0 < α1 , α2 < 1 and α1 + α2 = 1. Table II: Analytic expressions of probabilistic distances between two normal densities. Table III: (a) The symmetric KL divergence in the RKHS with σ = 1 and r = 3. (b) The Bhattacharyya distance in the RKHS with σ = 0.5 and r = 1. p1 is listed in the first column and p2 in the first row. Table IV: The recognition scores obtained by using the probabilistic distance measures in different spaces. Table V: A list of important quantities used in the paper.
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