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This paper discusses a possible neurodynamic mechanism that enables self-organization of two basic behavioral modes, namely a ‘proactive mode’ and a ‘reactive mode,’ and of autonomous switching between these modes depending on the situation. In the proactive mode, actions are generated based on an internal prediction, whereas in the reactive mode actions are generated in response to sensory inputs in unpredictable situations. In order to investigate how these two behavioral modes can be self-organized and how autonomous switching between the two modes can be achieved, we conducted neurorobotics experiments by using our recently developed dynamic neural network model that has a capability to learn to predict time-varying variance of the observable variables. In a set of robot experiments under various conditions, the robot was required to imitate other’s movements consisting of alternating predictable and unpredictable patterns. The experimental results showed that the robot controlled by the neural network model was able to proactively imitate predictable patterns and reactively follow unpredictable patterns by autonomously switching its behavioral modes. Our analysis revealed that variance prediction mechanism can lead to self-organization of these abilities with suﬃcient robustness and generalization capabilities. Keywords: proactive behavior; reactive behavior; recurrent neural network; humanoid robot; imitation



1.



Introduction



Humans can generate appropriate actions depending on the situation by autonomously switching their behavioral modes, namely a ‘proactive mode’ and a ‘reactive mode.’ In the proactive mode, actions are generated based on top-down intentions to achieve intended goals robustly in predictable situations. In the reactive mode on the other hand, actions are generated by flexibly responding to bottom-up sensory inputs in unpredictable situations. Although competence for generating actions in these behavioral modes, and for developing the ability of autonomous switching between the modes as necessary is believed to be essential for both artificial agents and humans, the relevant mechanisms involved in doing so have not been studied in depth [1]. The present study aims to investigate and discuss the underlying cognitive-neural mechanisms synthetically by conducting a set of neurorobotics experiments. It is well known that in visually guided actions, such as object manipulation, action plans encode proactive goal-directed eye movements, which are crucial for planning and control [2]. Furthermore, proactive eye movements play a role not only in the generation of own actions, but ∗ Corresponding
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also in the observation of other’s goal-directed actions [3, 4]. However, if the other person suddenly and unpredictably drops a target object or moves it for example, proactive eye movements switch into a reactive (saccadic) mode to adapt to the new situation as quickly as possible. Another example can be seen with imitative behavior. Imitation is eﬀective not only for interacting or communicating with others, but also for acquiring new skills from them. Therefore, there have been a substantial number of studies on imitation in various research fields, such as developmental psychology [5, 6], cognitive neuroscience [7, 8], and robotics [9–12]. Let us consider a case where a subject imitates new movement patterns demonstrated by a ‘trainer’ in a synchronized manner. If the trainer tends to demonstrate completely unpredictable movement patterns, all the subject can do is simply follow the demonstrated patterns reactively. In such a situation, the subject cannot perform prediction and there would be a delay between the movements demonstrated by the trainer and imitated ones performed by the subject. However, if the trainer demonstrates specific repeatable patterns mixed with unpredictable ones in a continuously generated sequence, the subject might become able to imitate the repeating parts proactively by acquiring the internal model of the trainer’s predictable movements and the prediction error might then be minimized during this proactive part of imitating behavior. In fact, this observation has been confirmed in psychological experiments involving tracking tasks. In the experiments presented in [13] and [14], subjects tracked a continuously moving target with a cursor controlled by a joystick, where the movements of the target alternated between predictable and unpredictable sequences. These experiments showed that subjects can reduce the error in the relative distance between the cursor and the target through learning the predictable parts of the target’s movement sequences as a result of a repeated trial-anderror process. Furthermore, data from positron emission tomography (PET) scans taken while subjects were performing a similar tracking task revealed that brain activity diﬀered between generating predictable and unpredictable sequences [14]. The results showed increased activity in the proximal arm area of the primary sensorimotor cortex and supplementary motor area following the learning of sequential arm movements as well as decreased activity in the cerebellar cortex ipsilateral to the moving limb, where the decrease was proportional to the magnitude of the performance error. The learning of forward models to allow for the prediction of perceptual inputs as consequences of intended actions has been considered essential for the acquisition of goal-directed actions [15] in both humans and artificial agents. Butz et al. [16] has also suggested importance of anticipation in generating adaptive behavior of animals and artifacts. Recurrent neural networks (RNNs) have been investigated as part of various connectionist models due to their capability for predictive learning [17–19]. In the context of behavior learning for robots, Tani and colleagues have shown that RNN-based models can learn to predict perceptual consequences of actions in navigation problems [20] as well as object manipulation tasks [21, 22]. RNN-based models, however, can face a problem associated with the deterministic nature of the prediction. RNNs as deterministic dynamical systems cannot learn to extract stochastic properties hidden in non-deterministic or noisy temporal sequences data, and even if RNNs are forced to learn such sequences, the learning processes tends to become corrupted with the accumulation of errors. In order to solve this problem, Namikawa and colleagues recently proposed a novel continuoustime RNN (CTRNN) model referred to as a stochastic CTRNN (S-CTRNN) that can learn to predict not only the next mean perceptual state, but also the predictability of the state itself in terms of the variance [23, 24]. The predicted variance functions as an inverse weighting factor for the prediction error that is to be back-propagated during the process of learning. In our previous work [24], we demonstrated that the S-CTRNN can learn to reproduce stochastic properties hidden in fluctuating training data by estimating the mean and the variance correctly both in numerical and robot experiments. This model is considered to be analogous to [25, 26] that have been developed under the Bayesian framework. In the present study, we speculate that the S-CTRNN can solve the aforementioned essential problem concerning autonomous switching between top-down intention-based proactive behav-
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ior and bottom-up sensory-guided reactive behavior. Therefore, we conducted neurorobotics experiments to examine whether the network could be applied to this problem. These robotics experiments were conducted by designing an imitation task in which a trainer demonstrated sequences of movements by alternating between predictable (fixed) and unpredictable (arbitrarily generated) patterns. The robot imitating the demonstrated movements was expected to become able to adapt to both phases and to switch autonomously between proactive imitation by top-down prediction for predictable patterns and reactive imitation by simple following for unpredictable patterns. Based on an analysis of the experimental results for various conditions, this paper discusses the mechanism of learning both proactive and reactive behavior as well as switching between these two diﬀerent behavioral modes. The next section explains forward dynamics and training method of the S-CTRNN. Subsequently, the details of the imitation experiments and the relevant procedures are described. Finally, the experimental results, analysis and characteristics of both proactive and reactive behavior, and the mechanism of switching between the two are discussed.



2.



Stochastic Continuous-Time Recurrent Neural Network



2.1



Overview



As mentioned previously, conventional RNNs can learn only predictable temporal sequences data. If there are unpredictable parts in the sequence, the learning process becomes unstable. In order to avoid this problem, the network needs to employ a ‘meta-level’ mechanism that allows it to decide autonomously to pay closer attention to predictable parts and less attention to unpredictable parts in the prediction learning process. One notable feature of the S-CTRNN is that the network can dynamically predict the predictability for each output unit by means of estimating its variance at each time step. These predicted variances work as an inverse weighting factor for the prediction error to be back-propagated in the learning process. The details of the model scheme are described in the following section.



2.2



Forward Dynamics



The internal state of the i-th neuron at time step 1 ≤ t (ut,i ) is given by



ut,i



   ( )  ∑ ∑  1 1   ut−1,i +  wij xt,j + wij ct−1,j + bi  (i ∈ IC ),  1− τi τi j∈II j∈IC = ∑    wij ct,j + bi (i ∈ IO ∪ IV ),  



(1)



j∈IC



I I , I C , I O , IV : τi :



neuron index sets, time constant of the i-th neuron,



wi,j :



weight of the connection from the j-th to the i-th neuron,



ct,j :



activation value of the j-th context neuron at time step t,



xt,j :



j-th external input at time step t,



bi :



bias of the i-th neuron.



The respective activation values of the context unit ct,i , the output unit yt,i , and the variance



3



March 21, 2014



Advanced Robotics



murata˙manuscript



unit vt,i are calculated as follows:



2.3



ct,i = tanh(ut,i )



(i ∈ IC ),



(2)



yt,i = tanh(ut,i )



(i ∈ IO ),



(3)



vt,i = exp(ut,i )



(i ∈ IV ).



(4)



Training Method



The learnable parameters of the network, including the weight of the connection, the bias, and the initial internal state are denoted by θ. Let X = (xt )Tt=1 be an input sequence, where T is the length of the sequence. Then, the probability density function of target state yˆt,i is defined as ( ) (yt,i − yˆt,i )2 1 exp − p(ˆ yt,i | X, θ) = √ , (5) 2vt,i 2πvt,i where yt,i and vt,i are the output and the variance generated by the network. This equation is derived with the assumption that the observable data is embedded into additive Gaussian noise. The likelihood function Lout parameterized by θ, is denoted by Lout =



T ∏ ∏



p(ˆ yt,i | X, θ).



(6)



t=1 i∈IO



The network generates a prediction of the prediction error in the form of a variance vt,i . The network can avoid unstable learning sequences since the variance works as an inverse weighting factor for the prediction error (yt,i − yˆt,i )2 . More specifically, the eﬀect of the prediction error is reduced when the variance is large (as the error is divided by the variance), whereas the eﬀect is increased when the variance is small. Therefore, the amount of error back-propagation can be autonomously reduced in the case of learning unpredictable parts of temporal sequences. This relaxes the predictive learning of sequences consisting of predictable and unpredictable parts. The training method involves choosing the most appropriate value for the parameter θ by maximizing the likelihood Lout . More precisely, we used the gradient descent method with a momentum term as the training procedure. The model parameters at step n (θ(n)) of the training process are updated in accordance with θ(n) = θ(n − 1) + ∆θ(n), ( ∆θ(n) = α



) ∂ ln Lout + η∆θ(n − 1) , ∂θ



(7)



(8)



where α is the learning rate and η is a parameter representing the momentum term. The partial diﬀerential equations ∂ ln∂θLout for each learnable parameter, can be solved by a conventional back-propagation through time method [24, 27]. Although we have presented only the case in which the training data set is a single sequence, the method can be easily extended to training involving several sequences by using the sum of the gradients for each sequence. When several sequences are used as training data, an initial state must be provided for each sequence. We consider that the distribution of the initial states conforms to a normal distribution. (s) The probability density function for u0,i , which is the initial state of the ith neuron corresponding
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Figure 1. NAO and the display placed in front of it.



to the sth training sequence, is defined as (s) p(u0,i



( (s) ) (ˆ ui − u0,i )2 1 | σ, uˆi ) = √ exp − , 2σ 2 2πσ



(9)



where σ 2 is the predefined variance and u ˆi is the mean value of the initial states, which is a learnable parameter. (s) The likelihood function Linit parameterized by u ˆi and u0,i is given by Linit =



∏ ∏



(s)



p(u0,i | σ, uˆi ),



(10)



s∈IS i∈IC



where IS is the sequence index set. The initial states are updated to maximize the the sum of ln Lout and ln Linit . (s) In the experiments, not the s-th initial states u0,i corresponding to the s-th training sequence, but the mean value u ˆi of the initial states of all training sequences was used in the generation phase after training.



2.4



Parameter Setting for Training



All biases and connection weights were [ ] initialized with randomly chosen values from a uniform 1 1 distribution on the interval − NC , NC , where NC is the number of context neurons. Each initial (s)



internal state u0,i and the mean value of the initial states u ˆi were initialized with a value of 0. Since the maximum value of Lout depends on the total length Ttotal of the training sequences and the dimensionality d of the output neurons, the learning rate α was scaled by a parameter 1 ˜. α ˜ satisfying the relation α = Ttotal dα 3.



Design of the Imitation Experiments



A small humanoid robot ‘NAO’ was used in the imitation experiments. The robot was seated on the floor and a display was placed in front of it (Figure 1). The task for the robot was to
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imitate the movement of a colored target circle shown on the display by moving its right arm. In these experiments, the target circle was assumed to correspond to the tip of the trainer’s hand. The display presented a continuous spatiotemporal sequence of the moving target consisting of alternating ‘predictable’ and ‘unpredictable’ parts. The test in this case was designed to examine whether the robot was able to adapt to both phases and to switch autonomously between proactive imitation (based on top-down prediction for predictable patterns) and reactive following (by simply tracking unpredictable patterns) as a result of iterative learning. The experiments were conducted under various conditions. We compared two types of situations depending on whether an explicit cue indicating the current mode of demonstrated patterns was present or absent. Since in the absence of a cue the network was expected to develop self-organized functions for detecting the current mode, the task necessarily became more diﬃcult in those cases. Also, the number of predictable patterns was one or four in diﬀerent runs. Here the task became more diﬃcult in the case of multiple patterns as the network was forced to detect which predictable pattern was demonstrated by referring to other, potentially rather diﬀerent, learned patterns. The joint angles of the robot’s head were controlled to fixate automatically on the center of the target circle. Therefore, the direction of the head was treated as ‘vision’ in these experiments. For this reason, only the joint angles of the 2-dimensional head (yaw and pitch) and 3-dimensional right arm (shoulder pitch, shoulder roll, and elbow roll) were used in the current study. The remaining angels were fixed. In the experiments, the explicit cue indicating a transition between predictable and unpredictable movements was a change in the color of the target circle. Specifically, the circle was red when the movements were predictable and blue otherwise. When the task was performed in the presence of a cue, the 2-dimensional horizontal and vertical elements of the hue, which represented the hue angle, were recorded. Figure 2 shows an overview of the constructed system. The S-CTRNN was used as a forward model in controlling the robot. Input to the network was provided as actual vision sˆt , and the outputs were in the form of predicted visuo-proprioception st+1 and pt+1 and the corresponding (s) (p) variances vt+1 and vt+1 . The predicted proprioception pt+1 was sent to the robot in the form of target joint angles, which acted as motor commands for the robot in generating movements. In ˆ t was used as the explicit cue. performing the imitation task with a cue presented, the hue h 4.



Experimental Procedure



The experiments consisted of the following three phases. A. Obtaining training sequences. B. Training. C. Action generation tests. Each of these phases is introduced in this section. 4.1



Obtaining Training Sequences



In order to obtain training sequences, the robot was manually controlled before the training phase. In the same environment as that used in the action generation test, a colored target circle shown on a display was moved in a pattern that the robot was expected to imitate. The trajectories of the moving target consisted of predictable and unpredictable parts, which are presented as a state transition graph (Figure 3). As shown in Figure 3, four Lissajous curves were prepared that were labeled as follows: R : on the right side of the screen (anticlockwise rotation), L : on the left side of the screen (clockwise rotation),
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Predicted



Predicted



Vision Sense Proprioception Target Joint Angle



Output



Variance



Context State



S-CTRNN



Input



Cue



Actual Vision



Color Hue



Robot & Environment



(Forward Model)



Sensory Feedback



(Target Direction) (Used in Imitation-with-a-Cue) Figure 2. System overview. The S-CTRNN was used as a forward model in controlling the robot. Input to the network was provided as actual vision sˆt and outputs were in the form of predicted visuo-proprioception (st+1 and pt+1 ) and the (p) (s) corresponding variances vt+1 and vt+1 . The predicted proprioception pt+1 was sent to the robot in the form of target joint angles, which acted as motor commands for the robot in generating movements. In performing the imitation task with a cue ˆ t was used as the explicit cue. In the experiments, the predicted variances were used only for training presented, the hue h and not for action generation. Repeat 2 times.



Experiment 1-a & 1-b | 20 Sequences



Predictable



RRR R



Unpredictable



L



RRR RRR RRR RRR



Unpredictable Unpredictable Unpredictable Unpredictable



Continue for 50 to150 time steps.



pattern 3 times.



RRR LLL UUU DDD



Unpredictable Unpredictable Unpredictable Unpredictable



: 2 Sequences : 2 Sequences : 2 Sequences : 2 Sequences



RRR LLL UUU DDD



Unpredictable Unpredictable Unpredictable Unpredictable



: 2 Sequences : 2 Sequences : 2 Sequences : 2 Sequences



: : : :



U



Repeat the same



Unpredictable : 20 Sequences



Experiment 2-a & 2-b | 32 Sequences Unpredictable



D



RRR



DDD DDD DDD DDD



Unpredictable Unpredictable Unpredictable Unpredictable



Figure 3. Movement sequences. Each predictable part was followed by an unpredictable part, and the two parts were repeated. In the predictable part, one out of the four registered patterns was selected and cycled for three periods. In the unpredictable part, an arbitrarily generated trajectory was traced by the circle on the display for a period of 50 to 150 steps. The color of the moving target circle was changed from red (predictable) to blue (unpredictable) in the case where the imitation task was performed with a cue.



U : on the upper part of the screen (anticlockwise rotation), D : on the lower part of the screen (clockwise rotation). After repeating the same predictable pattern three times, the movement of the target circle switched to the unpredictable part, where an arbitrarily generated trajectory was displayed for a randomly selected period of 50 to 150 steps. As the horizontal and vertical elements of the trajectory were generated by summing three sine curves, the trajectory formed a continuous smooth temporal sequence rather than a pattern of randomly placed points. However, because the amplitude and the frequency of each sine curve were determined at random, and because the frequency was changed over time, we considered the pattern to be unpredictable.
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For the imitation tasks, the angles defining the orientation of the robot’s head (yaw and pitch) were controlled to fixate automatically on the target circle. Furthermore, the angles of the right arm (shoulder pitch, shoulder roll, and elbow roll) were controlled to imitate the movement patterns of the target circle by means of inverse kinematics using the changes in the head angles. While the robot was moving, the joint angles of its head and right arm were recorded as vision and proprioception, respectively. This recording of the training sequences was carried out for an imitation task that included only a single predictable pattern, and for a task that included multiple predictable patterns. In each recording phase, the color of the target circle was changed, which was used as an explicit cue. For the imitation task performed with a cue, the horizontal and vertical elements of the hue, which represent the hue angle, were recorded. On the other hand, for the imitation task without a cue, we eliminated the hue elements from the training data used in the imitation task with a cue. We conducted the following four classes of experiments by combining conditions either with or without a cue and with a single predictable pattern or multiple predictable patterns. Experiment Experiment Experiment Experiment



4.2



1-a: 1-b: 2-a: 2-b:



Imitation with a cue with a single predictable pattern. Imitation without a cue with a single predictable pattern. Imitation with a cue with multiple predictable patterns. Imitation without a cue with multiple predictable patterns.



Training



Training for each task was conducted using the aforementioned training sequences. In the case of imitation with a cue (Experiments 1-a and 2-a), the input to the network was the 2-dimensional actual vision (the head angles) and the 2-dimensional hue elements, and the output of the network was in the form of 5-dimensional predicted visuo-proprioception (2-dimensional vision and 3-dimensional proprioception) as well as 5-dimensional variances corresponding to each output. In these tasks, prediction learning of the hue elements was not conducted for simplicity. In the case of imitation without a cue (Experiments 1-b and 2-b), the input to the network was in the form of the 2-dimensional actual vision only and the 5-dimensional output was the same as in the case of imitation with a cue. Therefore, the only diﬀerence in the network architecture in this case concerned the presence of a cue. We trained the S-CTRNN for each task, where the numbers of input, context, output, and variance neurons were NI = 4 (in Experiments 1-a and 2-a) or 2 (in Experiments 1-b and 2b), NC = 30, NO = 5, NV = 5, respectively; and the time constant for the context neurons was τ = 10. Also, the learning rate α ˜ and the momentum term η were set to 0.001 and 0.9, respectively. We trained each network for 1,000,000 training steps. For Experiments 1-a and 1-b, we used 20 training sequences, each of which consisted of two parts – one predictable pattern (R) and two unpredictable parts – which alternated with each other (Figure 3). For Experiments 2-a and 2-b, we used 32 training sequences, each of which consisted of two parts chosen from four predictable patterns (R, L, U, D) and two unpredictable patterns, all alternating with each other (Figure 3). Although the total number of combinations (more precisely, ‘repeated permutations’) of two out of four predictable patterns was 16, we used these combinations two by two for generalization purposes.



4.3



Action Generation Test



After training the network in an oﬄine manner, we tested whether the robot would be able to generate appropriate actions to imitate the movements of the target circle on the display by switching properly between the proactive and the reactive mode.
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For Experiments 1-a and 1-b, we tested 10 new sequences with the same properties as the training sequences, while for Experiments 2-a and 2-b we tested 16 new sequences, which were all combinations of two out of four predictable patterns.



5.



Results



Here, we define ‘appropriate actions’ for the imitation task as actions associated with a small prediction error. In the case of predictable patterns, by behaving proactively (i.e., by using its internal model for predictable environments), the robot successfully minimized the prediction error to almost zero. On the other hand, in the case of unpredictable patterns, the prediction error was not minimized to zero since an internal model had not been acquired for it. Nevertheless, the prediction error was reduced to some extent by reactively following the target’s movements. As criteria of success and failure, we computed the ratio rE of mean prediction error for the predictable patterns to mean prediction error for the unpredictable patterns in test sequences. Here, the mean prediction error is the sum of the prediction errors of each output neuron per one time step. By computing this error ratio, we can know how the prediction error for the predictable patterns is smaller than that for the unpredictable patterns. 5.1 5.1.1



The Case of a Single Predictable Pattern Imitation with a Cue



In Experiment 1-a, the robot was able to imitate or generate appropriate actions and to switch between the proactive and the reactive behavior. The error ratio was suﬃciently-small value (rE = 0.080). Figure 4(a) presents the actual vision, predicted visuo-proprioception, variance sequences, and neural states generated by the trained network. In Figure 4(a), we can see the correlations between the regions of increase and decrease in the values of the hue and those of the predicted variances. 5.1.2



Imitation without a Cue



Figure 4(b) illustrates the time series generated by the trained network. The error ratio was suﬃciently-small value (rE = 0.15). In Experiment 1-b, training was carried out under the same conditions except that the hue was not included. For this reason, the robot was forced to focus its attention on the movement pattern of the target circle. In Figure 4(b), we can see the increase and decrease in the variances corresponding to the transitions between predictable and unpredictable parts. We can also see that there is a time delay when the variance decreases during the transition from an unpredictable to a predictable part. In contrast, when the transition is from a predictable to an unpredictable part, there is no time delay. 5.2 5.2.1



The Case of Multiple Predictable Patterns Imitation with a Cue



In Experiment 2-a, we can observe results similar to those in Experiment 1-a. The error ratio was suﬃciently-small value (rE = 0.13). The only diﬀerence is that the decrease in variances at the transition from an unpredictable to a predictable part is not as drastic (Figure 5(a)) as in Figure 4(a) in Experiment 1-a. 5.2.2



Imitation without a Cue



In Experiment 2-b, the same S-CTRNN as used in Experiment 1-b was used for training at first, but the training of the network was unsuccessful. Specifically, while in some cases the robot was able to generate appropriate actions by switching between proactive and reactive behavior,
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Figure 4. Time series generated by the trained network and prediction error associated with vision. These are examples of imitation with a cue with a single predictable pattern (Experiment 1-a) and imitation without a cue with a single predictable pattern (Experiment 1-b). In the case of vision, the two lines correspond to the relative positions of the target circle (black: horizontal, gray: vertical), and the other line, which is only shown in (a), corresponds to the hue associated with the angle (black dashed: horizontal element). In the case of proprioception, the three lines correspond to the angles of the three joints in the right arm (black: shoulder pitch, gray: shoulder roll, black dashed: elbow roll). Neuronal activation is shown in a grayscale plot, where the vertical axis represents the indices of the context neurons. Each label over the actual values associated with vision denotes a predictable movement pattern of the target circle. Regarding the predicted variance, the dashed-line circles indicate transition area from an unpredictable to a predictable part. In the area, a quick response in (a) and a time delay in (b) can be observed.



in other cases it was not able to perform the switch. Consequently, the robot behaved reactively even when the pattern was predictable. The error ratio was larger (rE = 0.50) than that of the other experiments. We analyzed the context state of the trained network and confirmed that the mode switch or state transition in the context state between predictable and unpredictable patterns was not performed clearly as diﬀerent from the other experiment results (details are provided in Section 6.2.1). Following the analysis, we considered that diﬀerent functions such as a lower-level process of representing primitives and a higher-level process of monitoring predictabilities should be developed separately in more complex task settings. Therefore, diﬀerent timescale properties that are known to enable the self-organization of functional hierarchy [22] were implemented into context unit of the S-CTRNN. This network imposes constraints on neuronal connections and sets of diﬀerent time constants for the context neurons (‘fast context’ and ‘slow context’), as proposed by Yamashita and Tani [22], in order to examine the eﬀects of slower dynamics at its higher level on acquiring nontrivial functionality required for successful task completion. Refer to the Appendix for details about this model. In the network, the number of fast-context neurons (NF ) was 25, the number of slow-context neurons (NS ) was 5, and the time constants were τF = 5 and τS = 30, respectively. Other
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Figure 5. Time series generated by the trained network and prediction error associated with vision (head angle). The format of this figure is the same as that of Figure 4, where (a) is an example of imitation with a cue with multiple predictable patterns (Experiment 2-a) and (b) is an example of imitation without a cue with multiple predictable patterns (Experiment 2-b).



parameters, such as the learning rate α ˜ and the momentum term η, were set to 0.001 and 0.9, similarly to the case of the basic setting for the S-CTRNN. We trained the network for 1,000,000 training steps. As a result, the robot was able to generate appropriate actions and to switch between proactive and reactive behavior (Figure 5(b)). The error ratio was reduced from rE = 0.50 (single timescale case) to rE = 0.18 (multiple timescale case). We consider that the constraint imposed on the connections, combined with the multiple timescales, facilitated the process of learning. This is described in more detail in the Analysis and Discussion sections.



6. 6.1



Analysis Evaluations of Prediction Error (s)



In order to clarify the characteristics of the prediction error, we computed Et , which is the sum of the prediction errors associated with each output neuron at time step t of the s-th training sequence, for each experiment as follows. (s)



Et



=



1 ∑ (s) (s) (yt,i − yˆt,i )2 , 2 i∈IO
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Figure 6. Histogram of the prediction error sum and cumulative distribution for Experiment 2-b. The upper panel corresponds to the predictable part and the lower panel corresponds to the unpredictable part. The vertical axis on the left represents the frequency or the total number of time steps that correspond to the prediction error sum on the horizontal axis. The vertical axis on the right presents the cumulative distribution. (s)



where IO is the neuron index set of the output unit, yt,i is the output generated by the network, (s)



and yˆt,i is the training data. Figure 6 presents an example of a histogram plotted by using all of the computed prediction error sum and cumulative distribution for Experiment 2-b. From these figures, we can see the diﬀerences in distribution of the prediction error. For the predictable part, the peak of the histogram is located in the part with the smallest prediction error and the cumulative distribution immediately increases in the part with small prediction error. On the other hand, for the unpredictable part, the peak is not located in the part with the smallest prediction error and the cumulative distribution slowly increases. It was found that the cumu(s) lative distribution reached 80% for 0.0015 ≤ Et ≤ 0.002 in the case of the predictable part (s) and 80% for 0.009 ≤ Et ≤ 0.0095 in the case of the unpredictable part. These results indicate that a prediction mechanism was acquired as a proactive mode only for the predictable part. Here it can be concluded that only the function of reactive following developed in the case of the unpredictable part.



6.2 6.2.1



Neuronal Representations in the Context Units Principal Component Analysis



We constructed phase plots based on a principal component analysis (PCA) encompassing all context neurons of the trained network in each experiment. Figure 7 illustrates the changes in context activation for each experiment including the unsuccessful case of Experiment 2-b (without a cue with multiple predictable patterns task) that used the single timescale network, where the dimensionality was reduced from 30 to 3. In this figure, the predictable part (R) is represented by a black line, (D) is represented by a black dashed line, and the unpredictable part is represented by a gray line. Shifts in the context activation trajectories between the two modes can be seen in the plots except for that of Experiment 2-b. For example in the upper left graph for Experiment 1-a in Figure 7, the trajectory on the left side in the phase plot converges
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Training with a Single Timescale Network With a Cue with a Single Predictable Pattern Task
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Figure 7. Changes in context activation in each experiment using single timescale network (upper left: Experiment 1-a, upper right: Experiment 1-b, lower left: Experiment 2-a, lower right: Experiment 2-b). The dimensionality in these cases was reduced from 30 to 3 by PCA. The predictable part (R) is represented by a black line, (D) is represented by a black dashed line, and the unpredictable part is represented by a gray line. Bold black dashed lines represent a boundary of the proactive and the reactive mode.



toward a limit-cycle attractor in the proactive mode, whereas the trajectory is perturbed on the right side in the reactive mode as a result of receiving fluctuating visual sequence patterns. In contrast to these results, in the upper right graph for Experiment 2-b in Figure 7, such shifts of the context activation cannot be observed. This result means that the network was not able to switch between the proactive and the reactive mode because the network failed to distinguish the diﬀerence between the predictable and the unpredictable patterns. Figure 8 illustrates the changes in fast-context and slow-context activation for Experiment 2-b. The dimensionality of the fast context was reduced from 25 to 3, and that of the slow context was reduced from 5 to 2. From the PCA results for the fast context, there is no explicit transition between the proactive and the reactive mode as seen in Figure 7, and specific action patterns appear to be represented in the fast-context state. On the other hand, from the PCA results for the slow context, we can see that there is a transition between the two modes, although there is no discernible specific action pattern. These analysis results indicate that by implementing multiple timescales into the network, the two functions consisting of representing specific action patterns and switching the behavioral modes, which were not able to be acquired in the original single timescale network, were self-organized in the lower-level fast and the higher-level slow context state. 6.2.2



Closed-Loop Simulation



The diﬀerence between the proactive and the reactive mode can be observed by generating time series with closed-loop dynamics, in which the current input state xt,i is derived from the predicted state generated at the previous step (yt−1,i ). Although unpredictable parts cannot
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Training with a Multiple Timescale Network Without a Cue with Multiple Predictable Patterns Task Fast Context State
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Figure 8. Changes in fast-context and slow-context activation in Experiment 2-b. The dimensionality of the fast context was reduced from 25 to 3 and that of the slow context was reduced from 5 to 2 by PCA. The format of this figure is the same as that of Figure 7.



be generated with closed-loop dynamics, this is possible for predictable parts if the prediction mechanism has emerged as a result of self-organization in the context state. In this closedloop simulation, the external input state x ˆt,i was provided as input over several time steps Topen instead of being provided as feedback under the following conditions because a trigger is required for switching the mode and detecting the predictable pattern for multiple predictable patterns. { xt,i =



x ˆt,i , (t < Topen ), yt−1,i , (Topen ≤ t).



(12)



In Experiments 1-a and 2-a, the cue should also be provided as external input because the network does not learn to switch between modes without a cue. Under these conditions, we computed the generation of patterns with closed-loop dynamics for each trained network and for each experiment. As a result, we confirmed that each trained network was able to generate the predictable part, although the number of time steps necessary for providing external input was diﬀerent in each case. In Experiment 1-a, the network was able to generate the proper time series with closed-loop dynamics if a predictable pattern with external input was provided in a single time step (Topen = 1), while Experiment 1-b (without a cue) required more time steps (Topen = 10). Furthermore, Topen = 15 for Experiment 2a and Topen = 25 for Experiment 2-b. From these results, we consider that the prediction mechanism emerged as a result of self-organization in the context state for the predictable part. Furthermore, the more diﬃcult tasks (e.g., without a cue and with multiple predictable patterns) requires external input to be provided over more time steps. A possible reason for this is that entrainment requires several time steps to complete under these conditions.



7.



Discussion



In the imitation experiments, the model was able to learn to generate proactive and reactive behavior as well as to switch autonomously between the two using its ability to predict timevarying variance that represents predictability of the predicted state. In the proactive mode, the network was able to generate perceptual time series with closed-loop dynamics autonomously, which indicates that an intention-based top-down pattern generation mechanism was acquired or otherwise emerged from self-organization through learning in this mode. Due to the top-down prediction process, in the case of multiple predictable patterns (especially in Experiment 2-b), a time delay was observed at the transition points from the unpredictable to predictable parts (i.e., from the reactive to proactive mode). This time delay occurred because the network was
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not able to immediately determine which acquired predictable pattern was displayed, and topdown dynamics was attracted by bottom-up sensory input. A similar observation was made in the closed-loop simulation. The case with multiple predictable patterns required external input over relatively more time steps in order to generate appropriate time series with closed-loop dynamics. Moreover, both with and without an explicit cue indicating a transition between predictable and unpredictable parts, we confirmed that context dynamics plays a role in switching between the proactive and the reactive mode. For tasks with a single predictable pattern either with or without a cue, this switching mechanism was confirmed as shifts in the context activation trajectories between the two modes through phase-space analysis of the context state (the upper two graphs in Figure 7). For tasks with multiple predictable patterns, especially in the absence of a cue, the task failed because the S-CTRNN, which utilizes only single-timescale neurons, was not able to develop a switching mechanism. In Figure 7, the only lower right graph for this task does not exhibit the shifts between the proactive and the reactive mode, which can be observed in the other graphs. This analysis result means that the single timescale network has a limitation to self-organize the diﬀerent functions of representing primitives and monitoring predictabilities, which were achieved in the other experiments, when the task becomes more complex one. Therefore, we repeated the same experiment but utilized multiple-timescale context neurons, by introducing fast-context and slow-context units to the S-CTRNN. The results showed that a switching mechanism emerged from self-organization in the region with slow dynamics and that memorized patterns were represented in the region with fast dynamics (Figure 8). This suggests that the mechanism of switching between the two diﬀerent modes, which is considered to be a meta-level cognitive competency, is likely to be developed separately from the set of memorized patterns in the network through ‘meta-learning’ of prediction of the predictability itself. Also, the results (especially for Experiment 1-b) were in accordance with psychological experiments such as those described in [13] and [14], in which subjects tracked a continuously moving target with a cursor controlled by a joystick. The moving target pattern in these experiments consisted of one predictable pattern and several unpredictable patterns, similarly to Experiment 1-b. These psychological experiments showed that as a result of repeated trials, subjects were able to reduce the error in the distance between the cursor and the target through learning predictable target sequences. The results of our neurorobotics experiments confirm these observations. In the case of multiple predictable patterns, time delays occur, as described above. One possible way to reduce such delays (i.e., to adapt quickly to environmental changes), is to apply the error regression scheme proposed in [28], which is utilized in RNNs with parametric bias (RNNPB) [29], to the present task. The PB is a static vector added to the RNN model to modulate the characteristics of the forward dynamics. The RNNPB not only updates the synaptic weights, but also learns the mapping between the PB vector and the corresponding sequences by minimizing the prediction error, which is the error between the training and output sequences. In the generation phase, after convergence of the prediction error is reached in the learning phase, the network is utilized without updating the synaptic weights. While the forward dynamics of RNNPB generates the prediction sequence, the generated prediction error is back-propagated to the PB units and the current PB vector is updated in the direction of minimizing the prediction error by using a ‘regression window’ spanning the immediately preceding steps. By using an experiment involving online imitative interaction between a robot and a human user, Ito and Tani [28] showed that by introducing the error regression mechanism into the network in the action generation phase, the robot can successfully generate actions corresponding to those performed by the human. Although error regression is an eﬀective way to generate interactive behavior, the precise mechanisms governing this process are still unknown. For example, although error regression is eﬀective for quick adaptation as compared to standard passive sensory entrainment, it results in unstable action generation because of the potential for changes occurring in the
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network state as a result of even a small prediction error. Therefore, the mechanisms of such changes must be investigated in order to apply them to the present cognitive tasks. For evaluating the generation capability after training, we conducted additional action generation test in which the robot was required to adapt to untrained types of perceptual sequences. For example, the display showed firstly an unpredictable pattern (e.g. within 0 to 100 step) and then the predictable pattern to the robot although the reversed version (the first is the predictable pattern and the next is an unpredictable pattern) was used in the training. When we investigated the trained networks achieved in Experiments 1-a and 2-a, the robot controlled by the network was able to adapt quickly to such untrained perceptual sequences by switching its behavioral mode in the same manner as the results described in Sections 5.1.1 and 5.2.1. On the other hand, the robot controlled by the trained network achieved in Experiment 1-b or 2-b, generated the action for the predictable pattern although the perceived visual input is unpredictable. The action gradually changed to the reactive one for the unpredictable pattern. When the pattern changed to the predictable one, the robot changed its behavioral mode with a time delay and generated proactive action in the same manner as results in Section 5.1.2 and 5.2.2. We consider that these results caused by the characteristics of the trained sequences in which predictable patterns always appeared firstly. When the cue was given in both the training and the generation phase (Experiments 1-a and 2-a), the network only needed to utilize the relationship between the cue and the demonstrated pattern. Therefore, the robot was able to adapt to the untrained sequences by relying on the cue. When the cue was not given, the robot should rely on the context state, which depended on the own perceptual experiences, and the current perceptual input. In the present study, because all trained sequences started from the predictable patterns, the robot generated the action for the predictable pattern based on the self-organized context state in spite of receiving unpredictable visual inputs. This result is one limitation of the present study. In order to achieve more adaptive action generation we need to use more variable training sequences by considering the order of predictable and unpredictable patterns and the periods of each pattern. Another problem concerns the learning capability of the network model. In the present imitation experiments, we utilized four predictable patterns. In our preliminary experiments conducted by using two-dimensional artificial data, the relationship between the memory capacity and the number of context neurons appeared to be linear. Therefore, we should confirm whether this relationship can be ensured with high-dimensional data acquired by the robot, as in the experiments presented here.



8.



Conclusion



This paper presented neurorobotics experiments designed to investigate how a proactive and a reactive behavioral mode can be developed and how they can be switched autonomously as the situation demands. The experimental tasks were designed to train a humanoid robot to switch between two behavior modes, namely proactively imitating other’s movements by utilizing acquired memories and reactively following other’s unpredictable movements through iterative learning of such alternating behavioral patterns. We contrasted four setups in the experiment by combining conditions with and without an explicit cue that indicated whether the current movement was predictable or not, as well as whether there was a single or multiple predictable patterns. The S-CTRNN, which is a variation of the CTRNN, was utilized in the experiments, where the network was able to learn to predict not only the next perceptual state, but also the predictability for each output unit dynamically by means of estimating its variance at each time step. In each experiment, the robot was able to generate both proactive behavior for the predictable part and reactive behavior for the unpredictable part, as well as to switch autonomously between the two. Phase space analysis of the context state confirmed that the switching mechanism
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emerged from self-organization in the context dynamics through ‘meta-learning’ of prediction of the predictability itself.
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Appendix A. Multiple Timescale Recurrent Neural Network Yamashita and Tani [22] demonstrated that functional hierarchy emerges from the diﬀerent timescale properties (‘multiple timescales’) of context neurons through a form of selforganization. They suggested that it is not only the spatial connections between neurons but also the timescales of neural activities that act as important mechanisms leading to the development of a functional hierarchy in neural systems. This model is known as ‘multiple timescale RNN (MTRNN).’ By utilizing this theory, we examined the eﬃciency of MTRNN with respect to variance prediction. In particular, we divided context neurons into two groups – fast-context and slowcontext units – that were classified in accordance with the diﬀerence between their time constants and neuronal connections. In our proposed model, input and output units were not directly connected to slow units. On the other hand, variance units representing the prediction of the variance of each output neuron were not directly connected to fast units. In addition, Yamashita and Tani [22] proposed that fast-context units develop short-timescale dynamics corresponding to action primitives and that slow-context units develop long-timescale dynamics corresponding to combinations of action primitives. In other words, lower-level processes, such as the representation of primitives, undergo self-organization in fast-context unit, while higher-level processes, such as combinations of several lower-level primitives, undergo selforganization in the slow context units. In the present study, since the dynamics of the prediction of variance is slower than that of the representation of action primitives, the prediction of variance is considered to be a higherlevel process. Thus, we set the network configurations as described above. Here, except for the existence of multiple timescales and constraints on the connection weights, the calculation formula is the same as that for the S-CTRNN. Figure A1 illustrates a block diagram of our proposed network.
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Figure A1. Block diagram of the proposed network. The network consists of input, fast-context, slow-context, output, and variance units. Input and output units were not directly connected to slow-context units and variance units were not directly connected to fast-context units. With the exception of the multiple timescales and the constraints on connection weights, the calculation formula is the same as that for the S-CTRNN.
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