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Cryptographic primitive for key agreement Two honest parties: Alice and Bob; dishonest party (eavesdropper): Eve. Achievement: Alice and Bob create an information-theoretic secure (composable) key.



Information-theoretic security (informally) The success probability of any (active or passive) attack is upper bounded by a (tiny) constant, regardless of the (quantum) computing resources used by the attacker.
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