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Abstract Recurrent neural networks (RNNs) have shown an ability to model temporal dependencies. However the problem of exploding or vanishing gradients has limited their application. In recent years, long short-term memory RNNs (LSTM RNNs) have been proposed to solve this problem, and have achieved excellent results. However, because of the large size of LSTM RNNs, they more easily suffer from overfitting, especially for low resource tasks. In addition, because the output of LSTM units is bounded, there is often still a vanishing gradient issue over multiple layers. In this work, we evaluate an architecture called gated recurrent units (GRU) to solve these two problems. In comparison with LSTM RNN, the size of the GRU network is smaller, so this model can more easily avoid overfitting. Furthermore, the output of the GRU is not constrained to be bounded, which helps alleviate the negative impact of vanishing gradients across multiple layers. We propose using deep bidirectional GRUs as hybrid acoustic models and compare the similarities and differences between LSTM and GRU. We evaluate this architecture on the CHIME2 dataset, a robust low resource speech recognition task. Results demonstrate that our architecture outperforms LSTM, relatively decreasing the WER about 6% in the bidirectional case and, when combined with a baseline GMM system, achieves 1.1% absolute WER reduction comparing to a strong baseline mixing system. Index Terms: gated recurrent units, long short-term memory, robust speech recognition



However, traditional LSTM RNNs are sophisticated and require complex training mechanisms tricks which make them difficult to implement. To address this, in recent years, another variant of conventional RNN called Gated Recurrent Units (GRU) [14] has been proposed. [15, 16] has shown that by using fixed number of parameters in polyphonic music modeling and speech signal modeling, GRU models can outperform LSTM units. Although some early attempts have used GRUs as an endto-end recognition system [17, 18], GRU networks have rarely been applied as hybrid acoustic models to predict HMM states. In this paper, we evaluate GRU networks and bidirectional GRU variants as hybrid acoustic models to estimate posterior probabilities for physical states on the CHIME2 datasets, a robust low resource speech recognition task. From our results, we demonstrate that GRU networks can achieve better results than LSTM networks, about 6% average relative error reduction in the bidirectional case. Furthermore, we combine our models with the baseline model of [19] and show that the combined model outperforms the best result of [19]. We also analyze two different training parameters of bidirectional GRU networks, demonstrating the roles for these parameters. The remaining parts of this paper are organized as follows: In Section 2, we briefly review the LSTM unit. In Section 3, we propose the GRU, use it to construct deep GRU and bidirectional GRU networks and analyze these architectures. We report our experimental results in detail in Section 4 , with conclusions in Section 5.



1. Introduction



2. Review of LSTM unit



In recent years, deep neural networks (DNNs) combined with hidden Markov models (HMM) have become the dominant approach in acoustic modeling [1, 2, 3]. Based on increased computation power and quantity of data, substantial error rate reduction has been achieved for speech recognition tasks. Recurrent neural networks (RNNs) are a neural network framework with self connections from the previous time step as inputs, thus the hidden state contains a dynamic history of the input features sequence instead of a fixed-size window. RNN architectures have performed better than traditional DNNs, because they can detect events outside of a fixed temporal window size and are less affected by temporal distortion. For these reasons, RNNs as well as Long Short-Term Memory RNNs (LSTM RNNs) [4] are more suitable for sequence tasks such as sequence modeling and prediction [5, 6, 7, 8], and have been helpful to improve robustness in speech recognition [9, 10, 11, 12, 13].



In this section, we give a brief introduction of LSTM structure. LSTM units were first introduced in [4] and a popular LSTM structure is shown in Fig.1. The key ideas behind the LSTM unit are memory cell block to maintain temporal information and non-linear activation gates to control the information flow into the memory cell and out of the unit. Each LSTM unit consists of one cell unit and three control gates. These gates control the input and output as well as forgetting activation functions of the memory cell respectively. The memory cell can also directly control the gates. The LSTM units implement this by peephole connections from the memory cell to the gates to learn precise timing information. Although LSTM RNNs have achieved excellent results, this architecture has some weaknesses. The architecture is so sophisticated that it can be overfit relatively easily, especially for low resource tasks. In addition, training requires several complex mechanisms and computational tricks [11] which may make it difficult to tune the parameters. Furthermore, although the LSTM unit alleviates the vanishing gradient problem with
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Figure 1: Long short-term memory unit. ’T’ denotes a delay of one time step, σ denotes the sigmoid function, ’tanh’ denotes hyperbolic tangent function.



Figure 2: Gated recurrent unit. σ denotes the sigmoid function, ’tanh’ denotes hyperbolic tangent function.



3.2. deep GRU and bidirectional GRU respect to time, these gradients may still easily become small when the error signal passes through multiple LSTM layers, because the output and thus the gradient of the LSTM unit is bounded. To address these problems, we will adopt a simple architecture, described in the next section.



3. GRUs and their variants In this section, we present gated recurrent units (GRUs), another type of recurrent unit. 3.1. GRU The GRU was recently proposed by Cho et al [14]. Like LSTM, it was designed to adaptively reset or update memory content. As is shown in Fig.2, each GRU has a reset gate and an update gate, which control the memory flow. The GRU fully exposes its memory content at each timestep and balances output between the previous memory state and the new candidate memory state. The GRU reset gate rt is computed by rt = σ(Wr xt + Ur ht−1 + br ),



(1)



where σ is the sigmoid function, and xt and ht−1 are the input to the GRU and the previous output of the GRU. Wr , Ur and br are forward matrices, recurrent matrices and biases for reset gate, respectively. Similarly, the update gate zt is computed by zt = σ(Wz xt + Uz ht−1 + bz ),



In this subsection, we apply deep and bidirectional extensions to the GRU model. Inspired by DNNs, multiple GRU layers can be stacked to build deep GRU, like deep LSTM RNNs [9]. When input features propagating through the recurrent layer, the output features at one time step incorporate the history of temporal features. Compared to a standard shallow GRU, the features generated by a deep GRU are more abstract and suitable for prediction. Thus a deep GRU framework takes advantage of the merits of both DNNs and conventional GRUs. Another GRU variant is the bidirectional GRU (BGRU). One shortcoming of conventional GRUs is that they are only able to make use of previous context, not future context. In speech recognition, there is no reason not to exploit future context as well. The BGRU does this by processing the data in both directions with two separate parameters. After propagating through both forward and backward directions, the two directions outputs are concatenated and fed forward to the next hidden layer. Because bidirectional systems can yield more diversity of time dependencies, the systems more fully take advantage of the input features. As a hybrid acoustic model, the network is trained to predict HMM states using a forced alignment. For both networks, a softmax layer is added at the top of these recurrent layers to generate posterior possibilities. The output of the softmax layer provides an estimation of the posterior probabilities p(s|o) for states s, with given features o. The output in the softmax layer is computed by



(2) P (s|o) = softmax(Ws hout + bs ),



where the parameters are as above. Next, the candidate memory state mt is calculated by mt = ϕ(W xt + U (rt ∗ ht−1 ) + b),



(3)



where ϕ is the hyperbolic tangent function and * denotes element-wise multiplication. Lastly, the output of the GRU is calculated by ht = zt ∗ ht−1 + (1 − zt ) ∗ mt .



(4)



(5)



where (Ws , bs ) is the connection weight matrix and bias vector for the softmax layer, hout is the output of the top recurrent layer. 3.3. Analysis and comparisons between GRU and LSTM Both GRU and LSTM recurrent structures use gates to control information flow and effectively create shortcut paths across multiple temporal steps. These gates and shortcuts help to



detect and obtain the existence of an important feature in the input sequence. In addition they allow the error to be backpropagated easily, thus reducing the difficulty due to vanishing or exploding gradients with respect to time [20]. The update gate helps the GRU to capture long term dependencies and plays a role like that of the forget gate in LSTM. The reset gate helps the GRU to reset whenever the detected feature is not necessary anymore. So when the GRU tries to learn temporally changed features, these gates activate differently. The main difference between LSTM units and GRUs is that there is no output activation function or output gate to control the output in GRU. Intuitively, because the output may be unbounded, it will hurt the performance significantly. However, this is not true for GRUs, perhaps because coupling the reset gate and update gate will avoid this problem and make the use of output gate or activation function less valuable [15, 21]. Further, because an output gate is not used in GRUs, the total size of GRU layers is smaller than that of LSTM layers, which helps the GRU network avoid overfitting.



4. Experimental results 4.1. Experiment setup In order to evaluate our model, we implement experiments on Track 2 of the CHiME2 challenge [22]. This challenge is a medium vocabulary (5k) task under a reverberated and noisy environment. Three sets of data, including clean, reverberated and isolated, are contained in this task. Clean data are extracted from the WSJ0 database. Clean speech utterances are convolved with a background noise model to obtain speech SNR levels of −6, −3, 0, 3, 6 and 9 dB. The training set contains 7138 speech utterances with SNR ranging from −6 to 9 dB. The development set and evaluation set contain 2460 and 1980 utterances, respectively. A GMM-HMM system is built using the Kaldi toolkit [23]. The number of triphone states is 1992, which is optimized with MFCC features and their LDA and MLLT on the training sets. In addition, fMLLR is used for speaker adaptation. For the baseline system, details are described in [6]. All experiments use a standard 5k trigram language model. All alignments are generated using clean signals with the assumption that the clean speech data is available. 4.2. Experimental results for different GRU parameters In these experiments, we evaluate the impact of hyperparameters in BGRU. We focus on two parameters. The first is the number of sentences which are calculated in parallel. The second is the hidden layer size. For testing the first parameter, we fix the hidden layer size as 300. For testing the second parameter, we fix the number of parallel sentences as 20. For all these BGRU systems, two recurrent layers and a softmax layer are used. All parameters are randomly initialized. The results are shown in Table.1 and Table.2. From the results, it can be seen that when the size of hidden layer increases, the results become more stable, which is a general phenomenon in deep networks. We can also conclude that when the number of parallel sentences increases, the WER decreases to some extent. This may be a surprising finding, because we can achieve a better result using less time.



Table 1: WER results vs. the number of parallel sentences. Sentence Number 4 20 50



9dB 13.14 13.04 13.58



6dB 14.43 14.48 14.32



SNR(dB) 3dB 0dB 17.04 22.53 17.68 22.7 17.91 22.98



-3dB 27.26 26.4 26.88



Avg



-6dB 35.83 35.82 36.09



21.71 21.69 21.96



Calc Time 100% 35.3% 33.5%



Table 2: WER results vs. hidden layer size. Unit Number 300 400 500 600 700



9dB 13.04 13.53 12.3 12.9 11.98



6dB 14.48 14 14.09 14.13 14.3



SNR(dB) 3dB 0dB 17.68 22.7 16.95 21.24 16.89 21.34 16.88 21.64 16.85 20.8



-3dB 26.4 25.69 26.48 26.35 26.55



-6dB 35.82 34.7 34.6 34.79 34.28



Avg 21.69 21.02 20.95 21.12 20.79



4.3. Experimental results for comparisons between LSTM and GRU networks In this section, we compare results achieved by deep LSTM networks and deep GRU networks, including both unidirectional and bidirectional cases. All these models use 40-dim fBank features with zero mean and unit variance as input, with a learning rate of 0.0001 and update block size of 20 sentences. All parameters are randomly initialized. Results are shown in Table.3 and Fig.3. In Table.3, we test the effect of the number of recurrent layers. Here, the hidden layer size is 500 for both unidirectional and bidirectional cases. From the results, we can see that for both unidirectional and bidirectional LSTM layers, when the number of layers is larger than 2, the performance declines. In comparison, for the GRU layer, the performance is stable, even achieving some improvements. In Fig.3, we test the effect of the hidden layer size. Here, the number of hidden layer is 2, according to above experiments. From Fig.3, we can confirm that the GRU based systems outperform the LSTM based systems. The GRU based systems can match LSTM in the unidirectional case and relatively decrease the WER about 6% in the bidirectional case. This may be because that the GRU based systems can better avoid overfitting, and the unbounded output and gradient help the GRU based systems train sufficiently. So when the size of models increases, the results will not decline. Besides, because training tricks are not needed, the GRU models are easier to tune. In addition, in the unidirectional case, the size of both architectures is small, so the merits of GRU networks are not prominent. While in the bidirectional case, the merits of GRU can be fully demonstrated. 4.4. Experimental results for different systems In these experiments, we compare the results achieved by deep GRU and BGRU networks to some other systems. From the above results, balancing the training time and the performance, we select the best configuration, for both GRU systems and LSTM systems. We build our systems as follows: all recurrent systems contain two hidden layers and a softmax layer. All parameters are randomly initialized. For both the deep GRU



Table 4: Comparisons using different systems. Here, ’DL’ means using discriminative learning methods, ’FT’ means using feature transform, ’enh’ means using speech enhancement algorithms. System GMM (DL+FT)[19] GMM (DL+FT,enh)[19] rDNN[6] LSTM500 GRU500 BLSTM500[13] BGRU500 BGRU700 GMM (DL+FT,enh) + LSTM[19] GMM (DL+FT) + BGRU500 GMM (DL+FT) + BGRU700



9dB 15.7 14.1 13.02 13.37 13.1 13.18 12.3 11.98 11.9 11.12 10.82



6dB 17.9 15.7 14.50 14.8 14.64 14.93 14.09 14.3 13.0 12.87 12.39



SNR(dB) 3dB 0dB 21.6 28.5 18.8 24.5 17.32 22.40 17.98 22.63 17.78 23.01 17.81 22.42 16.89 21.34 16.85 20.8 15.5 20.3 15.36 19.76 14.87 18.83



Table 3: Comparisons between LSTM and GRU networks with varying the number of layer.



GRU LSTM BGRU BLSTM



1 24.64 24.12 23.04 23.28



-6dB 46.4 40.0 39.14 36.72 36.57 35.53 34.6 34.28 33.8 33.81 32.65



Avg 27.7 24.0 22.63 22.5 22.45 21.87 20.95 20.79 20.0 19.67 18.94



Model Size (M) 131 20.7 18.1 39.7 31.7 57.1 -



GRU Vs LSTM 25 GRU LSTM BGRU BLSTM



24.5



4 22.42 22.55 20.9 21.95



24 23.5 WER result



Model



# layers 2 3 22.45 22.4 22.5 22.5 20.95 20.88 21.87 21.9



-3dB 36.2 30.8 29.42 29.52 29.59 27.35 26.48 26.55 25.7 25.13 24.06



23 22.5 22



network and deep LSTM network, each hidden layer contains 500 units. For BGRU networks, we test 500 and 700 units per direction and for BLSTM, we test 500 units per direction. For all these recurrent systems, the input features are 40-dim fBank features with zero mean and unit variance , the learning rate is 0.0001, and the update block size is 20 sentences calculated in parallel. For direct comparison of the acoustic models, we use the same alignment as that of above systems. Results are shown in Table 4. From the results, we can see that our BGRU systems achieve better WER than that achieved by rDNN [6], while the model size is smaller than this system. In order to compare widely, we combine the the baseline GMM of [19]. The combining algorithm use the minimum Bayes risk decoding [24]. This algorithm create a union of lattices, normalizing the scores calculating by separate lattices from different systems. The baseline GMM is discriminatively trained and feature transformations (LDA, MLLT, SAT) are applied. Combining this, the new models can outperform the best result in [19]. Because we use the features generated by original noisy signals as input and do not use any enhanced or separation algorithms, our results do not match that achieved by [25, 26], but we plan to add such input enhancement in the future.



5. Conclusion In this paper, we have applied a RNN architecture called gated recurrent units (GRUs) to hybrid HMM based acoustic models. GRU networks use gates to control the information flow, rather than let the information flow propagate randomly over time. In addition, because there is no output gate to
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Figure 3: Comparisons between LSTM and GRU networks with varying units per layer.



control the output of GRU, the size of GRU networks is smaller, so they alleviate overfitting problems better than LSTM based systems. Furthermore, the output of the GRU is unbounded, which helps alleviate the negative impact of vanishing gradients across multiple layers. We have evaluated this architecture on the CHIME2 dataset. Results show that our architecture can match LSTM performance in the unidirectional case and obtain 6% average relative error reduction in the bidirectional case. In addition, combining with a baseline GMM, our model outperform other baseline systems using speech enhancement algorithms, achieving 1.1% absolute WER reduction. In the future, this architecture will be applied to large vocabulary continuous speech recognition as well as other speech tasks such as speech enhancement. In addition, we will try to make the bidirectional GRU as well as LSTM more suitable for online decoder.
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