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Abstract Submodular continuous functions are a category of (generally) non-convex/nonconcave functions with a wide spectrum of applications. We characterize these functions and demonstrate that they can be maximized efficiently with approximation guarantees. Specifically, I) we propose the weak DR property that gives a unified characterization of the submodularity of all set, lattice and continuous functions; II) for maximizing monotone DR-submodular continuous functions subject to down-closed convex constraints, we propose a Frank-Wolfe style algorithm with (1 1/e)-approximation, and sub-linear convergence rate; III) for maximizing general non-monotone submodular continuous functions subject to box constraints, we propose a DoubleGreedy algorithm with 1/3-approximation. Submodular continuous functions naturally find applications in various real-world settings, including influence and revenue maximization with continuous assignments, sensor energy management, multi-resolution data summarization, facility location, etc. Experiments show that the proposed algorithms efficiently generate superior solutions compared to baseline algorithms.
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Introduction



Non-convex optimization delineates the new frontier in machine learning, arising in numerous learning tasks from training deep neural networks to latent variable models. Understanding, which classes of objectives can be tractably optimized, remains a central challenge. In this paper, we investigate a class of generally non-convex/non-concave functions–submodular continuous functions, and derive algorithms for approximately optimizing them with strong approximation guarantees. Submodularity is a structural property usually associated with set functions, with important implications for optimization. Optimizing submodular set functions has found numerous applications in machine learning [12, 10, 4, 2, 5]. Submodular set functions can be efficiently minimized [9], and there are strong guarantees for approximate maximization [13, 11]. Even though submodularity is most widely considered in the discrete realm, the notion can be generalized to arbitrary lattices [7]. Recently, [1] showed how results from submodular set function minimization can be lifted to the continuous domain. In this paper, we further pursue this line of investigation, and demonstrate that results from submodular set function maximization can be generalized as well. Note that the underlying concepts associated with submodular function minimization and maximization are quite distinct, and both require different algorithmic treatment and analysis techniques. As motivation for our inquiry, we illustrate how submodular continuous maximization captures various applications, ranging from influence and revenue maximization, to sensor energy management, and non-convex/non-concave quadratic programming. The details are defered to Appendix A. We then present two guaranteed algorithms: The first, based on the Frank-Wolfe [6] and continuous greedy [18] algorithm, applies to monotone DR-submodular functions, and provides a (1 1/e) ⇤



An extended version containing further details is at http://arxiv.org/abs/1606.05615.



Condition Convex function g(·), 2 [0, 1] Submodular continuous function f (·) 0th order g(x) + (1 )g(y) g( x + (1 )y) f (x) + f (y) f (x _ y) + f (x ^ y) 1st order g(y) g(x) hrg(x), y xi weak DR (this work, Definition 2.1) @2f nd 2 2 order r g(x) ⌫ 0 (positive semi-definite) @x(i)@x(j)  0, 8i 6= j Table 1: Comparison of properties of convex and submodular continuous functions approximation guarantee under general down-closed convex constraints. The second applies to arbitrary submodular continuous functions maximization under box constraints, and provides a 1/3 approximation guarantee. It is inspired by the double-greedy algorithm from submodular set functions [3]. Lastly, we experimentally demonstrate the effectiveness of our algorithms on several problem instances. To the best of our knowledge, this work addresses the general problem of monotone and non-monotone submodular maximization over continuous domains for the first time. For a background of submodular optimization and related work please see Appendix B. We use E = {e1 , e2 , · · · , en } as the ground set, i as the characteristic vector for element ei . We use x 2 RE and x 2 Rn interchanglebly to indicate a n-dimensional vector, x(i) means the i-th element of x, and x|x(i) k means setting the i-th element of x to be k while keeping all others unchanged.
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Properties of submodular continuous functions



Submodular continuous functions are defined on product of compact subQn sets of R: X = i=1 Xi [17, 1]. A function f : X ! R is submodular iff for all (x, y) 2 X ⇥ X , f (x) + f (y)



f (x _ y) + f (x ^ y),



(submodularity)



(1)



Concave



DR-submodular



Convex



Submodular



where ^ and _ are the coordinate-wise min and max operations, respectively. Specifically, Xi could be a finite set, such as {0, 1} (called set Figure 1: Concavity, confunction), or {0, · · · , ki 1} (called integer lattice function); Xi can also vexity, submodularity and be an interval, which is refered as a continuous domain. When twice- DR-submodularity. differentiable, f (·) is submodular iff all off-diagonal entries of the Hessian are non-positive [1], @2f  0, 8i 6= j. (2) @x(i)@x(j) The class of submodular continuous functions contains a subset of both convex and concave functions, and shares some useful properties with them (illustrated in Fig. 1). Interestingly, characterizations of submodular continuous functions are in correspondence to those of convex functions, which is summarized in Table 1. We introduce some useful properties of submodular continuous functions, and begin by generalizing the diminishing returns property for set functions to general functions. Definition 2.1 (weak DR). A function f (·) defined over X has the weak diminishing returns property if 8a  b 2 X , 8i 2 {i0 2 E | a(i0 ) = b(i0 )}, 8k 0 s.t. (k i + a) and (k i + b) are still in X , 8x 2 X ,



f (k



i



+ a)



f (a)



f (k



i



+ b)



f (b).



(3)



The following lemma shows that for all set functions, as well as lattice and continuous functions, submodularity is equivalent to the weak DR property. Lemma 2.1 (submodularity) , (weak DR). A function f (·) defined over X is submodular iff it satisfies the weak DR property. Furthermore, weak DR can be considered as the first order condition of submodularity. We then generalize the DR property [16, 15, 14] for integer lattice functions to general functions. Definition 2.2 (DR). A function f (·) defined over X satisfies the diminishing returns (DR) property if 8a  b 2 X , 8i 2 E s.t. a + i and b + i are still in X , it holds, f (a +



i)



f (a)



f (b +



i)



f (b).



Lemma 2.2 (submodular) + (coordinate-wise concave) , (DR). A function f (·) defined over X satisfies the DR property (is DR-submodular) iff f (·) is submodular and coordinate-wise concave, where the coordinate-wise concave property is defined as f (b +



i)



f (b)



f (b + 2 i )



f (b + 2



i)



8b 2 X , 8i 2 E



1 2 3



Algorithm 1: Frank-Wolfe for monotone DR-submodular function maximization Input: maxx2P f (x), P is down-closed convex set in the positive orthat, prespecified stepsize 2 (0, 1] x0 0, t 0, k 0; //k : iteration index while t < 1 do find v k s.t. hv k , rf (xk )i ↵ maxv2P hv, rf (xk )i 12 L; //L > 0 is the Lipschitz parameter, ↵ 2 (0, 1] is the mulplicative error level,



find stepsize k , e.g., k or by line search ( min{ k , 1 t}; k xk+1 xk + k v k , t t + k, k k + 1;



4 5 6



2 [0, ¯] is the additive error level k



arg max



Return xK ;



0 2[0,1]



f (xk +



v )), and set



0 k



//assuming there are K iterations in total



or equivalently (if twice differentiable)



@2f @x(i)2



 0, 8i 2 E.



Lemma 2.2 shows that a twice differentiable function f (·) is DR-submodular iff 8x @2f X , @x(i)@x(j)  0, 8i, j 2 E, which in general does not imply concavity of f (·).
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Maximizing monotone DR-submodular continuous functions



We present an algorithm for maximizing a monotone DR-submodular continuous function f (x) subject to a general down-closed convex constraint, i.e., maxx2P f (x). A down-closed convex set (P, u) is the convex set P associated with a lower bound u 2 P, such that 1) 8y 2 P, u  y; and 2) 8y 2 P, x 2 Rn , u  x  y implies x 2 P. W.l.o.g., we assume P lies in the postitive orthant and has the lower-bound 0.2 This problem setting captures various real-world applications, e.g., the influence maximization with continuous assignments, sensor energy management, etc. Specifically, for influence maximization, the constraint is a down-closed polytope in the positive orthant P = {x | 0  x  u ¯, Ax  b, u ¯ 2 Rn+ , A 2 Rm⇥n , b 2 Rm + }. First, the problem is NP-hard. + Proposition 3.1. The problem of maximizing a monotone DR-submodular continuous function subject to general down-closed polytope constraints is NP-hard. The optimal approximation ratio is (1 1/e) (up to low-order terms), unless P = NP. We summarize the Frank-Wolfe style method in Alg. 1. In each iteration the algorithm uses the linearization of the objective function as a surrogate, and move towards a maximizer of this surrogate objective. The maximizer, i.e., v k = arg maxv2P hv, rf (xk )i is used as the update direction in iteration k. Finding such a direction requires maximizing a linear objective at each iteration. We find a proper stepsize k in some way, for example, one can simply set it to be the prespecified stepsize , or using line search. Then the algorithm update the solution using the stepsize k and go to the next iteration. Note that the Frank-Wolfe algorithm can tolerate both multiplicative error ↵ and additive error when solving the linear subproblem (Step 3 of Alg. 1). Setting ↵ = 1 and = 0, we recover the error-free case. DR-submodular functions are non-convex/non-concave in general. However, there is certain connection between DR-submodularity and concavity. Proposition 3.2. A DR-submodular continuous function f (·) is concave along any non-negative direction, and any non-positive direction. Proposition 3.2 implies that the univariate auxiliary function gx,v (⇠) := f (x + ⇠v), ⇠ 2 R+ , v 2 RE + is concave. As a result, the Frank-Wolfe algorithm can follow a concave direction at each step, which is the main reason it can provide the approximation guarantee. To derive the guarantee, we need assumptions on the non-linearity of f (·) over the domain P, which closely corresponds to a Lipschitz assumption on the derivative of gx,v (·) with parameter L > 0 in [0, 1],
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L 2 ⇠  gx,v (⇠) 2



gx,v (0)



⇠rgx,v (0) = f (x + ⇠v) 0



f (x)



h⇠v, rf (x)i, 8⇠ 2 [0, 1]



(4)



Since otherwise we can always define a new set P = {x | x = y u, y 2 P} in the positive orthat, and a corresponding monotone DR-submdular function f 0 (x) := f (x + u).
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Algorithm 2: DoubleGreedy for maximizing non-monotone submodular continuous functions Input: maxx2[u,¯u] f (x), f is generally non-monotone, f (u) + f (¯ u) 0 0 0 x u, y u ¯; for k = 1 ! n do find u ˆa s.t. f (xk 1 |xk 1 (ek ) u ˆa ) maxua 2[u(ek ),¯u(ek )] f (xk 1 |xk 1 (ek ) ua ) , k 1 k 1 k 1 ¯ f (x |x (e ) u ˆ ) f (x ); // 2 [0, ] is the additive error level a k a k 1 k 1 k 1 k 1 find u ˆb s.t. f (y |y (ek ) u ˆb ) maxub 2[u(ek ),¯u(ek )] f (y |y (ek ) ub ) , f (y k 1 |y k 1 (ek ) u ˆb ) f (y k 1 ); b k If a (xk 1 |xk 1 (ek ) u ˆa ), y k (y k 1 |y k 1 (ek ) u ˆa ) ; b: x k k 1 k 1 k Else: y (y |y (ek ) u ˆb ), x (xk 1 |xk 1 (ek ) u ˆb ); Return xn (or y n ); //note that xn = y n



Theorem 3.3 (Approximation bound). For error levels ↵ 2 (0, 1], 2 [0, ¯], with K iterations, Alg. 1 outputs xK 2 P s.t. f (xK )



(1



e



↵



)f (x⇤ )



K 1 L X 2 k=0



2 k



L +e 2



↵



f (x0 ).



(5)



With constant stepsize k = = K 1 , it reaches the “tightest” bound: f (xK ) (1 e ↵ )f (x⇤ ) L L ↵ f (x0 ), which implies that: 1) when k ! 0, Alg. 1 will output the solution with the 2K 2 +e optimal worst-case bound (1 e 1 )f (x⇤ ) in the error-free case; 2) Frank-Wolfe has a sub-linear convergence rate for monotone DR-submodular maximization over a down-closed convex set.
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Maximizing non-monotone submodular continuous functions



The problem of maximizing a non-monotone submodular continuous function under box constraints, i.e., maxx2[u,¯u]✓X f (x), captures various real-world applications, including revenue maximization with continuous assignments, multi-resolution summarization, etc. The problem is NP-hard, Proposition 4.1. The problem of maximizing a non-monotone submodular continuous function s.t. box constraints is NP-hard. And there is no (1/2 + ✏)-approximation 8✏ > 0, unless RP = NP.



The algorithm for maximizing a non-monotone submodular continuous function subject to box constraints is summarized in Alg. 2. It provides a 1/3-approximation using ideas from the double-greedy algorithm of [3, 8]. We view the process as two particles starting from x0 = u and y 0 = u ¯, and following a certain flow continuously toward each other. We proceed in n rounds that correspond to some arbitrary order of the coordinates. At iteration k, we consider solving a one-dimensional (1-D) subproblem over coordinate ek for each particle, and moving the particles based on the calculated local gains toward each other. Note that Alg. 2 can tolerate additive error in solving each 1-D subproblem (Steps 3, 4). The assumptions required are only submodularity of f , f (u) + f (¯ u) 0 and the (approximate) solvability of the 1-D subproblems. Theorem 4.2. Assuming the optimal solution to be OP T , the output of Alg. 2 has function value no ¯ less than 13 f (OP T ) 4n 3 , where 2 [0, ] is the additive error level for each 1-D subproblem.



Experiments We compared the performance of the proposed algorithms with four base-



line methods, on both monotone and non-monotone problem instances, they are: monotone DRsubmodular NQP, optimal budget allocation, non-monotone submodular NQP and revenue maximization. The results verified that the Frank-Wolfe and DoubleGreedy methods have strong approximation guarantees and generate superior solutions compared to the baseline algorithms. We defer further details to Appendix F.



Conclusion We characterized submodular continuous functions, and proposed two approxima-



tion algorithms to efficiently maximize them. This work demonstrates that the submodularity structure can ensure guaranteed optimization in the continuous setting, thus allowing to model problems with this category of generally non-convex/non-concave objectives. 4
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