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HOW TO DO THINGS WITH TERMS IN INFORMETRICS: TERMINOLOGICAL VARIATION AND STABILIZATION AS SCIENCE WATCH INDICATORS1. Xavier Polanco, Luc Grivel, Jean Royauté Institut de l'Information Scientifique et Technique (INIST) Centre National de la Recherche Scientifique (CNRS)



Abstract: Until now, computational linguistics (CL) has been a discipline which had not found its place in informetrics (I). In this paper, we report on our current work which brings together I&CL and applies this new “couple” to the development of an information analysing device, designed to derive indicators from the very words used by researchers in scientific and technical documents. Our linguistic approach consists in identifying the real term variant (for example dependance at near zero temperature) of a thesaurus term (temperature dependance) in a corpus. We applied a co-word analysis technique to terms in order to highlight a “terminological” network which includes both non variant terms and variant terms which otherwise would remain undetected without some linguistic treatment. We formulate that the presence or absence of terminological variations can be used as indicators at the writtenlanguage level of knowledge. Finally, we propose two informetric-linguistic indexes in French symbolic language, VAR (variation) and FIG ("figement" in French). 1. INTRODUCTION. We report on our current work on the coupling and application of informetric and computational linguistic techniques to develop an information analysis device designed to derive from the very words used by researchers in scientific and technical documents (abstracts or full text) indicators that may signal and measure "changes in aspects of science". (According to Elkana et al. (Ref. 5): "Science indicators are measures of changes in aspects of sciences"). In this article, the term "Informetrics" covers "both sciento- and biblio-metrics, and implicitly both documentary and electronic forms of information" (Ref. 2). By computational linguistics, we mean computerized natural language processing (NLP) and we adopted a pragmatic approach, focusing on practical, applicable results, and on the ability to process large collections of real linguistic data. Our computational linguistic approach (Ref. 12, 18) consists in identifying terms of a thesaurus under their normal forms (temperature dependance ) or under different variants forms (dependance at near zero temperature) with partial parsing. This phenomenon is called "variation". All of the identified variants are linked to the thesaurus terms under their normal forms. SDOC applies the co-word analysis method to this collection of detected terms in full text. 2. OBJECTIVES AND HYPOTHESIS. This section focuses first on the three types of objectives, technical, conceptual and pragmatic that we want to achieve. Second, we suggest the hypothesis that the linguistic phenomenon terminological variation and stabilization are indicators that can be used in the strategic analysis of STI, especially analysing information contained in the title, abstract or full text of documents. 2.1 Technical, Conceptual and Pragmatic Objectives.
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The technical objective is to couple two kind of tools, a scientometric tool such as SDOC based on co-word analysis, and a natural language processing tool based on linguistic pretreatments and parser use, as described in figure 1. The conceptual objective is to classify and represent knowledge conveyed by the written language of scientific texts. Achieving this objective brought our project for cognitive scientometrics (Ref. 15) a step forward by giving it linguistic and knowledge-based resources. We will use in particular computational linguistic techniques able to automatically spot the terminology used in a special field (i.e. its "jargon") using the existing nomenclature and its variations (thesaurus, terminological lexicon, etc.). Finally, the pragmatic objective is to answer strategic questions concerning knowledge rather than documents, because "documents and knowledge are not identical entities" (Ref. 1). 2.2



Terminological Variation and Stabilization.



Our hypothesis is that not only the variation but also the abscence of variation can be used as science watch indicators. In a given corpus, the variation of a term indicates that this term is “active”, in other words each of its different forms shows a particular sub-aspect of meaning. In addition, the absence of variation can be interpreted as a sign of the conceptual stabilization of the term (figement in French). The linguistic notion of set expression for compound nouns is important (Ref. 17), because it leads to the assumption that in most cases the term has an unique reference value. Since linguistic tests of stabilization (Ref. 9) cannot be processed automaticaly, we can consider all the non variant terms in the corpus as set expressions . 3. INSTRUMENTS AND TECHNIQUES. In this section, we present the instruments and techniques involved in the experiment. As already mentionned (§ 2.1), we combined scientometric and linguistic instruments to obtain new linguistic indicators for informetric analysis, specifically a type of indicator that would represent the document content in a more complex manner than did the traditional keywords provided by the bibliographical references. In our experiment, the linguistic treatment of a document is limited to its title and abstract. 3.1 NLP Environment. We developed a terminological NLP environment for the preprocessing of terms and the treatment of textual data. This environment uses FASTR (Ref. 11), which is a robust parser intended for a unification grammar. FASTR is applied to the extraction of terms and their variants (see below §§ 3.3 and 4.1). FASTR is applied to the identification of terms and their variants from large corpora. It takes advantage of the convenience of unification–based formalism and is a computationally tractable tool for a terminological approach. Word rules, term rules and metarules are described with the PATR-II formalism (Ref. 19). FASTR is written in C programming language and the version we use runs on UNIX operating system. FASTR is embedded in this terminological environment (see § 4.1). 3.2 Scientometric Tool. We have developed a scientometric environment, SDOC, which classifies and maps scientific and technical information. SDOC implements co-words analysis. Like other softwares of this type, SDOC builds a data matrix and operates a clustering algorithm (see § 4.2), followed by a thematic map building phase. Then, hypertext as technique is used to visualize the results by navigating from themes/subjects to themes, and also in the various elements in a theme (articles, authors, sources, ...). SDOC programs are written in C on UNIX. (For a more detailed description, see Ref. 4, 7, 8, 13, 14, 15, 16). Using the linguistic environment (§ 3.1) SDOC works with terms identified under their normal or variant forms in the titles and abstracts. Consequently, the program highlights a terminological network enriched by the variants of the term (see § 4 and figure 2). We now have a new type of network made of stable terms and strongly variant terms. This will induce a new type of analysis. 3.3 The Terminological Variation. The variation is not a linguistic epiphenomenon in terminology. Several studies (Ref. 3, 12) showed that, in a textual corpus, it is possible to obtain 15 to 25% occurrences of variant terms compared to the number of attested non-variant terms (i.e. terms from a lexicon or thesaurus). By taking into account this phenomenon for information retrieval and analysis, we could use existing thesauri. We were mainly interested in the inflexional
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(singular/plural forms of terms) and syntactic variations. In our experiment, we did not use morpho-syntactic variations (nominalization of adjectives and verbs, adjectivization of nouns). We process three sorts of syntactic variations: insertion, coordination and permutation. (a) Insertion concerns all words in the structure of the noun phrase which are not grammatical words (preposition, conjunction, etc.). For example, X ray absorption spectroscopy is associated with the term X ray spectroscopy. (b) Coordination concerns all coordinate forms of words (adjectives, noun, gerund, past participle, etc.). For example, differential and integrated cross section is associated with the term Differential cross section. (c) Permutation implies all words or group of words which can be permuted around pivot words (prepositions or verbal sequences). For example, range of power modulation frequency is associated with the term Frequency range. It must be pointed out that the formulated hypothesis on the use of variation in a scientometric analysis relies only on syntactic variation. 3.4 Documentary Resources. The documentary resources that were required for the experiment are the following. First, a thesaurus. We have used the FIZ thesaurus (Fachinformtionszentrum of Karlsruhe, Germany) which contains 18,351 master terms (terms under their preferred forms) and 2,804 used-for terms (synonyms). Second, a set 519 bibliographic records retrieved from the PASCAL data base and corresponding to three scientific journals: Physical Review A, Physical Review B, and Applied Physics Letters. Each record had an abstract and a title in English. The terms used (672 in total) were automatically extracted from titles and abstracts. 4. EXPERIMENTATION. We will now describe the two steps of the experiment, first a terminological natural language processing, and second a co-word analysis processing. We will present a case selected for its capacity to explain our process. We will define indexes considering the variation as a linguistic or terminological indicator of scientific activity. 4.1 Terminological NLP. The processing of textual data is divided into three main phases. First, the terminological tool generates a compiled file of word and term rules from the thesaurus (one for master terms and one for synonyms). Second, the SGML abstract/title records of the corpus are parsed to identify terms and variants. Finally, the SGML corpus of bibliographical references is enlarged with terminological records. The preprocessing modules of the terminological data operate through the following steps: (a) Automatic tagging of the terminological lexicon using an electronical dictionary of inflected forms of words (Ref. 10). (b) Generation of a PATR-II file of word and term rules which describe lexical entries and syntactic rules. (c) Compilation of this set of rules. The second phase concerns both the preparation of the corpus for parsing and the parsing itself. An appropriate module extracts titles and abstracts, and the resulting set is parsed with FASTR. In the last phase, for each term identified during parsing, the sytem inserts into the SGML structure of each reference a new set of fields with four subfields: (a) a master term field which points to the term under its preferred form; (b) an optional used-for field (synonym); (c) a field named text where the textual sequence is present; (d) a variation field which indicates the variation type which allows the term (master term or synonym) to be recognized. The master terms index references that are processed by SDOC. 4.2 SDOC: Co-Word Analysis Processing. An inverted file of master terms is built from the SGML corpus reindexed by a record composed of master terms, synonyms and variants. This inverted file associates each master term with the list of the documents where it appears. It plays the traditional role of the keywords inverted file in co-word analysis. Then, the co-word analysis processor, i.e. SDOC, operates the following steps. In the first step, according to a co-occurrence threshold, SDOC computes co-occurrences and measures the similarity of keywords by means of the Equivalence Index (Eij = Cij2 / (Ci x Cj). In the second step, SDOC separates the keyword association network into clusters. The clustering algorithm which groups the associated keywords into clusters is an adaptation of the single link clustering. The clusters are built according to an empirical readability criteria: the cluster size (minimun and maximum number of components), and the number of associations in the cluster. At the third step, the task is of classifying bibliographical references (or documents) into clusters. And finally, the system computes the clusters coordinates Y (density) and X (centrality) for building thematic maps (or scatter diagram). We already explained this mapping method in (Ref. 16).
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The SDOC output is a SGML file of clusters of master terms with related bibliographical references. A file associating each master term with its possible synonyms and variants is produced. The documentation module flags each master term composing the cluster by its variants (flexionnal and syntactic), that is, the textual sequences where the term is identified. The frequency of each variant is also indicated (value between parenthesis besides the variants in figure 2.). An hypertext is built, which provides the user (here an information analyst) with an interactive working tool. We will not develop this aspect here for it was presented in particular in (Ref. 7). 4.3



A Case Study : The Atom cluster. Comments and Observations.



From a set of 41 clusters, we have selected the cluster Atom in order to illustrate the contribution of variation to informetrics and the fact that variation permits to increase significantly the number of terms potentially interesting for informetric analysis. The observation of the cluster permits to verify that some terms are present only with the variation, because this latter increases their frequency of apparition and thus their cooccurrence value. Consequently, we formulate the hypothesis that terminological variations and stabilizations constitute some language phenomena which can be quantified in the perspective of information analysis and scientific watch. A Tri-Polar Structure. Figure 2 shows the micro-network of the internal associations of the terms composing the cluster. The macro-network is a set of 41 clusters linked by inter-clusters associations or external associations (Ref. 16). The similarity value between terms expresses the strength of term associations. The cluster has been built around three very strong associations: (1) Dipole - Electromagnetic fields; (2) Mathematical manifolds - Rydberg states; (3) Field ionization - Stabilization. These associations are responsible for the tripolarization of the cluster, as shown by figure 2: the link between pole 1 and pole 2 is realized by the descriptor Atom (three links with pole 1 and three links with pole 2). Pole 2 and Pole 3 are linked by the descriptor Ionization (three links, including a very strong one, with pole 2 and two links with pole 3). Thus, a cluster of terms is not a simple structure, because it may be composed of poles. Here three very strong associations have played the role of internal attractors. Now, if we consider the whole set of the clusters, we can plot them on a map (Ref.16). Then, we can say that such a map symbolizes a macroscopic level where each cluster represents a mesoscopic level. We will see in the following sections, that, because of the variation, some terms belonging to a cluster are surrounded by a mini network of syntactic variations (insertion, permutation and coordination). This network constitutes the microscopic level of our analysis, and at this level we suggest some indexes able to translate these linguistic phenomena into the informetric function of science watch indicators. A comparison of the cluster structure obtained with the thesaurus shows that the latter weakly explains the existing links in the graph. Only two links with the thesaurus appear in this graph : Dipole - Dipole moments (related terms); and Ionization - Field ionization (narrower term). The Variation Effect. The linguistic processing recovers the terms under their normal form (identical to the registered form of the thesaurus), and from forms resulting from inflectional variations (singular/plural). The increase in new terms obtained with this variation type has not been evaluated, but we think this number is not negligible. Our hypothesis is based on the synctactic variation. We have noticed in section 3.2 that variations, and especially this type of variations are not marginal in terminology. In our experiment, we obtain particulary encouraging results because 872 term occurrences (35%) were recognized by means of the variation out of a total of 1,346 terms occurrences identified in the corpus (two–or-more-word terms). We partially explain this good score on the one hand by the nature of the corpus, abstracts from three physic journals defining a very specialized sub-language and on the other hand by the nature of the thesaurus used, i.e. a large specialized nomenclature in physics of 21,155 terms (master terms and synonyms together) in which the two–or-more-word terms represent 75%. The results of linguistic processing leading to term identification reveal, on the one hand, terms with a strong variational productivity, and on the other hand, terms which are weakly or not productive. A case of a term with a strong variational productivity is Field ionization. The instances of Field ionization variations are : (1) field ionization 0 (2) field-induced ionization Insertion (3) field multiphoton ionization Insertion (4) ionization by strong fields Permutation —4—



(5) ionization in strong laser fields Permutation (6) ionization in very intense radiation fields Permutation (7) ionization probability decreases with increasing field Permutation Example (1) shows a term retrieved in its normal form. Examples (2) and (3) show the insertion of a past participle (induced) or a noun (multiphoton). In examples (4) (5) and (6) the permutation occurs around the following pivot words: the preposition by (4), in (5 and 6) or the verbal sequence decreases with (7). Permutations are most often combined with insertions as in several of the above examples which include the following word insertions: strong (4), strong laser (5), very intense radiation (6) and for (7) with a complex insertion of probability to the left of the verbal sequence decreases with, and increasing to its right. Another type of example is the non-variant term Angular momentum in the cluster. This term is retrieved under its normal form in nine different documents. In conclusion, we can make the following observations: (a) Without this type of linguistic treatment, some terms would not have appeared or would have had a lower occurrence. (b) The fact that they appeared, or that their importance increased, raises the issue of how to translate, from the expert point of view, this language phenomenon in the extra-linguistic reality? (c) By tracking down variations, it is possible to verify that some terms do not vary; the non-variation of a term gives a strong presumption that it is a stable term. What does the stabilization of a term mean in the extra-linguistic reality? Must it be interpreted as a stability indication of a science subfield? Effects of Variation on Clustering. A cluster is a research theme indicator represented by a network of terms where a part of these terms vary strongly and others do not. From this point of view, the case of the term Field ionization in the Atom cluster is typical in two respects. First, we can see that the textual sequence Field ionization only appears once in the corpus. This means that this term would not be in the cluster if its variations were ignored. Therefore, without this treatment this information would be lost. This is very important, because we know that innovation tends to show through low frequency words. Without variation, Dipole interaction, Field ionization, and all their associations would be ignored by the clustering process. Moreover, the association Mathematical manifolds - Rydberg state would be left out because these two terms would only co-occur twice and the applied co-occurrence threshold is set at 3. In total, the Atom cluster would lost 3 terms out of 11 and 7 associations out of 17. This shows how significant the contribution of variation can be in clustering. The second aspect is that all the variants around the term Field ionization have the effect of qualifying or specifying Field ionization. The variants bring additional information of contextual nature. One can see in which linguistic context this term has been used. This can help the interpretation of the cluster. Moreover, clusters are usually characterized by term frequencies and association values, which gives us additional information and helps classify the terms of a cluster according to how strongly they vary as we will see in the following section. Thus, variation is a simple and straightforward means to visualize the use of a term in scientific literature. We can complete this observation by identifying the researchers who use this term, and by studying its evolution in time. This means that the variation phenomenon now becomes a new object for strategic analysis in the context of a cluster. Variation and Stabilization Indicators. According to our hypothesis (see § 2.2), we now propose a measurement index for the contribution of language phenomenon such as variation and non-variation, in order to build an informetric method for detecting knowledge phenomena at written language level, and for the purpose of science watch and technological assessment. Let fij be a boolean which is equal to 1 when there are one or several variations of the term i in the document j, and T the number of documents in the corpus. Then, n, the number of documents with variations of the term i, is equal to ∑T,j=1 fij. Let N be the number of documents indexed by the term i ; then (N - n) is the number of documents indexed by the normal form of the term i. We indicate by VARi, the variation index of the term i and by FIGi, the stabilization index of the term i. —Expression of variation index: we have searched for a variation index which gives greater importance to the terms which vary strongly in a great number of documents: VARi = (n2 / N) / T = n2 / N * T



(1)
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VARi tends towards the number of documents with variants when the term appears weakly or not under its normal form. —Expression of stabilization index: we have searched for a variation index which gives greater importance to the terms which vary weakly or not in a great number of documents: FIG1



= ((N-2n) ln ((N-n) + 1) / N) / T = (N-2n) ln ((N-n) + 1) / N * T for (N-2n) > 0



(2)



In the expression (2), (N-2n) represents for a given term i the difference between the number of occurrences of this term without variation. FIGi only is used when (N-2n) is positive, that is, if the number of non-variation occurrences is greater than variation. Now, in accordance with the hypothesis that variations, but also their absence, can be used as science watch indicators, we have some indexes available to measure them. And even more interesting, by giving a quantitative expression to these linguistic phenomenon, it is now possible to interpret them as indicators in the context of informetric co-word analysis. 5. CONCLUSIONS. What is very interesting from our present perspective is the attempt to place these phenomenon of language (variation and stabilization) within the current constellation of science watch indicators, in the context of coword analysis of STI. By applying the co-word analysis to terms extracted from titles and abstracts by means of terminological NLP processing, we have obtained a network made of stable terms and of strongly variant terms which would have been ignored otherwise. The challenge now is to pay more attention to these language phenomena as means to detect items of innovation. As a matter of fact, a set expression depicts a term having an univocal sense or statement for its users. This may be interpreted in the extra-linguistic reality as a stabilization of the notion referred to by the term. Conversely, if a term varies, it may be interpreted as an index of activity concerning the scientific or technological subject related to this term. For our hypothesis that variation and non variation may be science watch indicators which can be measured, we have created two indicators expressed by formulas: VARi variation indicator, and FIGi stabilization indicator. Compound terms with at least two words have been classified with these indicators. The aim is now to focus our attention on the new created object, that is, networks of terms where some vary strongly and others are remarkably stable. These networks will have to be analyzed from the innovation detection point of view. On the other hand, we have a linguistico-informetric instrument for visualizing information contained in the titles, abstracts and even the text itself, and also for providing three successive levels of resolution: the macrolevel is represented by the thematic maps (Ref. 16); the clusters represent the meso-level (as for instance, the Atom cluster); and finally the micro-level is the network of terms with their variants or their absence of syntactic variants. Such a device should be tested in the information analysis practice. REFERENCES [1] Brookes, B.C. "The Foundations of Information Science. Part I Philosophical Aspects", Journal of Information Science, vol. 2, p. 125-133, 1980. [2] Brookes, B.C. "Comments on the scope of bibliometrics", INFORMETRICS 87/88. L. Egghe and R. Rousseau, editors. Amsterdam: Elsevier Science Publishers, p. 29-40, 1988. [3] Daille, B. Approche mixte pour l’extraction de terminologie : statistique lexicale et filtres syntaxiques. Thèse de doctorat, Université de Paris 7, 1994. [4] Ducloy, J. L. Grivel, J-Ch. Lamirel, X. Polanco and L. Schmitt. "INIST Experience in HyperDocument Building from Bibliographic Databases", Proceedings of the RIAO 91, Barcelona, Spain, 1991. [5] Elkana, Y., J. Lederberg, R.K. Merton, A. Thackray and H. Zuckerman, editors. Toward A Metric of Science. The Advent of Science Indicators. New York: John Wiley & Sons, 1978. [6] Grivel, L. and J-Ch. Lamirel. “SDOC, A Generator of Hypertext Structures”, M. Feeney et S. Day, editors, Multimedia information : Proceedings of a Conference held at Churchill College, Cambridge (UK), 15-18 july, Londres: Bowker Saur, p. 69-81, 1991. [7] Grivel, L. and J-Ch. Lamirel. "SDOC, An analysis tool for scientometric studies integrated in an hypermedia environment", Proceedings Fourth International Conference on Cognitive and Computer Sciences for Organizations, Montreal, Quebec, May 4-7, p. 146-154, 1993. —6—
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Figure 1— An integrated «Linguistic-Informetric System».
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Figure 2 — Graph of the «Atom» cluster
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