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PREFACE



i first imagined writing this book when i enrolled as a graduate student in political philosophy. I was fascinated by the state as a form of political organization and was determined to dedicate my dissertation to it. The most fashionable stance in the literature at that time – in both political science and political philosophy – was to emphasize the contingent nature of the institution that interested me so much. The state, especially the modern state, was presented as the outcome of a particular history; namely, that of Western civilization during the last five centuries. The world to come, here went the influential tenet, would be one in which the state as we know it would vanish and make way for new forms of “global governance.” In this new era of post-sovereignty, the old Westphalian concepts familiar to us moderns would become unrecognizable. When I began writing this book, my primary intention was to defend a different view. I wished not to deny that the modern state was in some unquestionable way the contingent outcome of a historical process, but instead, to explore if in another sensible way, it could also result from some robust causes, inseparable from what we are as human beings. Modern political philosophers aspired to understand how the state – or civil society – was taking the human out of the state of nature. In contrast, my objective was to show how the state itself was a part of nature – of our nature. This naturalist agenda implied that I move quite rapidly beyond my original training in political philosophy and come to grips with the wide range of data and theories relevant to my inquiry. More precisely, it implied having an understanding of variations in social and political organization in humans, of the functioning of the human mind, and of the evolution of both mind and society. Saying that this was an xiii
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ambitious program is an understatement, and saying that it can be achieved to perfection would be a lie. Yet in an academic world driven by specialization, many still think that there is a place for large syntheses. This is one of them. I am grateful to many people who have played a crucial role at different stages of this project. Jean-Marc Ferry was intrepid enough to accept the supervision of a dissertation project that was certainly unconventional and would have been regarded as pretentious by many. I thank him for his constant support. I also thank Joseph Heath, who brought me to understand early on that the debate on the foundation of normativity should play a central role in my argument, and Luc Faucher, who has supported my integration of the philosophy of cognitive science. At the Universit´e libre de Bruxelles, Emmanuelle Danblon, Robert Legros, and Marc Groenen provided useful hints and comments on the dissertation from which this book is an outgrowth. At the Universit´e de Montr´eal, I am especially grateful to Michel Seymour, who read and commented extensively on several versions of my arguments. I also benefited from colleagues who commented on different versions of the manuscript or with whom I discussed important parts of the argument. I am especially indebted to Dave Anctil, Nicolas Baumard, Raul ˆ e, Denis Bouchard, Ludovic Chevalier, Magni Berton, Mathieu Bock-Cot´ Christine Clavien, Francesco d’Errico, Jean-Franc¸ois Gr´egoire, Benoit Hardy-Vall´ee, Christopher Henshilwood, Hugo Mercier, Olivier Morin, Christian Nadeau, David Robichaud, and Patrick Turmel. Parts of the ideas discussed in this book were presented to audiences at the SOPHA Congress in Aix-en-Provences, Evolang 7 in Barcelona, the Workshop on Naturalism in the Social Sciences in Paris, the Naturalism Workshop in Kazimierz Dolny, the Symposium on Homo symbolicus in Cape Town, and at invited talks at the Universit´e du Qu´ebec a` Montr´eal and the Universit´e de Montr´eal. I thank the participants for their helpful comments and discussions. Earlier and slightly different versions of some of the ideas also were published elsewhere. The argument of Section 1.2 overlaps with that of “Punitive Emotions and Norm Violations,” Philosophical Explorations 13:1 (2010). A sketch of Sections 2.5 and 2.6 was presented in “Paleolithic Public Goods Games: Why Human Cooperation and Culture Did Not Evolve in One Step,” Biology & Philosophy 25:1 (2010). Finally, the ideas of Section 4.5 overlap with the argument of “Strong Reciprocity and the Emergence of Large-Scale Societies,” Philosophy of the Social Sciences 38:2 xiv
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(2008). I thank the reviewers and the editors of these journals, as well as the publishers, for permission to reuse some of this material. I also would like to acknowledge the generous support that I received throughout my research from Belgian Fonds de la recherche scientifique, the Fonds qu´eb´ecois de recherche sur la soci´et´e et la culture, and the Social Sciences and Humanities Research Council of Canada. I am grateful to Beatrice Rehl and Amanda J. Smith of Cambridge University Press for their enthusiasm and support for this book. Two reviewers provided particularly generous comments that helped me improve several features of the manuscript. Special thanks also go to Chad Horne and Aviva Shiller, who edited the manuscript, thereby helping me overcome my linguistic limitations. My greatest debt is to my family, whose support, I can attest, has been unconditional. Thanks to my mother, father, and brothers for their encouragement, and especially to Marie-Pierre and our children, Camille and Eug`ene, for their affection and for joyfully distracting me from my theoretical imaginings of our shared past and future.



xv



INTRODUCTION



for hundreds of thousands of years, our ancestors lived in relatively egalitarian foraging bands. Then, a few thousand years ago, they began to form increasingly larger-scale societies in which social hierarchies played a central role. Early chiefdoms, kingdoms, and citystates placed relationships of dependence and subordination at the center of social life. With the construction of the modern state and its expansion around the world, humanity has departed from social arrangements rooted in our deepest past, perhaps for good. What made this departure possible? Large-scale hierarchical societies are neither natural entities nor the outcome of our ancestors’ deliberate planning. As philosopher Adam Ferguson (1819: 222) would have said, they are “the result of human action, but not the execution of any human design.” How can we explain their astonishing resilience and capacity to spread to new cultures? Questions like these can be answered in different ways. One way of looking at the problem is from a functionalist viewpoint. What are hierarchies for? What is their use? This is certainly the approach favored by modern social contract theorists such as Hobbes, Locke, and Spinoza to account for the existence of the state. The state enables humans to overcome the situation of insecurity that pervades the state of nature. It facilitates collective action by bringing people under one rule. There is something true in this view, but pointing out the function of an institution does not properly explain its origin. It might help justify the state or clarify why it should come about, but it says nothing about how it came about in the first place. The most common way to move away from justification and toward explanation is to examine specific historical transitions to statehood. Anthropologists, archaeologists, and historians are expert at this task. 1
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They identify variations in ecological constraints, beliefs and motivations, power struggles, and economic practices that have an impact on institution-building and refitting. They make extensive surveys of regions such as Mesopotamia, the Nile Valley, or the Yellow River Valley, describing the historical sequences that led to the emergence of early states and civilizations. This book proposes an inquiry of a different nature. It does not aim to replace classical answers proposed by students of early state societies, but to supplement them with a reflection on human social cognition and its evolution. My interest is not to explain why the state has arisen in one or another historical context (Mesopotamia, Egypt, China, etc.), but how humans in general end up in social arrangements that are as different as small foraging groups and large-scale modern nation-states. In other words, I am not interested in explaining specific transitions but in explaining how social cognition makes possible and constrains the range of institutional outcomes found in human societies. Why are human beings sometimes capable of resisting exploitative social arrangements and at other times not? Why are societies in which millions of individuals interact never devoid of vertically integrated social hierarchies, whereas no societies comprising a few hundred individuals present anything like them? What in the human mind explains this regularity? I propose to answer these questions by reference to the evolution of human sociality. I call this enterprise a “natural history” because it explains the frequency and stability of hierarchical and egalitarian social outcomes by reference to behavioral and cognitive traits that evolved long ago in the human lineage. I will argue that these traits distinguish modern Homo sapiens from any other species living on earth. Approaching social hierarchies from a naturalistic viewpoint might seem odd to many students of human societies, but it is not an unprecedented enterprise. For instance, Rousseau favored a similar approach in his Discourse on the Origin of Inequality. He wrote the following in his preface: For how can we know the source of inequality among men unless we begin by knowing men themselves? And how will man come to see himself as nature created him, through all the changes that must have been produced in his original constitution in the course of time and events, and how can we separate what he owes to his inborn resources
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Introduction from what circumstances and his advances have added to or changed in his primitive state? (Rousseau 1999: 14)



To be sure, my inquiry will bring me to a conclusion quite different from the one proposed by Rousseau, but this should not be too surprising given the two and a half centuries of scientific advancement since the first publication of his second Discourse. The past 250 years have seen the rise of professional anthropology, which has expanded our knowledge of nonstate societies from around the world. These years have also seen great advances in archaeology, which give us an approximation of the long-term evolutionary sequences that led to the emergence and decline of early states in both the New and Old Worlds. Yet the rise of modern science has given us more than just a better idea of the variety of human societies; it has also clarified the place of humankind in the natural world in a way that was unknown to Rousseau and his contemporaries. Paleoanthropologists have revealed the unexpected depth of human history, at the same time that biologists have developed the tools to understand the evolution of our species. We now know that modern humans and apes are descended from a common ancestor that lived about 6 or 8 million years ago in Africa and that the psychological features that are unique to modern Homo sapiens evolved between that time and today. This knowledge should inspire new reflections on the origins of inequality among human beings. This is certainly not the first book to propose a naturalistic approach to understanding human society and culture. It finds its place within a recent trend of reexamining classical issues in the social sciences in the light of cognitive science and evolution. The objective of these approaches is not to replace but to supplement traditional accounts by examining how features of human psychology affect cultural transmission and explain the regularity of certain types of social arrangements. Philosophers, anthropologists, and sociologists of a naturalistic bent have explored among other things the evolution of music (Mithen 2006), mating (Buss 1994), religion (Atran 2002; Boyer 2001), race (Hirschfeld 1996), kinship (Chapais 2008), morality (Hauser 2006; Joyce 2006; Nichols 2004), cultural transmission (Richerson and Boyd 2005; Sperber 1996), cooperation (Henrich and Henrich 2007), the economy (Seabright 2004), and language (Christiansen and Kirby 2003; Deacon 1997; Dunbar 1996a; Pinker 2007). In contrast, very little attention has
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been paid to the question of political organization as such. This lack of attention is rather curious given the importance of this issue in evolutionary approaches to social anthropology from the 19th century (in the works of Edward Tylor or Lewis H. Morgan) into the 20th (in the works of neoevolutionists such as Marshall Sahlins, Elman Service, and Morton Fried). One of the key objectives of this book is to encourage a more extensive use of evolution and cognitive science in the study of political evolution. In one of the few books directly addressing the question of hierarchies from a naturalistic viewpoint, anthropologist Christopher Boehm (1999) emphasized the peculiarity of humans’ evolutionary trajectory. At some point in their evolution, humans got rid of ape-like dominance hierarchies. Foragers could maintain a relative equality for a while before hierarchies progressively reappeared in the form of large-scale societies during the Neolithic era. Boehm (1993, 1999) has probably illustrated better than anyone the various mechanisms (e.g., ridicule, ostracism, violence) that foragers, as well as numerous pastoralists and horticulturalists, have used to prevent aggressive individuals from establishing their dominion over others. Unfortunately, Boehm has not explained exactly how hierarchies could reappear and prosper in a species that maintained an “egalitarian ethos” for so long. Like many others (e.g., Knauft 1991), he instead more or less has presented modern human hierarchies as a reappearance of ape-like dominance hierarchies. Yet this comparison is misleading. This book aims to show that hierarchies in humans rest on radically different grounds from those of other hierarchies among primates. This is not to say that human beings are nicer or that humans are not prone to behaviors of dominance and aggression. Indeed, the existence of social hierarchies paves the way for forms of aggression and exploitation unseen in the natural world. Yet these forms, where they exist, must be explained by reference to several features that are unique to human psychology and culture. To make this point, this book draws together data from various disciplines. Some of these disciplines are concerned with human psychology and decision making (cognitive neuroscience, psychology, experimental economics), some with human societies and institutions (anthropology, sociology, political science), and still others with human evolution and humans’ place in nature (ethology, primatology, paleoanthropology). This book is probably different from other books in the naturalist spirit because of its emphasis on evolutionary anthropology and especially on the evolution of the genus Homo. Evolutionary investigations in other 4
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works have usually been centered on comparisons between humans and primates, as well as on the selective pressures or selection processes that led to the evolution of properly modern human psychology. In this book I discuss some relevant features of primate cognition, but I mostly abstain from discussing selection pressures and selection processes. This should not be interpreted as anti-Darwinian. Many interesting hypotheses have been put forward about how and why features related to human cooperation and social cognition might have evolved in the human lineage. Theoretical models have been proposed to weigh the plausibility of different mechanisms (kin selection, direct and indirect reciprocity, strong reciprocity, group selection) to account for the selection of various psychological features (e.g., Gintis et al. 2005; Henrich and Henrich 2007; Richerson and Boyd 2005; Sober and Wilson 1998). The value of these models is indisputable, but we should keep in mind that they explain how human psychology could have evolved and not how it actually evolved. Thus my own focus is different. For the most part I put aside questions of selective pressures and selection processes and attempt to track the evolution of specific psychological mechanisms in the human lineage. I think that this step of the inquiry has been neglected, but I argue that it is indispensable if we are to learn more about selective pressures and selection processes. Evolutionary psychologists have coined the concept of “environment of environmental adaptedness (EEA)” to refer to the social and ecological context in which human-specific psychological features evolved (Barkow, Cosmides and Tooby 1992; Bowlby 1969). Yet we cannot ignore the fact that australopithecines, Homo erectus, and Neanderthals occupied very different niches and faced significantly different selective pressures (Irons 1998: 195). Understanding how a specific psychological feature might have been adaptive implies understanding when it evolved, or, in the words of Robert Foley (1995: 196), “what is a part of the general goal of evolutionary anthropology is to establish what did happen during the course of human evolution and what impact this may still have.” Obviously, archeological data remain scarce, and we can only look to large behavioral transitions for evidence of potential cognitive changes. This book does not aim at providing anything like an exhaustive theory of human evolution, but rather at the more modest goal of offering a plausible framework for thinking about the moment when some of the central features of human sociability evolved and how they changed human societies. 5
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Chapter 1 sets the stage for the natural history that is presented in the rest of the book. It aims to provide the reader with a clear picture of the cognitive and motivational mechanisms underlying sociability in modern Homo sapiens. I refer extensively to research in experimental economics, cognitive psychology, and neuroscience to describe how social sanctions, norm following, and moral judgments function. My general point is that, although humans have a certain aversion to inequality, the production of egalitarian social arrangements cannot be understood as the straightforward outcome of this disposition. The production of equality, just like the production of inequality, must be understood in the broader context of the human disposition to follow social norms and to sanction their violation. Chapter 2 offers an account of the evolution of social behavior in the genus Homo prior to modern Homo sapiens. It begins with a discussion of the similarities and differences between human and nonhuman primates to highlight certain relevant features of social cognition and behavior that are likely to have been present in their last common ancestor. From this comparative starting point, I then move to a discussion of the archeological evidence in favor of behavioral changes in the human lineage. The crux of the argument is that, in hominins, the act of opposing dominant individuals involves a form of cooperation. Thus, by tracing evidence in favor of enhanced cooperation, we can indirectly find evidence of hominins evolving the capacity to disrupt dominance hierarchies. I contend that early members of the species Homo erectus evolved the specific motivations that facilitated cooperative feeding in everyday hunting/scavenging games. In a second step, I argue that the encephalization process during the Mid-Pleistocene era led to the emergence of enhanced cognitive control, thanks to which Homo heidelbergensis could more easily stick to social norms and engage in long-term cooperative ventures such as those connected with mating and reproduction. I infer from this evidence that Mid-Pleistocene hominins’ disposition to conform to social norms was sufficiently similar to what is found in modern humans to be able to disrupt traditional dominance hierarchies. Chapter 3 explains the behavioral and cognitive specificity of modern Homo sapiens as it evolved in Africa between 200,000 and 50,000 years ago. At that time, symbolic artifacts begin to appear in the archaeological record, along with the first evidence of long-distance exchanges between groups, structured living spaces, and more rapid cultural transmission. I present an explanatory framework that links the behavioral 6
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data with Homo sapiens’ enhanced ability to coordinate conflicting perspectives on objects and concepts. The argument is justified at the cognitive and neurological levels and fares better than traditional views that link behavioral innovations in Homo sapiens with the evolution of language or the growth of the prefrontal cortex. Chapter 3 sets the stage for the rest of the book, as the cognitive abilities that I describe create new possibilities in terms of social organization that indirectly paved the way for the resurgence of hierarchies among humans. For instance, the capacity to coordinate different perspectives makes it possible to collectively attribute conventional statuses to particular individuals so they can then speak on behalf of the group. The last two chapters of the book are dedicated to hierarchies in Homo sapiens. I am no longer interested in the evolution of the mind properly speaking, but in spelling out the consequences of the cognitive changes, described in the preceding chapters, for the evolution of human societies. Chapter 4 addresses the question of equality and hierarchy in nonstate societies. I examine the claims of neoevolutionism in social anthropology concerning the link between group size and political organization. I argue that this link has never been defended convincingly and that this has justified many criticisms of neoevolutionism. As with nonhuman primates, I suggest that increasing group size puts pressure on humans’ motivation to cooperate. The scarcity of time and humans’ limited social memory endanger efficient sanctioning of deviant behaviors in large groups and create incentives for fission as population grows. I argue that the only way for groups to grow beyond the size of foraging bands (a few dozen individuals) is to maintain what I call a “social division of sanction” and to attach to some individuals the duty to sanction normative transgressions within a certain domain. Like neoevolutionists, I argue that the growing politicization of kinship groups in larger tribes (e.g., African lineages, Iroquoian clans) should be explained by the need to maintain social order among more and more people. Small foraging bands will thus tend to be more egalitarian, and larger tribes will show increased social differentiation. My argument is nevertheless distinct from that of the neoevolutionists in that it explains this feature of human cultural evolution by cognitive constraints on human memory and willingness to sanction. It also explains why, at the cognitive level, the division of sanction and the growth of large-scale societies depend on perspective-taking abilities unique to Homo sapiens. Chapter 5 pushes further the argument proposed in Chapter 4 to account for what probably remains the most significant political change 7
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in human history: the development of the state. I review classical definitions of the state and theories about its origins. I argue that the most significant turning point between nonstate and state societies occurs when an individual is authorized to delegate to others the power to sanction normative transgressions. This is the beginning of political centralization and of the hierarchical integration that characterize many state institutions: the military, juridical, administrative, and (sometimes) religious systems. Here again, I use the nature of human sociality to explain the prevalence and resilience of the state as an institution. State societies have a decisive advantage over nonstate societies when it comes to the mobilization of large populations in collective action. This advantage finds its roots in the relationships of dependence that exist within state hierarchies. I contend that the dependence of subordinates creates a feeling of gratitude in them that tends to inhibit their willingness to sanction their superiors, which, in turn, creates a context of impunity favorable to rulers. This specific feature of state societies explains why rulers are both more efficient in providing public goods to large-scale populations and can be more exploitative.
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1 A PASSION FOR EQUALITY?



the claim that humans have a passion for equality may raise an eyebrow among some readers. Indeed, inequality not only pervades our own postindustrial civilization but also seems to have been part and parcel of all previous societies, as expressed in feudalism, slavery, gender inequality, and the like. However, to say that we have a passion for equality is not to say that it is our only passion. The human mind is complex, and many competing motives struggle to determine our behavior. Moreover, calls for equality can be based on motives (envy, spite, malevolence) that have little to do with equality as such. The natural history that I propose is one in which the passion for equality has force in the human lineage, but remains in competition with other motives to produce societies as diverse as small foraging bands and continental empires. In the following chapters, I argue that egalitarian social arrangements in Homo sapiens and extinct human species should not be explained as the direct outcome of a passion for equality, but rather in the broader context of the evolution of the motivational and cognitive mechanisms underlying norm following and sanctioning. In the proper circumstances, these very mechanisms are also likely to permit the evolution of hierarchical and inegalitarian arrangements. Before I get into the phylogenetic and historical debate on the origins of hierarchies, however, I want to discuss Homo sapiens as we know it today. This chapter is entirely dedicated to Homo sapiens and to an examination of its social behavior. I begin with a discussion of the way in which the recent literature in experimental economics has revived the interest in punishment (1.1) and in the various motivations underlying this process (1.2). I then argue that punishment must be understood within the larger context of framing, especially of normative framing (1.3). In the following two 9



Human Evolution and the Origins of Hierarchies



sections, I turn my attention to practical reasoning. I argue that both intentions and outcomes matter in assigning praise and blame (1.4) and that emotions are essential to understanding how some norms can get more weight in practical reasoning (1.5). The chapter concludes with a brief presentation of how norm following and sanctioning are realized in the brain (1.6). My objective in this chapter is to provide readers, especially those unfamiliar with the recent literature in the brain and behavioral sciences, with an updated picture of how norm following and sanctioning function in our species. This picture is essential to understanding both how hominins got rid of dominance hierarchies during their evolution and why hierarchies could reappear in Homo sapiens. 1.1 DISCIPLINE AND PUNISH



For centuries, philosophers have been interested in understanding the subtle mechanisms underlying human sociality. This interest is particularly clear in the works of French moralists such as Montaigne or La Bruy`ere, who portrayed aspects of human decision making that would only come to the attention of cognitive psychologists centuries later (Elster 1999). The quest for simplicity brought the first social scientists trying to formalize human behavior to abandon the fine description of the human mind provided by their venerable predecessors. The first rational choice theorists broke down human behavior into three parts: actions, outcomes, and preferences for outcomes. They conceived the rational agent as having the ability to order preferences for possible outcomes and to select the action that maximizes his or her utility (von Neumann and Morgenstern 1947). In many ways the rational choice model was a normative model: it prescribed what should count as rational (and choosing not to maximize one’s utility should not). However, the rational choice model did not prescribe a lot. It did not specify what outcomes people should prefer. Moreover, the model did not explain how agents should map actions and outcomes and how they should compare the utility of alternative actions. In brief, the rational choice model was silent on the cognitive and motivational mechanisms underlying decision making. Yet its simplicity did not prevent the rational choice model’s access to fame – far from it. In an assessment of the model’s influence, Green and Shapiro (1994) estimated that rational choice methodology inspired one of three scholarly papers published in the American Political Science Review in 10
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the beginning of the 1990s. From their point of view, the rational choice model was creating little if any original knowledge and was only reframing existing problems in its own phraseology. Green and Shapiro’s criticism was harsh, but at least one central point was valid: by itself, rational choice explains nothing in the social sciences. Granted, it can structure the way we talk about human decision making. Yet it has gained so much influence only because it can be supplemented with assumptions about how people map and compare actions and outcomes and how they order their preferences; put more prosaically, these are assumptions about what people know and what they want. Rational choice theory can be connected with what philosophers call “folk psychology,” or belief/desire psychology, according to which individuals hold a certain number of beliefs about how the world is and desires about how they want the world to be (Searle 2001). From the point of view of folk psychology, rational decision making is about computing beliefs so as to select the action that maximizes the satisfaction of desires. Just like rational choice, folk psychology remains scientifically uninteresting until one brings to it more substantial cognitive and motivational assumptions. Among early rational choice theorists, these assumptions were usually pretty simple: people were assumed to have egoistic motives and full knowledge. These assumptions are the basis for the ideal type of Homo economicus, a creature that takes into account all aspects of a situation to maximize its own utility. These assumptions – and above all the cognitive one – came under critique pretty rapidly. A new research program emerged under the label of “bounded rationality,” a concept coined by Herbert Simon (1957). Its objective was to provide a more realistic picture of decision making by identifying the concrete models used by humans to cope with the complexity of reallife situations. In the following decades, economists and psychologists conducted much research to establish the biases and heuristics used by humans to make decisions. These include our tendency to prefer to pay “$1 per day for 30 days” rather than “$30 in one day,” as well as our propensity to assign more value to an object in which we previously invested (for review, see Gigerenzer and Selten 2001). In recent years, the motivational aspects of decision making have also come under close scrutiny, especially in the context of social interaction. For years, game theorists opposed the idea that humans could cooperate in such simple games as prisoner’s dilemmas (PDs). Their conclusion was straightforward: there is simply no way to get out of a PD unless 11
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the interaction is iterated. If there is a possibility to punish free riders by withholding cooperation in iterated games, cooperation might evolve. This is the tit-for-tat strategy – formalized by Robert Axelrod and William Hamilton in their 1981 Science article (the most often-cited article ever published in that journal) – that we apply intuitively in many real-life interactions. However brilliant it may be, Axelrod’s argument in favor of cooperation in iterated games may fail to move those readers unfamiliar with scholarly game theory. Do we not overcome hundreds of rather unglamorous PDs in our everyday interactions? How far do the mathematical models proposed by Axelrod provide an accurate picture of real-life decision making? To address the limits of “theoretical” game theory, new lines of research have gained importance over the last three decades in experimental and behavioral economics. Economists hoped to shed more light on decision making by using experimental settings familiar to psychologists rather than by theorizing about what agents “should” do. Their hope was well founded: once in the lab, decision making deviates significantly from standard expectations. For those interested in cooperation and sanction, the most important line of research has been conducted around the so-called ultimatum game (UG). In the classical UG experiment, one player (A) must make an offer about how to share $10 with a second player (B); B can then accept or reject the offer. Should he accept, both players receive the amount decided by A. Should he refuse, both players get nothing. Standard game theory predicts that player A will make the smallest possible offer above 0 and that player B will accept it because both are assumed to be utility-maximizers. In the lab, however, subjects stubbornly refuse to conform to those expectations. UG experiments have been conducted in various cultural settings and with players of various socioeconomic statuses, and the conclusion is very strong: people tend to reject offers ¨ below 20–30% of the total amount (Camerer 2003; Guth, Schmittberger, and Schwarze 1982; Henrich et al. 2005). The relevance of UG experiments for understanding human sociality is obvious. They create experimentally a conflict between standard economic motives about money maximization and “social” motives that emerge in human interactions. In fact, they make it possible to measure the value of these social motives. In the case of the classical UG experiment, the conclusion is that player B is ready to pay a substantial amount of money to deprive player A of his share. Arguably, B is ready to pay to punish A for being unfair. In the wake of such experiments, 12
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experimental economists began to pay increasing attention to the very notion of punishment or sanction. In Switzerland, the economist Ernst Fehr and his colleagues launched an ambitious research program to explore the nature of sanctions and their role in cooperation. Much of their research has been conducted around what economists call “public goods games” (PGGs). PGGs involve multiple players, each given a small amount of money. In each turn, each player may choose to contribute part of her money to a group project. If she does, the amount contributed is multiplied by a predetermined factor (usually 2 or 3) by the experimenter and redistributed among all the players. This device permits the experimental creation of a cooperative surplus and, therefore, of an opposition between individual and collective interests. In a typical PGG, everyone has an interest in others’ contributions, but no one has an interest in contributing personally. The novelty of the research conducted by Fehr and his colleagues was that it gave players the opportunity to use a part of their money to sanction other players. Although cooperation tends to break down after a few turns in a typical PGG, it flourishes when sanction is allowed (Fehr and G¨achter 2002). According to the experimenters, defection by one player triggers a negative emotion in other players that motivates them to pay for punishment. Fehr and G¨achter (2002) talked of “altruistic punishment” to describe this situation, although the term “altruistic” remains contentious. One could argue that the negative emotion simply changes the utility function of the players and brings them to value punishment per se. To qualify as truly “altruistic,” at least at the psychological level, punishment should also aim at improving the situation of other players, which is not obviously the case here (Peacock 2007). It should be noted that these results do not properly go against the classical rational choice model. As I mentioned earlier, both the strength and the weakness of the rational choice model are that it remains silent on what people want and know. Research in experimental economics is interesting because it gives us a clearer picture of what outcomes are valued by individuals. Several conclusions can unambiguously be drawn from the experimental study of sanction. First, heterogeneity among individuals is important: People are not all the same and the motivation to sanction is stronger in some individuals. Second, the motivation to sanction is time sensitive: it increases quickly with defection and decreases subsequently, suggesting the presence of an emotional mechanism. Third, in UG-like experiments, the motivation to sanction 13
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exists also in third parties whose interests are not at stake, although it is weaker than in second parties. Finally, decision making is sensitive to experimental and cultural framing. However, other aspects of the question still need to be clarified. They mostly concern the description of the “proximal” mechanisms underlying punishment. How many motivational and cognitive mechanisms are involved? If there are more than one, how do they interact? I turn to these questions in the following sections. 1.2 THE REASONS FOR SANCTION



One of the main problems with UGs and PGGs is that punishment can result from multiple motivations, which these games are not necessarily capable of disentangling. In this section, I examine five motivations that we must take into account when explaining punishment and the response to punishment: 1. Cooperation: Players might punish to make the provision of public goods more advantageous and free riding more costly. 2. Envy: Players might punish because they are discontented with having less than other players. 3. Fairness: Players might punish others for having violated norms of fairness. If they considered themselves personally wronged, punishment can then be conceived as a form of revenge. 4. Equality: Players might punish to promote a more equal outcome or because they have a negative attitude toward players who have more than others. 5. Unexpected unfairness: Players might punish because others have been unexpectedly unfair. In Sections 1.2.1 to 1.2.5, I argue that each of these motivations plays a role in punishment, and I discuss how they can be disentangled experimentally. In Section 1.2.6, I propose a more specific argument concerning the connection among emotions, assessments of fairness, and punishment. 1.2.1 Cooperation In PGGs, the players who are sanctioned are those who defect and refuse to contribute (or to contribute enough) to public goods. Sanctions 14



A Passion for Equality?



often have a positive impact on the provision of public goods, and as long as punishers are aware of this effect, they might punish with the conscious goal of promoting cooperation. In everyday life, moreover, dissuading free riders is probably among the most frequent justifications for punishment. ¨ Gurerk, Irlenbusch, and Rockenback (2006) ran a PGG experiment in which subjects could chose to join a group in which sanctioning was allowed or another in which it was not. Although a clear majority of subjects first opted for the sanction-free group, there was a rapid migration to the sanctioning group after a few repetitions of the game; that is, as soon as subjects understood that the sanction-free group was dramatically less efficient in providing public goods. After having joined their new group, most migrants turned into good cooperators and punishers. Yet the promotion of cooperation cannot account for punishment in several cases. Despite frequent claims to the contrary, for instance, the UG presents no problem of cooperation, properly speaking. Heath (2008: 184) argued that “regardless of how much is offered [in the UG], acceptance of the offer takes both players to a Pareto-optimal strategic equilibrium.” To explain punishment in UGs, we have to turn to other motivations. 1.2.2 Envy One possibility is that punishment in UGs and PGGs includes a response to perceived inequity and unfairness. Fehr and Schmidt (1999) advocated this idea in a paper that received much attention and criticism. One problem with this idea is that it is impossible in traditional UGs and PGGs to distinguish punishment motivated by fairness and equity from punishment motivated by envy and spite (Kirchsteiger 1994). Indeed, if punishment is really prompted by inequity aversion, players’ discomfort at being richer should be similar to their discomfort at being poorer. If players are only dissatisfied when they get less, it might be more appropriate to say that they are motivated by envy, spite, or revenge than by equity and fairness. This second hypothesis is supported by the fact that subjects are much less prone to pay to punish inequity when they are in the situation of unaffected third parties (Carpenter and Matthews 2005; Fehr and Fischbacher 2004; see also next section). If people really care about fairness and equity, shouldn’t they punish equally in both situations? 15
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People may care more about being treated inequitably than about treating others so, but it does not imply that they are motivated by envy rather than by fairness. The problem is that people can have quite different views about what is fair or equitable in experimental games. The fact that second parties punish more than third parties might simply mean that subjects in experimental games have self-serving views on fairness. Does the concept of “envy” simply refer to the idea that punishers have a biased view of equity? Fehr and Schmidt (1999: 819) were very conscious of this problem, and this is why they specifically discussed “self-centered inequity aversion.” The alternative is that self-centered inequity assessments are not central in the decision to punish and that punishers’ discontent at having less is the relevant cause of punishment. Disentangling the two hypotheses may prove difficult. One reason for that difficulty is that envy is an emotion that is difficult to study empirically. Being envious is not something with which most of us are comfortable. When we experience envy, we often transmute it into indignation and self-righteousness (Elster 1999: 168–169). How are we then to decide in practice if people are motivated by equity or envy? Asking subjects why they punish will certainly not be sufficient, because they have an incentive to frame the situation in a self-serving way. The issue cannot be settled easily, and there are no reasons to think that the two hypotheses are incompatible. Punishers might conceive their decision as motivated by equity at the same time that their standard of equity is biased and rooted in contextual envy and spite. 1.2.3 Fairness Some criticisms of Fehr and Schmidt’s (1999) model have emphasized that social preferences in UGs and PGGs would be better understood in the broader context of social norms, which are triggered by the way experiments are framed (Bicchieri 2006: 100–139; Binmore and Shaked 2010: 98). I come back to the question of normative framing in Section 1.3 to show how expectations about fairness and equity can be highly context sensitive and norm dependent. Before doing so, however, I want to present some of the experiments supporting the general claim that expectations about fairness play a role in punishment, despite the presence of a self-serving bias. The experiments described in the previous section explored sanctions among players who had direct stakes in the outcome. However, in real 16
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life, a lot of sanctioning comes from third parties; that is, individuals who have nothing to gain or lose in the interaction. Few experiments have dealt with third-party punishment, but their results are telling. Fehr and Fischbacher (2004) ran a series of experiments with simple social dilemmas (the prisoner’s dilemma and the dictator game) in which unaffected third parties had the opportunity to punish unfair or uncooperative behavior. They discovered that third-party punishment was real, although it was less important than second-party punishment. Thus, the fact of being directly harmed by an action arguably elicits a stronger reaction than simply seeing someone harmed. Fehr and Fischbacher concluded that punishment by a single third party is insufficient to make norm violation unprofitable, a problem that the presence of several third parties can remedy. I argue later (4.5) that this feature of sanction creates pressure for increased group size in humans. Carpenter and Matthews (2005) proposed a second set of experiments to explore third-party punishment. They used public goods games with multiple groups and the possibility of sanction within and across groups. They wanted to address one weakness of Fehr and Fischbacher’s experiments, in which all that the third party was allowed to do was punish. If one’s participation in the experiment is restricted to a possibility to punish, there are reasons to expect one to spend more on punishment than if one takes part in a parallel game with a wider range of options. Carpenter and Matthews (2005) confirmed that third parties do punish, although they tend to pay much less for punishment than second parties. There are further indications that third parties’ punishment increases monotonically with deviation from a norm of fairness, although third parties tend to use various norms of fairness as a reference (Ottone, Ponzano, and Zarri 2008). Views on fairness and equity are important in understanding the behavior not only of punishers but also of the punished person. One typical problem in real-life situations is that there is usually nothing that prevents the punished person from retaliating. This is the typical dynamic of blood feuds, present in nearly all traditional societies, in which an initial insult leads to a cycle of violence and retaliation between two groups. If punishment is triggered by spite but being punished triggers spite, there is a serious danger that punishment will become detrimental to cooperation. Even if blood feuds are pervasive in traditional societies, there is no question that punishment is also sometimes efficient and does 17
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not always trigger retaliation. To see why, one has to examine how assessments of fairness affect responses to sanction. Hopfensitz and Reuben (2009) conducted a social dilemma experiment in which they asked participants to report their feelings at different stages of the experiment. Their objective was to determine the importance of different selfreported emotions to the decision to punish or retaliate. They discovered that the feeling of anger is the best predictor of the initial decision to punish a selfish subject. In contrast, the decision to respond to punishment is more complicated. Being punished certainly triggers anger, but anger does not automatically lead to retaliation. Retaliation is much less likely to occur when the punished person reports experiencing shame or guilt, two emotions triggered when one believes that one has done something wrong (Tangney, Stuewig and Mashek 2006). The importance of fairness assessments in response to punishment also squares with studies on the potentially detrimental effects of sanctions on cooperation. Fehr and Rockenbach (2003) proposed a social dilemma with two players, in which one subject plays the role of the investor and the second the role of the trustee. First, the investor must decide to entrust the trustee with a certain amount of money and specify the desired back-transfer. Then, the trustee must decide whether to honor the trust of the investor. Should she honor it, both players increase their monetary payoff. In the opposite case, the trustee is better off, but the investor loses his investment. In the absence of sanctions, cooperation is rather high. Investors entrust the trustees with a significant amount of money, and the trustees respond by returning a fair share of the benefits. The picture changes when sanctions come into play. In a second treatment, Fehr and Rockenbach (2003) gave investors the option to announce to the trustees their willingness to impose a fine against a trustee who decides to violate the trust. In principle, the threat of sanction should reinforce the incentives of the trustee to cooperate. In reality, threat has a detrimental effect on the back-transfer. How is that possible? The simplest explanation is that the threat of sanction is not efficient because it is not perceived by trustees as “fair.” Indeed, the trustee can see the threat of sanction as a strategy to enforce an unfair distribution of income. Yet there is another reason: the threat of sanction can be perceived as a signal that the investor does not expect the trustee to return a fair amount of the money. In other words, signals of distrust are likely to destroy the cooperative motivations of the trustee.



18



A Passion for Equality?



This potentially detrimental effect of sanctions is well known to political theorists. For instance, Philip Pettit (1993, 1997) has criticized policymakers on several occasions for devising “deviant-centered” policies, according to which the only way to enforce social norms is to make sure that citizens never have any incentive to behave opportunistically. The problem is that most people do not conform to social norms because it is advantageous for them to do so, but because they perceive these norms as valid. By imposing inappropriate sanctions – or by addressing policies to knaves rather than to honest citizens (Pettit 1997: 218) – the government can destroy the normality of norm following and generate more selfish behaviors. This possibility is not purely theoretical; it corresponds to the crowding-out effect observed in the study of public policy, in which a policy designed to increase the motivations of agents actually destroys this motivation (Ostrom 2005). One well-known example is the use of deterrent fees in public health care systems. When people have to pay even a symbolic amount of money for receiving health care, they can begin to view it just like any other service and increase their consumption instead of decreasing it. A policy designed to reduce consumption can then produce the opposite effect by destroying the spontaneous motivations that people have not to abuse the public good. Although envy and cooperation certainly play a role in explaining punishment, it seems impossible to explain third-party punishment and response to punishment without taking into account fairness assessments. 1.2.4 Equality In his book on the evolution of hierarchies, Christopher Boehm (1999: 66–9) explained the capacity of hunter-gatherer societies to oppose aggrandizing individuals by the presence of an “egalitarian ethos.” I come back to equality in nonstate societies in Chapter 4, but I need to explain right now how I think that this ethos must be related to the psychological apparatus underlying norm following and sanctioning. In the experimental economic literature, subjects are often said to care about “equity” and “fairness,” which, in turn, are frequently equated with “equality.” In UGs, an equal split of the initial endowment is now and then presented as “fair” or “equitable,” without any reference to players’ beliefs about fairness. This is a problem because players often
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have diverging views about what ought to be done in such experiments. Although some consider the equal split to be the only fair decision, others think that a smaller transfer is also equitable (Ottone et al. 2008). In this book, I propose that the egalitarian ethos, where it exists, is not a direct outcome of a natural drive toward equality, but instead results from specific expectations about fairness. The opposition to aggrandizing leaders in small-scale societies described by Boehm (1999) – or the opposition to overtly power-seeking politicians in modern democracies – need not be explained by inequality aversion. It can also be explained by the impact of aggrandizing behaviors on people’s expectations about fairness. For instance, in a UG experiment, Hibbing and Alford (2004) showed that players were much more likely to punish an unequal division of money (80% vs. 20%) if the allocator had overtly expressed the desire to allocate the money than if he had had this responsibility thrust on him. This effect can neither be explained by envy nor by inequality aversion. Indeed, there is no reason for people to be more envious or inequality averse in one condition than in the other. In contrast, the effect can be easily explained by the fact that overtly power-seeking behavior changes people’s expectations about fairness and biases them toward more egalitarian norms. In regular UGs, some people accept unequal allocation either because they consider it to be fair or because they calculate that it must be fair from the viewpoint of the allocator. Once the allocator overtly seeks power, the latter (charitable) assumption falls and expectations about fairness rise. That being said, I do not mean to imply that inequality aversion per se plays no role in the dynamic of sanctions and cooperation and in the evolution of hierarchical or egalitarian social arrangements. In fact, there are good reasons to think that people care about inequality up to a certain point and that inequality can be detrimental both to trust and cooperation. The best experimental evidence that people have an intrinsic interest in equality comes from an innovative game designed by Dawes and colleagues (2007). Instead of giving players an equal amount of money, they designed a computer program that randomly divides a fixed sum of money among four players. At each round, players are shown the amount that other players have and are given the chance to give to or take from others. For each monetary unit (MU) one gives, the other player receives three MUs. For each MU one takes, the other loses three MUs. The interactions are strictly anonymous, and players are told that they will never meet the same players twice.
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Consequently, they cannot punish each other, but can pay to equalize the income distribution. The results show that income alteration is frequent and that most individuals are ready to pay to reduce the income of top earners and to augment that of bottom earners. As top earners cannot be punished for what they have done, it is reasonable to conclude that income alteration is driven mainly by an aversion to inequality: people want to avoid unequal outcomes, and that is why they are ready to pay to alter the income distribution. According to Dawes and colleagues (2007), the proximal mechanism underlying income alteration is a negative emotion toward top earners, an argument supported by the fact that players who report the strongest negative emotions are also those who cause the biggest transfers. Such experiments make it difficult to avoid the conclusion that, all things being equal, some people have a certain preference for equality. In classical UGs and PGGs, as I said, punishment might be caused by envy, fairness, or, in the case of PGGs, by the desire to promote cooperation. If inequality aversion narrowly construed is difficult to disentangle from other motives, the impact of inequality on punishment and response to punishment is easier to determine. In classical PGGs, groups are traditionally composed of equals: everyone is initially given the same amount of money and receives an equivalent share of the benefits of cooperation. In everyday interactions, however, we often find ourselves in groups where not everyone has the same interest in cooperation. Mancur Olson (1965: 50) used the concept of “privileged groups” to describe a group in which at least one member “has an incentive to see that the collective good is provided, even if he has to bear the full burden of providing it himself.” PGGs with privileged groups are found frequently in real life. In Quebec’s boreal forests, lumber industries need logging roads to access resources, although hunters, fishers, and hikers also use the roads to reach otherwise inaccessible areas. Logging roads can be described as public goods, but there is no question that outdoor lovers and lumber industries benefit unevenly from them. Even if there were no outdoor activities, lumber industries would still have an incentive to invest in logging roads. According to Olson, the collective action problem should be less severe in such groups because there are at least some actors who have an interest in the provision of public goods. This is why he calls these groups “privileged.” Yet are they really?
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Reuben and Riedl (2009) have compared the provision of public goods in privileged and normal groups. Their conclusion is rather interesting: privileged groups are not as privileged as Olson suggested, especially if players have the possibility to punish. In fact, privileged groups present two deficits compared to normal groups. First, subjects who benefit more from the game lower their contribution to the public good in response to insufficient contributions by subjects who benefit less. This is contrary to expectation, because it would seem that those who would benefit more would have an interest in contributing fully, regardless of the contributions of those who would benefit less. Therefore it seems that the motivation to contribute is not only dependent on the benefit structure of the game but is also positively influenced by the pleasure of making a joint contribution and successfully coordinating action. The second finding is that those who benefit less are unlikely to increase their contributions in response to sanctions imposed by those who benefit more. Even if high benefiters do punish low benefiters who contribute less, the sanction is simply less effective than in normal groups. Lower sensitivity to sanction in those who benefit less can result from the aversion to inequality presented earlier. However, if that is the case, one has to explain why high benefiters are less inequality averse. According to Reuben and Riedl (2009), inequality prompts subjects to adopt self-serving norms of fairness, which in turn are likely to make punishment less effective. Xiao and Bicchieri (2010) similarly have shown that reciprocity is severely disturbed when it threatens to foster inequality among partners in a trust game. When one player knows that reciprocating a favor might increase inequality, her desire to do so is diminished. Once again, it is difficult to determine the relative influence of inequality aversion, envy, and players’ self-serving views about fairness. The important point for my argument is that, although the human passion for equality may not be exceptionally strong, inequality has a significant detrimental impact on cooperation, albeit indirectly, through its impact on trust and sensitivity to sanction. This detrimental impact is certainly not sufficient to make unequal social arrangements impossible, but it might create a bias in favor of equality whenever it is possible. I return to the inefficiency of cooperation among unequals at the very end of the book (Section 5.7) where I contend that this feature of human cooperation helps explain why premodern stratified states remain relatively weak compared to modern democratic regimes. It also helps explain why 22
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subordinate groups in stratified societies tend to insulate themselves from rulers’ interference in their everyday lives. 1.2.5 Unexpected Unfairness I mentioned earlier that sanction is most efficient when it elicits guilt, an emotion that appears when the sanctioned person judges that he or she behaved unfairly. I also argued that fairness assessments and envy play a role in the decision to punish. Now, I want to argue that there is another, probably more important factor underlying the decision to punish that has been largely overlooked in the literature on norm following and sanctioning. I call it subjects’ response to unexpected unfairness. By this I mean that that the decision to punish is often prompted not by the belief that someone has been unfair, but by the belief that she has been unexpectedly unfair. My argument is based on a series of experiments with the “power-totake game” that were designed by van Winden, Reuben, and Bosman (reviewed by van Winden 2007). In this game, two players are given an initial sum of money (5 MUs). One subject, the proposer, has the power to take a part of the money given to the other. In a second turn, the responder has the possibility of destroying a portion of his income, thereby incurring costs for himself but simultaneously reducing the benefits of the proposer. Despite its similarity with the UG, the powerto-take game has a significant advantage over it. Because players are given the same amount of money, they are more likely to frame the game identically. In the UG, in contrast, the player who is given the money is likely to consider that she has been favored by fortune and has no obligation toward the other player whatsoever. Yet the most interesting feature of these experiments is that van Winden and colleagues, in contrast to many researchers in behavioral economics, did not simply speculate about fairness. They explicitly asked participants to specify what “take rate” they considered to be fair. At the same time, they evaluated the expectations of participants concerning the proposers’ take rate. Those are obviously two different questions: participants typically fix the “fair take rate” much lower than the “expected take rate.” More prosaically, they do not expect the proposers to be entirely fair. The interesting result of the power-to-take experiments is that the expected take rate is a much better predictor of anger and punishment than the fair take rate. Responders get angry when proposers do not conform to expectations; that is, they get angry 23



Human Evolution and the Origins of Hierarchies



in response to “takes” that are higher than expected, rather than higher than what they consider to be fair (van Winden 2007: 43). The central role of anger is further supported by the fact that the decision to punish is strongly time sensitive. Responders who choose to destroy nothing or everything decide pretty fast, whereas those who choose to destroy only a part of their own income take more time to make that decision. This difference can be easily explained by the pattern of emotional arousal associated with anger (van Winden 2007: 42). Another noteworthy result is the asymmetric nature of decision making among proposers and responders. In repeated power-to-take games, judgments of fairness do play a role for proposers by eliciting the emotions of shame and guilt. Proposers who report a high level of shame and guilt in the first round of the game are more likely to lower their take rate in the subsequent round. Moreover, this effect is particularly strong among proposers whose chosen take rate exceeds what they consider to be the fair take rate. It is also stronger among those who have been punished in the first round (Reuben and van Winden 2007; van Winden 2007). The conclusion that we can draw is that the emotions of shame and guilt are elicited by the joint effect of effective sanctions and judgments of fairness, whereas the emotion of anger is triggered by unexpected deviations from the rule of fairness. 1.2.6 The Logic of Punitive Emotions I noted earlier that third parties’ motivations to punish were in general much weaker than those of second parties. If second-party punishment is motivated by anger, what motivates third-party punishment? Carpenter and Matthews (2005) suggested that third-party punishment is triggered not by anger, but by indignation. They borrowed Elster’s description of the circumstances that elicit both emotions: “if I believe that another has violated my interest, I may feel anger; if I believe that in doing so he has also violated a norm, I feel indignation” (Elster 1998: 48). Elster himself borrowed this distinction from Descartes’ Passions of the Soul (1989: 125–126): Anger is also a species of Hatred or aversion which we have for those who have done some evil or tried to do harm, not just to anyone indifferently but to us in particular. So it contains everything Indignation does, and this in addition, it is founded on an action which affects us and of which have the Desire to avenge ourselves, for this Desire almost always accompanies it. 24
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This distinction makes good sense, because we are generally more sensitive to violations of norms that are directly detrimental to us. Yet this must not always be the case. For instance, in the power-to-take game, the responder has good reasons to believe that any take above zero goes against her interest, but it is not any take above zero that triggers her anger. So what kind of violations of interest triggers the visceral emotion of anger? The first point to recall is that anger is not a strictly moral or social emotion. It is also present in rats, dogs, and toddlers. It is generally triggered by goal frustration or unexpected harm and motivates the aggression toward an object (Frijda 1986; Haidt 2003). We can get angry at our computer or at our car, although there is no moral and social feature involved. Anger turns into a moral emotion when it is elicited by an action that we frame as unfair. The resulting emotion is ordinarily called righteous anger or indignation. Unfortunately, there is a lot of terminological confusion surrounding the concept of indignation. In ordinary language, it can refer both to a relatively cold emotion that motivates weak punishment and to the visceral emotion motivating strong punishment. Prinz (2007) adopted a solution similar to that of Elster (1998). He suggested reserving the concept of indignation for the relatively cold emotion elicited by unfairness alone and using the concept of righteous anger for the visceral emotion elicited when we, or someone we care for, are the victim of a violation of our rights: “Righteous anger differs from indignation because some violations of rights are not violations of justice. As I intend the term, justice involves principles having to do with fairness, equity, and proportion. When someone steals something, we do not necessarily think about fairness” (Prinz 2007: 69). Prinz’s distinction captures an important point. We often get angry after violations of our rights, as when we are stolen from, hurt, or insulted. Yet I think that violations of our rights are angering precisely because they are unexpectedly harmful. In the power-to-take game, players expect a certain reward and get angry when they do not get it. It is neither that they consider that the reward is fair nor that they think that they are somehow morally entitled to it. They just expect it. In his Passions of the Soul, Descartes (1989: art. 201) also stressed this importance of violations of expectations for the elicitation of visceral anger: Two sorts of wrath may be distinguished; one sudden and exteriorly manifest, but yet of small efficiency, and easily appeased; the other not 25
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figure 1.1. Indignation, anger, and righteous anger. Reprinted from B. Dubreuil (2010), Punitive emotions and norm violations. Philosophical Exploration, 13(1).



so apparent at first, but that gnaws more on the heart, and has more dangerous effects. Those who have much goodness and love are the most subject to the first; for it proceeds not from any deep hatred, but from a sudden aversion that surprises them. [Emphasis added]



I suggest seeing visceral anger and indignation as resulting from two distinct mechanisms. Indignation is elicited by judgments about unfairness, and anger by unexpected harm. Righteous anger obtains when the two mechanisms are triggered in concert, as shown in Figure 1.1. I now want to direct your attention to one neglected feature of our social motivations. Unfairness in itself only motivates weak forms of punishment. The visceral emotion of righteous anger, for its part, motivates strong punishment, but it is only elicited by unexpectedly unfair behavior. This creates an interesting asymmetry between the punisher and the offender. Indeed, the emotions underlying strong punishment (righteous anger) and sensitivity to punishment (guilt and shame) are not triggered in the same circumstances. I experience guilt and shame when I behave unfairly, but feel righteous anger only when others’ unfairness goes beyond my expectations. Because our expectations are usually set below the requirements of fairness, righteous anger will tend to be harder to elicit than guilt and shame. Figure 1.2 represents the gap between the triggering points of guilt, shame, and anger in a power-totake game in which players are given 5 MU. If players consider that 0 MU is a fair take rate, but expect an actual take rate of 2.5 MU, there will be a zone between 0 and 2.5 MU where guilt and shame (and possibly indignation narrowly construed) will be elicited, but not righteous 26
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figure 1.2. Guilt, shame, and anger in the power-to-take game.



anger. I propose to call it the “buffer zone” in which the probability of sanction is low, although both players recognize the transfer as unfair. Although the probability that sanction will occur in the buffer zone is fairly low, if it occurs, it could already be effective because the emotion of guilt is already activated. The existence of such a buffer zone should not be surprising. As I argued earlier, punishment can only foster cooperation if it is perceived as fair. At the same time, individuals tend to adopt self-serving views about fairness. Consequently, if righteous anger was triggered by the violation of expectations about fairness, there would be a much higher probability of punishment in the absence of guilt and, therefore, of retaliation and escalation of violence. Our everyday interactions would be much more violent, and punishment would be no more beneficial to cooperation. In real life, it is probably easier to experience guilt than to experience righteous anger, although there is much heterogeneity across people. We wonder what we could have done wrong even when others show no signs of blame. I suggest that we understand this feature of our psychology as essential for the stability of social interactions. In fact, I argue in Sections 4.9 and 5.6 that this feature is so favorable to stability 27
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that it contributes to the persistence of exploitative social arrangements in human societies. 1.3 NORMATIVITY AND FRAMING EXPECTATIONS



I discussed earlier the concept of fairness as if it was an objective criterion on which people could agree easily. This was necessary to present a simple overview of sanction. I must now complete this discussion by connecting judgments about fairness to various forms of framing. I do not aim to propose anything like a general theory of moral judgment, something that other authors have done with more competence than I could do (Hauser 2006; Nichols 2004; Prinz 2007). My objective is more modest. I want to offer an overview of the most important parameters that affect judgments about what ought to be done and about what ought to be praised and blamed, given the importance of such judgments in explaining the efficiency of sanction. I have already noted one parameter that has an impact on judgment about fairness: it is one’s position in an interaction. People have a tendency to frame interactions in a way that fits their interest. They have what psychologists call a “self-serving bias.” This bias is stronger when the roles are significantly different, as in the public goods games with privileged groups (Reuben and Riedl 2009). By contrast, when players are familiar with more than one role in a game, the bias is apparently weakened, and they converge more easily on a norm of fairness (van Winden 2007: 46). This effect probably explains why Kantian philosophers like Rawls and Habermas, as well as most religious doctrines, put so much emphasis on the adoption of a “moral point of view” based on some form of universalizing practical reasoning (Heath, 2008: 275–279). To take one famous example, Rawls proposed a “principle of reciprocity” that “requires of a practice that it satisfy those principles which the persons who participate in it could reasonably propose for mutual acceptance under the circumstances and conditions of the hypothetical account” (Rawls 1999: 208). Rawls’s account is obviously of a normative nature, insofar as it gives people a criterion to decide if a practice is fair. This criterion is well grounded in universal intuitions about cooperation. It expresses above all the idea that it is easier to agree on a demanding norm of fairness when people are familiar with the different roles that make up the practice. This is the idea behind the veil of ignorance, which requires people to leave aside any considerations about their actual role 28
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in society in order to establish the principles of justice that should guide social practice (Rawls 1971). Although they are grounded in firm intuitions about cooperation, Rawlsian-like universalization procedures can have unexpected effects when implemented in real life. In an interesting experiment, Vanberg (2010) tried to assess whether the fact of agreeing on a norm of sharing behind a “veil of ignorance” would increase fairness in a dictator game. Such games are extremely simple: a first player (the dictator) must share a fixed amount of money (usually 10 EUR) with a second player. The second player has no choice but to accept. Dictator games aim at measuring the capacity of the first player to make other-regarding decisions in the absence of any constraints. In regular experiments, most dictators end up giving a significant part of their money, with about 20–30% of dictators opting for an egalitarian arrangement, although transfers diminish when the level of anonymity increases. In Vanberg’s experiment (2010), players had to vote on a norm of sharing before deciding randomly who would be the dictator. Unsurprisingly, most of the participants favored an egalitarian (5–5) or nearly egalitarian (6–4) distribution. This is close to what we would expect from practical reasoning behind the veil of ignorance. The surprising result is that the prior vote did not improve the fairness of the result – quite the opposite, in fact. Although the proportion of the dictators who chose egalitarian or nearly egalitarian arrangements remained more or less the same, the proportion of dictators who offered nothing at all increased dramatically, whereas the proportion of unequal arrangements (9–1, 8–2, or 7–3) dropped. The most obvious explanation for this surprising result is that, in classical settings, dictators who offer a small amount of money experience the positive emotion associated with generosity. Those dictators adopt the self-serving idea that no norms prescribe egalitarian arrangements in the context of the dictator game. They believe that, although they have been arbitrarily favored by the experimental design, they deserve the money that has been allotted to them. When participants vote on a norm of fairness, they specify explicitly what is expected from dictators. As the amount expected is rather high (4 or 5 EUR), it becomes clear that a small amount of money (1, 2, or 3 EUR) can no longer be perceived as a generous offer by the receiver. As being generous becomes more costly, a lot of dictators prefer to turn greedy. In other words, the veil of ignorance – by raising expectations about fairness – discourages dictators from being generous. 29
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This is only one of many examples of the role of “framing” in decision making. Other effects can be studied by varying the instructions in simple games like prisoner’s dilemmas or dictator, ultimatum, or public goods games. For instance, in dictator games, players are more generous if they are told that the recipient is the American Red Cross (Eckel and Grossman 1996) or if they are provided with a photo of the ˜ recipient (Burnham 2003). Branas-Garza (2007) found that even a simple sentence in the instructions like ‘‘Note that he relies on you’’ increases generosity. In a creative experiment, Haley and Fessler (2005) tested the impact of social cues on generosity in a dictator game. They showed that the simple presence of stylized eyes on the computer increased significantly the amount given by dictators. In the same vein, Shariff and Norenzayan (2007) showed that priming religious subjects with concepts such as “God,” “prophet,” or “sacred” also significantly increased their generosity in dictator games. These experiments show that a significant part of our daily social reasoning depends on our ability to process subtle cues that trigger affects or expectations. Knowing that the recipient of our gift is the American Red Cross increases the pleasure of giving because we assume that the gift will be valuable to those who receive it. Conversely, the perception of eyes or the activation of God-related concepts elicits the displeasure associated with being sanctioned or disapproved of, which arguably inhibits egoistic decision making. Framing also allows experimenters to highlight the expectations specific to particular groups or cultures. The most impressive attempt to take cultural diversity into account in experimental economics is that of Joseph Henrich and his colleagues (2001, 2004, 2005). They ran experiments with various games in 15 small-scale traditional societies on four continents. Although none of these societies supported the standard self-regarding model, their studies revealed much more variability among groups than expected. The authors explained this variation by the way in which groups framed the different games. The Orma, a group of semi-nomadic shepherds that lives in eastern Kenya, framed the public goods game as the harambee, “a locally-initiated contribution that households make when a community decides to construct a road or school. [The Orma] dubbed the experiment ‘the harambee game’ and gave generously” (Gintis et al. 2005: 28–29). In some cultures, the ultimatum game also led to surprising results. Among the Au and Gnau – groups of foragers in Papua New Guinea – players often offered more than half of the amount. Surprisingly enough, 30
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these generous offers were often rejected! Yet this outcome should not be that unexpected to those familiar with small-scale societies: “This reflects the Melanesian culture of status-seeking through gift-giving. Making a large gift is a bid for social dominance in everyday life in these societies, and rejecting the gift is a rejection of being subordinate” (Gintis et al. 2005: 29). In other words, that culture frames the UG in such a way that offers that are more than fair come to elicit inequality aversion and anger, thus provoking a higher rejection rate. In another experiment, Cronk (2007) examined the effect of cultural framing in a trust game among the semi-nomadic pastoralist Maasai of north central Kenya. He compared contribution levels in an experiment with no deliberate framing to one framed as an osotua game. The concept of osotua is central to Maasai culture and refers to a certain form of gift giving, in which donators are expected to give no more than is needed by the recipient. The effect of the framing was actually to lower the value of the contribution in the trust game. In the absence of deliberate framing, many players simply adopted default expectations about fairness, whereas in the osotua framing, they focused on giving no more than needed. A good deal of framing corresponds to what we prosaically call “culture.” The dynamic of social life creates expectations about how people should behave in different contexts – what Cristina Bicchieri (2006: 55–99) has called culturally transmitted “social scripts.” Behavioral expectations are certainly not exclusive to humans and do not need to be verbalized to be effective. At the cognitive level, they are based on the capacity to categorize actions and to make predictions about future actions, which most animals can do. In humans, behavioral expectations are extremely plastic: we expect people to behave differently as a function not only of their status and personality but also of the specific norms that apply to the context. In sum, human culture is normative. The concept of normativity has a long history in philosophy and social sciences, but it is rarely defined in terms that facilitate dialogue with cognitive science and psychology. Rational choice theory – one of the few social-scientific attempts to formalize human action – has long been presented and understood as a consequentialist theory of action, which certainly has not helped the social sciences to connect with the mind and brain sciences. In a consequentialist setting, people have preferences for the outcome of their actions, and they see the actions themselves as mere means to those outcomes. In reality, however, humans often value some actions per se and not merely as a means 31
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to something else. This is the spirit of Kant’s distinction between the “categorical imperative” (do X) and the “hypothetical imperative” (If you want Y, do X; Kant 1959). Later in the book, I argue, following Joseph Heath (2008: 186–193), that the assignment of value to actions per se results from humans’ “norm-conformative” dispositions. Specifying the mechanisms underlying our dispositions to conform to norms is no easy task, because lowlevel and high-level cognitive mechanisms interact in development and learning and sometimes produce surprising results. In the rest of this chapter, I present a minimal framework to which I return in Chapters 2 and 3 to explain how the evolution of the human mind paved the way both for the reversal of dominance hierarchies and the emergence of large-scale hierarchical societies. 1.4 INTENTIONS AND OUTCOMES



Following Sripada and Stich (2006), I begin by noting that, at the very minimum, conforming to social norms implies the presence of two mental mechanisms: a cognitive mechanism to categorize actions as falling under a norm and an affective mechanism to motivate conformity with the norm. I discussed earlier the role of the emotions of anger, indignation, guilt, and shame in promoting punishment and sensitivity to punishment. This is the motivational side of the question. I now turn to the cognitive aspect of normativity and explain, more precisely, how actions come to be categorized as permitted, obligatory, or forbidden. As we will see, much of our everyday moral reasoning concerns this categorization process (Nichols 2004: 100). From an early age (9–12 months), human children are able to track goal-directed actions in others. Indeed, not only are they able to do it; they simply cannot contain their interest in what others are looking at or touching. Moreover, they cannot restrain themselves from attracting others’ attention to what they find interesting by pointing insistently. At 18 months, my own daughter developed a tremendous interest in ants, and she could be exceedingly insistent in directing my attention to these unspectacular insects. As we will see in more detail later (Section 2.4), this interest in sharing attention with others is specific to humans and is at the foundation of some of our most important social skills, including language (Tomasello et al. 2005). Without the ability to track our conspecifics’ gaze and to share their attention to objects or events in
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the world, symbolic reference – the capacity to agree on having an arbitrary symbol stand for something else – would be impossible (Baldwin 1993). I suggest that the possibility of normativity as we know it stems from children’s capacity to share attention to actions, in conjunction with the pleasure they take in doing so. At the most basic level, human sanction or punishment can elicit the negative affect associated with failed action coordination. To imagine what this means in real life, imagine my 18-month-old daughter trying to draw my attention to an ant and receiving an overbearing “no” in reply. The omission of the expected reward provides the kind of negative reinforcement needed for learning proscriptions (I come back to the connection between joint attention and normativity in Section 2.4). If the basic cognitive and motivational mechanisms for learning norms are in place very early, further socio-cognitive development occurs throughout childhood. The main development concerns the information that children use to make judgments of permissibility. According to Kalish and Cornelius (2007), preschoolers usually focus on the outcomes (costs and benefits) of an action when asked if it is forbidden or obligatory. In contrast, school-aged children focus more on intentions and appreciate the role of agreements in generating obligations. Both preschool and school-aged children look to persons in position of authority (e.g., parents, teachers) to decide which norms are valid, although they recognize that one should not acquiesce in an authority’s wicked desires. Moreover, school-aged children distinguish more aptly than preschool children between the “preferences” of the authority and the rule. Kalish and Cornelius (2007) have argued that, unlike older children, preschoolers tend to assume that intentions, outcomes, and authority are consistent and to use canonical interpretations of social situations. Preschoolers use a simplified heuristic that leads them to conflate the desires of authorities with valid norms, or unhappy outcomes with norm violations. From this point of view, what school-aged children develop is not the ability to categorize norms, intentions, or outcomes, but rather to judge complex situations that have conflicting elements. For instance, they can make more nuanced judgments in situations where good intentions produce harmful outcomes. The development of theory of mind and visual perspective between the ages of 4 and 5 affects moral judgment, especially when outcomes conflict with intentions
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(Young et al. 2007; see also Sections 3.6.1 and 3.6.2 for further discussion of this question in the context of the evolution of Homo sapiens). The role of intentions as opposed to outcomes in permissibility judgments has come under close scrutiny in the recent literature. Among philosophers, it is common to contrast deontological and consequentialist approaches to moral judgments. To put it briefly, deontologists think that the intention is the basic unit of moral evaluation, whereas consequentialists think that it is the outcome. The first line of thought is mainly associated with Kant and his followers, and the second with Bentham and other utilitarian thinkers. But what psychologists and empirically minded philosophers have found in recent years is that people actually care for both outcomes and intentions, and they do so in sometimes unexpected ways. One fascinating set of experiments has highlighted the fact that intentions and outcomes are not fully independent variables. The philosopher Joshua Knobe has shown in several papers that people often use the moral quality of an outcome to determine the intentionality behind it: this process is now known as the “Knobe effect.” The canonical example of the Knobe effect is based on the following story (Knobe 2006: 205): The vice-president of a company went to the chairman of the board and said, “We are thinking of starting a new program. It will help us increase profits, but it will also harm the environment.” The chairman of the board answered, “I don’t care at all about harming the environment. I just want to make as much profit as I can. Let’s start the new program.”



When asked if the chairman of the board “intentionally” harmed the environment, a majority of people confronted with this story answer that he did. Knobe had the idea to simply exchange the word “harm” for the word “help” and to run the experiment again: The vice-president of a company went to the chairman of the board and said, “We are thinking of starting a new program. It will help us increase profits, and it will also help the environment.” The chairman of the board answered, “I don’t care at all about helping the environment. I just want to make as much profit as I can. Let’s start the new program.”



When told the second story, participants suddenly arrive at a different judgment: they decide that the chairman did not help the environment intentionally. This experiment has been run in different variants, but all point toward the same paradox: people are much more prone to 34
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consider an act’s foreseen consequences as intentionally caused if those consequences are harmful. The Knobe effect reveals that we do not respond equally to norm following and to norm transgressions. Intentional norm following (in this case, helping the environment) implies that one aims to follow the norm. In contrast, intentional norm transgression (in this case, harming the environment) does not imply that one aims to violate the norm, but simply foresees the transgression of the norm. The chairman of the board does not have to try to harm the environment. In fact, intentional norm transgression can happen simply when someone fails knowingly to aim at realizing the norm. The Knobe effect demonstrates that our judgment about intentions is determined in certain cases by the moral quality of the outcome. This may be related to the fact that judgments about intentions help us determine if we should praise or blame others. The categorization of the action of the chairman as “intentional” triggers our motivation to blame. However, in some circumstances, blame can emerge even in the absence of intentions. The most obvious example is the unintentional killing of a pedestrian by a drunk driver. We categorize the killing as “blameworthy” although we do not recognize it as intentional. Judgments of blame for unintentional actions are frequent in situations where the violation of a norm (thou shall not kill) results from the conscious adoption by the agent of a risky behavior (drunk driving). The precautionary principle – according to which in the absence of scientific consensus the burden of proof falls on those who advocate a risky course of action – can be read as a sophisticated version of this basic moral intuition. This is why corporations can be prosecuted for harming the environment, even if the damage is unforeseen and purely accidental. It seems to me that traditional societies in which women can be blamed for being raped are applying the very same principle: if she has been raped, it is probably because she intentionally put herself in a situation where there was a risk of being raped. The idea seems revolting to most Westerners, but victim blaming is a phenomenon that exists in every culture (especially when a transgression is caused by a victim’s neglect). In sum, intentions and outcomes interact in moral judgments in different ways. First, we think that people can be blamed for placing themselves in situations where a norm may be transgressed, even if we cannot say in such situations that the transgression of the norm (the outcome) is intentional. Second, we think that the transgression is intentional if the 35
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bad outcome is a foreseen consequence of an intentional act. The difference between the two cases, and the one that determines the ascription of intentionality, is the probability that the choice leads to the norm transgression. The higher the probability, the higher the propensity to describe the action as intentional. However, there are cases in which the foreseen norm transgression is not sufficient to decide the question of blame. These cases have been examined in the literature on the so-called trolley problem. Introduced by Philippa Foot (1978) and famously analyzed by Judith Jarvis Thompson (1976), the problem is based on the following story: Imagine a trolley that is running out of control. It is about to crush five persons who have been tied to the track by a mad philosopher. You have the option of flipping a switch and diverting the trolley onto a parallel track, where there is only one person tied to the track. Do you flip the switch?



Most people answer yes, as basic utilitarianism recommends. The trolley problem becomes interesting if we slightly change the scenario. Imagine the same trolley running out of control and the same five people tied to the track. You are now on a bridge over the track with a fat man. You realize that if you push the fat man down the bridge onto the track, his weight will stop the trolley and save the life of the five persons. The question is, Do you push the fat man over the bridge? As one might expect, people are much less quick to make utilitarian judgments in this case and usually refuse to harm the innocent fat man. The difference between the two scenarios needs an explanation, as the stakes are exactly the same in both cases: sacrifice one to save five. Trolley problems have been run experimentally in numerous variants (for a review, see Hauser 2006: 112–131). The bottom line is this: harm cannot be blameworthy if it is only the foreseen consequence of an action intended to cause a greater good (flipping the switch and diverting the trolley). On the other hand, one is more likely to be blamed for harm if the harm is used as a means to a greater good (pushing the fat man over the bridge). This insight should sound familiar to moral philosophers, as it resembles strangely the principle of double effect, formulated by Thomas Aquinas eight centuries ago. The experiments reported in this section show that both intentions and outcomes matter in permissibility judgments and that judgments of praise and blame follow different routes. We sometime assign blame solely on the basis of the outcome and disregard the intention (e.g., 36
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drunk driving). A blameworthy outcome can even be considered the result of an intentional action if it was foreseen (Knobe effect). On the other hand, an outcome may not be blameworthy if it is the foreseen consequence of an action intending a greater good, but it remains blameworthy if it is a means to a greater good (double effect). The asymmetry with praise is important. Although the outcome is often important, we never assign praise on the sole basis of the outcome. In the earlier case, the chairman of the board knows that her decision will have a beneficial impact on the environment. Nevertheless, the fact that the good consequence is foreseen is not sufficient to assign praise nor even to describe the outcome as intentional (Knobe 2006). Intention is always needed and usually takes the form of “trying”: If one does not try, one deserves no praise. Conversely, trying to realize a norm can be praised, even if the action fails. We praise German officers for their conspiracy to assassinate Hitler, even though they failed. That is where Kantian philosophers are right: “Intention” matters. As revealed by the trolley problem, permissibility judgments become more intricate in conflict situations in which there is no way to avoid harm. People tend to hesitate between utilitarian and deontological considerations, depending on how the problem is framed. In the next section, we examine in more detail complex normative judgments and, more precisely, how people question and eventually revise their preference for social norms. 1.5 FROM CONVENTIONS TO MORALITY?



I noted earlier that conforming to norms implies, on the one hand, a cognitive mechanism that categorizes permissible, obligatory, and forbidden actions and, on the other hand, motivational mechanisms that drive behavior. I also argued that the motivational and cognitive mechanisms underlying gaze following and joint attention are foundational for normative learning in toddlers. Positive sanctions elicit a reward mechanism (pleasure), whereas negative sanctions elicit an aversive reaction (pain). This means that every action or sequence of actions can be the object of normative categorization, paving the way, at least in principle, for infinite variation in human culture. Anthropologists have always debated the question of how much variation can be found among human moral systems. The question has recently regained interest among moral philosophers and cognitive anthropologists. At first glance, it is hard to deny that, despite huge 37
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variation, human cultures share many features in common. For example, no moral system recommends that people break their promises or hurt others without reason. In the beginning of the 1980s, psychologist Elliot Turiel and his colleagues designed a set of experiments to study moral development in children (Turiel 1983). At that time, the leading theory in moral development was that of Lawrence Kohlberg (1981), according to which children go through three levels of moral development: (1) a preconventional level, when children respond in a self-interested way to sanction and reward; (2) a conventional level, when children learn to conform to rules and respect the social order; (3) and finally a postconventional level, when children develop contractualist and universalist reasoning. The objective of Turiel and his colleagues was to show that children as young as 4 or 5 years old are not reasoning in a preconventional manner, but are already fully inside the moral world. In typical experiments, they asked children to make simple permissibility judgments, such as “Is it okay to hit another child?” or “Is it okay to eat lunch with your fingers?” (Turiel 1983: 55–63). The interesting findings came when the experimenter asked further questions: Would it be okay to hit another child/eat lunch with fingers (1) if the teacher says that it is okay? or (2) if you are in a country where people think that it is okay? Turiel realized that children were much more prone to reason in a relativistic manner about eating lunch with their fingers than about hitting another child. According to Turiel, these experiments showed that children grasp the difference between “conventional” and “moral” norms, the latter being predominantly connected to harm. The distinction between conventional and moral rules has generated a huge literature in anthropology, psychology, and philosophy that I am not going to discuss in detail here. However, one question is significant for my point: the importance of understanding how emotions and normative expectations are encoded in different cultures and how they contribute to variability. At the emotional level, humans are capable of recognizing pain and distress in others and of empathizing with these emotions. This capacity develops early in children and does not require sophisticated mind reading. Children also develop at an early age a specific form of concern that brings them to respond to distress cues by adopting a comforting behavior. For instance, a child as young as 2 will offer her beloved doll to comfort her mother when her mother has just hurt her foot, an indisputable confirmation that comforting behavior does not require high-level mind reading and perspective-taking ability 38
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(the child apparently does not understand that the doll has no prima facie pain-relieving effect from the point of view of the mother). Philosopher Shaun Nichols (2004) argued that children’s emotional response to harm in others (personal distress and concern) is responsible for the specific signature of moral norms in Turiel’s studies. His idea is that the violation of some norms elicits strong affects – such as personal distress or concern – that give to these norms more weight in moral reasoning. The distinction between moral and conventional norms would then be a side effect of the fact that some norms are backed by stronger affects than others. Kelly et al. (2007) have shown that Turiel’s assumption that harmrelated violations are deemed wrong independently of authority and culture does not hold in several situations. For instance, about half of their subjects considered that whipping a drunken sailor was okay 300 years ago, compared to only about 10% who found it acceptable today. Similarly, 44% considered that it would be okay to spank disobedient children if it was not prohibited, and 58% said that it would be okay to physically abuse elite American commandos as part of their training. These results cast doubt on the idea that observing harm directly leads to universal and authority-independent condemnations. Yet they do not necessarily threaten Nichols’ interpretation that emotions give more weight to some norms in moral reasoning. In the scenarios of Kelly et al. (2007), harm is either inflicted across a temporal or cultural boundary (whipping) or as a means to a greater good (spanking, physical abuse of trainees). Both temporal/cultural distance and teleological thinking are likely to be inhibiting empathy for the harmed person. A related challenge is to explain why normative violations that seem to have no connection with harm can generate judgments of universality and authority independence. In a classic study conducted in India and in the United States, anthropologist Richard Shweder and colleagues (1987) questioned the distinction between moral and conventional norms. As expected, Americans and Indians agreed on the morality of many norms: one should not “ignore the victim of an accident,” “break a promise,” “kick a harmless animal,” “steal flowers,” “have sex with one’s brother/sister,” etc. In all these cases, informants agreed that the norms were not context dependent: their validity did not vary as a function of time and place or the desires of an authority. As expected, Indian informants also agreed on a whole set of norms that are totally foreign to western tradition: “Widows should not eat fish,” “Menstruating women should not cook,” “Women should not wash the 39
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plates of their husband’s elder brother,” “One should not marry out of status,” etc. What is intriguing is not that Indians judged these things to be wrong – ethnography has long made us familiar with exotic taboos – but that they did not judge these norms to be context dependent or conventional, as Turiel’s theory might suggest. Many of these violations, however, are likely to elicit a strong reaction of disgust. Every culture encodes a certain number of practices as disgusting and tends to prohibit them. These practices often (but not always) involve the exchange of bodily fluids. In both Brazil and the United States, for instance, Jonathan Haidt and colleagues (1993) found that people sharply recoiled from the idea that one could “have sex with a dead chicken,” and many believed that one should be punished for doing this. Interestingly, individuals of high socioeconomic status were much less prone to condemn this practice, especially in the United States. In another study, Shaun Nichols (2002) asked if it was okay for a dinner guest “to snort and spit into his glass of water and then to take a drink.” He found that American participants’ reprobation was independent of authority, although adults – unlike children – acknowledged that the action might be okay in another culture. In sum, part of normative cultural variation is based on the way actions are categorized as disgusting or not. The more the transgression of a norm elicits disgust, the more the validity of the norm tends to be considered independent of authority and to be generalizable to other cultures. This principle probably underlies many sexual and alimentary taboos that cannot easily be categorized as harmful to anyone. This might be because the emotion of disgust gives more weight to the norm in practical reasoning, as suggested by Nichols (2002, 2004), or because the intentional triggering of disgust in others is understood as harmful (Royzman, Leeman and Baron 2009). Second, there are situations in which disgust and harm-related emotions support each other in the prohibition of a practice. We can think of “polluting acts” in which one threatens the purity/property of other persons by adopting a disgusting behavior. Taboos surrounding menstruating women are obvious examples. If menstruating women are categorized as “polluted” – as is the case in numerous cultures – it is reasonable to consider their cooking as a polluting – and thus harmful – act (Baumard 2007). In the same vein, if virginity is associated with purity, it is reasonable to consider having different sexual partners before marriage harmful to the fianc´e. In both cases, a disgusting act is all the more strongly forbidden because it risks polluting others. 40
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Third, variation among cultures depends on how harm is associated with actions. Slapping a person in the face without reason is universally forbidden because it can be unambiguously categorized as harmful, but that is not the case with all actions. In traditional Christian cultures, nudity is taken to be offensive to God. However odd this idea may sound to atheists, it certainly strengthens the proscription of nudity among God-fearing people. Similar reasoning can be found in nonwestern cultures. Anthropologist Rita Astuti (2007) reported how respect for ancestors gives a clear moral signature to the taboos (faly) of the Vezo people in Madagascar. At first sight, one does not understand how “killing and eating dolphins,” “keeping sheep or eating their meat,” “selling sea turtles,” “keeping lemurs as pets,” or “laughing when eating honey” can be harmful to anyone. The picture becomes clearer when one learns that faly are ancestral prohibitions and that obeying them is a way of respecting one’s ancestors and avoiding their wrath. Vezo faly may not be good or bad per se, but not respecting them would certainly cause harm to ancestors (Baumard 2007). In short, God-fearing and ancestor-fearing peoples only differ from atheists when it comes time to decide who can be affected by harmful actions. Even among atheists, however, it is not always easy to map harm onto actions. Think of norms that command investment in public goods games – do they belong to morality or convention? There is a clear sense in which players who opt for a selfish course of action deprive other players of the benefits of cooperation. It is then reasonable to assume that selfish behavior indirectly triggers concern for the player who is being taken advantage of. However, such an emotional response depends on our capacity to represent the outcome of the interaction abstractly, and we should thus expect the response to be weaker than when confronted with someone being physically harmed. Moreover, the distinction between morality and convention is often blurred by the fact that many conventional norms are instrumental in increasing cooperation. From this point of view, their violation can be judged morally wrong because the destruction of the benefits of cooperation indirectly harms others. The universalization process that many philosophers see as the basis of morality is one instance of how we practically bridge the gap between convention and morality. We can figure out fairly intuitively what would happen if everybody stops following one rule, and in fact, much of our daily moral reasoning deals precisely with that. One consequence is that different moral codes are privileged depending on how cooperation 41
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is organized in different societies. The most striking example is the importance of the rules surrounding sexual access in modern versus traditional societies. Sexual behavior can be strictly controlled in traditional societies in which kinship structures play a prominent economic role and are essential to one’s social security (think of rules preventing contact between teenage girls and boys or of rules commanding honor killing or stoning in cases of adultery). In contrast, sexual access rules are relaxed in modern societies where universal welfare systems protect everyone against the risks of sickness, old age, and extreme poverty. Our ability to take into consideration the benefits of cooperation when judging the morality of an action explains how fiscal fraud could have come to be considered a more serious moral breach than adultery in many modern societies. Some authors have argued recently that our moral judgments are based on a universal moral grammar (UMG), comparable to the universal grammar imagined by generative linguists (Hauser 2006; Mikhail 2007). The comparison is mostly motivated by the fact that we are able to generate an infinite number of moral judgments – an ability that mirrors the generative character of language and justifies the use of the poverty of the stimulus argument in the moral domain – coupled with the fact that we are often incapable of explaining the reasons for our strong moral judgments, which has been called “moral dumbfounding” and is similar to our inability to justify our judgments of grammaticality. The UMG hypothesis is attractive, but I am not convinced that it helps us get to a very deep understanding of our moral faculties. The categorization processes, emotional responses, and conflict resolution mechanisms underlying moral judgment have no obvious syntactic counterparts (Dubreuil 2008a; Dupoux and Jacob 2007). I will then refrain from using the comparison with universal grammar and summarize my argument about morality and culture in three points: 1. Norm following in humans is based on the ability to categorize actions as obligatory, forbidden, or permitted. This categorization process relies on mechanisms that develop early in toddlers and permit (and motivate) joint attention to objects and events. 2. When children begin to learn norms, they assume intentions and outcomes to be more or less consistent. Older children understand that intentions and outcomes can conflict, and they can generate elaborated moral judgments in which (a) foreseen harm
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is considered intentional and deserves blame (the Knobe effect); (b) unforeseen harm deserves blame if it results from risky behavior; and (c) foreseen harm does not deserve blame if it is a consequence of an action that aims at a greater good, but deserves blame if it is a means to a greater good (the double effect). 3. Early on, children judge that some norms are not authority dependent and also apply to other cultures. The transgression of these norms triggers disgust or harm-related emotions (personal distress and concern). Most variations among moral codes can be accounted for by considering how disgust is associated with specific situations or actions, as well as which behaviors are considered harmful.



1.6 NORMATIVITY IN THE BRAIN



At this point, we should have a pretty good idea as to how norm following and sanctioning function in humans. Our analysis, however, has been limited to functional concepts (pleasure, motivation, categorization) as they are studied by psychologists. It is essential to keep in mind that in any materialist research program we should expect these functions to correspond to brain structures and processes. Unfortunately, in the current state of science, it remains impossible to explain exactly how one particular rule (“thou shalt not kill”) is realized in the brain, just as it is impossible for neurolinguists to identify exactly how our neurons can produce something like the Finnish case system (Jackendoff 2007). This note of caution should not discourage us from undertaking neurological research on norm following and sanctioning. In fact, many encouraging results are already available, and our knowledge is rapidly expanding. Current research mostly associates cognitive functions with areas of the brain and, therefore, provides hints regarding the neural architecture involved in following and sanctioning social norms. This section proposes an overview of this architecture. It does not go very deep into the details, but I hope it will suffice to help the reader understand the discussion on the evolution of the brain that I present in the following chapters. A good place to start is the distinction between the structures that process basic affects – like fear, anger, disgust, and pleasure – and those that realize the higher cognitive functions of integration, planning, conflict
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figure 1.3. Regions of the social and normative brain. Regions: anterior insula (AI), anterior cingulate cortex (ACC), dorsolateral prefrontal cortex (DLPFC), inferior frontal gyrus (IFG), intraparietal sulcus (IPS), medial prefrontal cortex (mPFC), orbitofrontal cortex (OFC), posterior superior temporal sulcus (pSTS), temporoparietal junction (TPJ). Adapted with permission from S. J. Blakemore (2008), The social brain in adolescence. Nature Reviews Neuroscience, 9(4): 268. Copyright (2008) Macmillan Publishers Ltd.



detection, and inhibition (see Figure 1.3). The first are part of the limbic system and are located in older parts of the brain. Among these structures, we should mention the following: r the amygdala, associated with fear and other negative emotions r the anterior insula (AI), associated with painful or disgusting experiences, but also with the integration of information about the self r parts of the basal ganglia, such as the nucleus accumbens (associated with reward, pleasure, and addiction) and the caudate nucleus (associated with memory and feedback processing) In contrast, higher cognitive functions are concentrated in newer parts of the brain, predominantly in the prefrontal, parietal, and temporal cortices. The most important structures for our discussion are the following: r the dorsolateral prefrontal cortex (DLPFC), involved in working memory, attention, and inhibition 44
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r the orbitofrontal cortex (OFC), associated with integrating sensory information, affective value, and social emotions r the anterior cingulate cortex (ACC), involved in error and conflict detection r the medial prefrontal cortex (mPFC), whose ventral part (vmPFC) is involved in evaluating risks and integrating costs and benefits, and whose dorsal part (dmPFC) is closely associated with the processing of social emotions and mental states Along with the mPFC, several other cortical areas are also robustly linked to the understanding of intentional actions and mental states, including the following: r the inferior frontal gyrus (IFG) and the intraparietal sulcus (IPS), activated by the observation and execution of intentional actions (often presented as the mirror system) r the posterior superior temporal sulcus (pSTS), elicited when observing biological motions and reading intentions from them r the temporoparietal junction (TPJ), associated with higher theory of mind and perspective taking Although it makes sense from an ontogenetic, phylogenetic, and architectural point of view to distinguish between lower and higher level structures, there is no question that both kinds of structures could not function if they were not extensively connected to one another, as well as to other structures associated with perception and motor control. For instance, the simple fact of sharing one’s attention with someone activates the ventral striatum, the part of the basal ganglia in which the nucleus accumbens is located, at the core of the brain’s reward-processing system. It also activates the medial prefrontal cortex (mPFC), which realizes the more cognitively demanding function of representing emotional states and communicative intents (Schilbach et al. forthcoming). Similarly, successful cooperation in a prisoner’s dilemma game activates both limbic structures associated with reward processing (the nucleus accumbens and the caudate nucleus) and cortical areas associated with the integration of social information and risk assessment (the ventromedial frontal cortex, the orbitofrontal cortex, and the anterior cingulated cortex; Rilling et al. 2002). This activation pattern 45
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indicates that successful cooperation is rewarding and rather demanding cognitively. Neurological data can also give hints about the process underlying punishment. For instance, in the UG, insufficient offers activate both subcortical areas associated with disgust and other negative emotions (the anterior insula) and also cortical areas, suggesting the presence of a conflict (the anterior cingulate cortex) and an attempt to overcome this conflict through inhibition and goal maintenance (the dorsolateral prefrontal cortex; Sanfey et al. 2003). In this case, this activation pattern coincides with subjects trying to hold in mind the cognitive goal of accumulating money while being tempted to realize another, more visceral, goal: rejecting an unexpectedly low offer. Even though rejection results from a negative emotion, this does not mean that punishment cannot be pleasurable. De Quervain and colleagues (2004) have shown that effectively punishing a defector activates the caudate nucleus (implicated in reward processing). In other words, punishment is motivated by a negative emotion, but punishing itself is a goal-directed action that brings its own pleasure. In my discussion of punishment, I argued that there was an asymmetry between the willingness to punish and the sensitivity to sanction. Punishment is essentially caused by anger, an emotion that appears when one receives less than expected, whereas sensitivity to sanction is based on guilt, an emotion that appears when one behaves unfairly. As we expect there to be certain deviations from norms of fairness, guilt is more pervasive than anger, and this asymmetry may be essential for punishment to be beneficial to cooperation. However, this argument is based on introspective data, which are sometimes unreliable. Is there any neurological evidence in favor of the asymmetry between punishing and being punished? One way to test this is to look at what is going on in the brain when the possibility of being punished leads one to comply with a norm of fairness. Spitzer and colleagues (2007) attempted to do precisely this in a variant of the UG. At the lower level, the activation of the insula suggests the presence of a negative emotion stemming from the anticipation of punishment. At the higher level, complying with norms activates areas such as the right (but not left) dorsolateral prefrontal cortex, suggesting that subjects have to inhibit a prepotent selfish response. More interestingly for our case, norm compliance coincides with the activation of the orbitofrontal cortex, which is essential for the integration
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of social information and correlated with negative social emotions like guilt (Takahashi et al. 2004). Imaging studies can also give us an idea of the way in which moral dilemmas coincide with neural conflicts. For instance, Greene et al. (2004) described reasoning in the trolley problem as a dual process in which deontological judgments (do not kill one to save five) are grounded in strong emotional responses, whereas utilitarian judgments (kill one to save five) are associated with higher cognitive processes. Indeed, they showed that utilitarian judgments coincide with higher activation of the dorsolateral prefrontal cortex, which is associated with cognitive goals and inhibition of prepotent responses. These results suggest a revision of a certain philosophical picture, according to which deontological judgments are considered to be the quintessence of highlevel moral cognition. In fact, it is utilitarian reasoning that requires the most cognitive control in trolley problems, whereas deontological judgments result from a visceral emotional reaction. This two-level picture (reason vs. emotion) is nevertheless complicated by the fact that emotional and cognitive processes are related in many ways, and some areas of the brain are directly active in mapping values with representations. For instance, the ventromedial prefrontal cortex (vmPFC) plays a role in modulating preferences by evaluating risks, as well as the costs and benefits of action (Damasio 1994). Patients with damage to the vmPFC thus show atypical emotional reactions. When they play the UG, for instance, they are more emotional than are healthy subjects, rejecting insufficient offers more often (Koenigs and Tranel 2007). In contrast, when they face difficult moral dilemmas like the trolley problem, they are more prone to making utilitarian judgments, suggesting a lower emotional sensitivity (Koenigs et al. 2007). These results pose a problem for any theory opposing reason and emotion too dramatically. How can damage to the vmPFC make people more emotional in some cases (the UG) and less in others (the trolley problem)? The answer might be that other-regarding social emotions (like personal distress, concern) need to be modulated by the vmPFC, whereas aversive emotions like anger do not (Moll and de OliveiraSouza 2007). In this case, a damaged vmPFC would prevent both the integration of future benefits (in the UG) and the emergence of otherregarding emotions. This view is supported by what we know of patients for whom moral judgment does not function properly: psychopaths. Two of the
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core symptoms of psychopathy are the dysfunction of socio-emotional responses (guilt, empathy) and increased antisocial behaviors (impulsivity, instrumental aggression). Among other things, psychopaths are rather bad at distinguishing moral from conventional norms, although they are able to make appropriate permissibility judgments (Blair 1995). To put it bluntly, they understand that “hitting another kid” and “eating with your fingers” are both forbidden, but they struggle to understand that one norm is more important than the other. Neurological studies have identified the core areas that seem to be dysfunctional in psychopaths: the amygdala, as well as the orbitofrontal cortex and the ventromedial prefrontal cortex. On the one hand, the amygdala is crucial for stimulus-reinforcement learning and for categorizing objects and events as good or bad. According to Blair (2007), the amygdala sends reinforcement expectancy information to the OFC and vmPFC, which represent the outcome. The dysfunction of this system would make it difficult for psychopaths to respond normally to distress in others and thus would impair their moral development and socialization. A final point to complete this brief overview of the neural basis of norm following and sanctioning is connected with the way we assess complex situations in which intentions conflict with outcomes. We saw earlier that we consider both intentions and outcomes in deciding to blame or praise. The doctor who kills his patient while trying to save his life deserves praise, whereas the one who saves his patient while trying to kill him deserves blame. We are able to make such distinctions because we have what psychologists call a complex “theory of mind”; that is, the capacity to understand that others can have mental states that conflict with ours. I discuss theory of mind and its evolution more thoroughly later (Sections 2.2, 3.6.1, and 3.6.2), but I want to stress right now that this capacity is required to process complex moral situations, especially those in which intentions conflict with outcomes. Processing such conflicts implies that we abstract away salient features of the situation (the negative outcome) and that we reach a stable representation of others’ perspectives on the event (their good intentions). The fact that preschoolers tend to assume that outcomes and intentions are consistent can be explained by the relatively late development of full-fledged theory of mind and perspective taking (around 4 or 5 years of age, depending on the cognitive load). At the psychological level, theory of mind relies heavily on domain-general cognitive skills like attention and inhibition, but also on the capacity to hold in mind different perspectives on objects (Perner et al. 2002). At the 48
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neural level, it goes beyond the basic network that we use to understand intentions and goal-directed actions (the inferior frontal gyrus, the intraparietal sulcus, and the posterior superior temporal sulcus). It also depends closely on the activation of the medial prefrontal cortex and the temporoparietal junction (Saxe and Kanwisher 2003; Saxe and Powell 2006). Although the specific organization of this last area has been widely debated recently, we know that it plays a central role in moral reasoning and especially in situations of conflict between intentions and outcomes (Young et al. 2007). In Sections 3.6.1 and 3.6.2, I argue that full-fledged theory of mind and perspective taking evolved late in the human lineage with the emergence of behaviorally modern Homo sapiens. If this argument is correct, it means that, although norm following may have evolved early in the human lineage, the ability to disentangle intentions and outcomes in complex situations is specific to modern Homo sapiens. To recapitulate, norm following and sanctioning rely on structures distributed across many areas of the brain. Among these structures, some are primarily active in processing basic affects like disgust, anger, fear, or pleasure. Others, like the orbitofrontal and the ventromedial prefrontal cortex, are essential for integrating information about values and outcomes to produce usable social and moral knowledge. Further structures like the anterior cingulate cortex and the dorsolateral prefrontal cortex are involved in higher cognitive control processes, such as conflict monitoring, inhibition, selective attention, and conflict resolution. In the next chapter, I use this simplified cognitive neurological portrait to explain the evolution of norm following and sanctioning in the human lineage before Homo sapiens. Uniquely human social emotions provide the foundation for norm following and sanctioning, and the reorganization of the prefrontal cortex makes it possible for humans to stick to social norms and other abstract goals in the face of competing motivations. CONCLUSION



The aim of this chapter was to offer an overview of the affective and cognitive mechanisms that interact to produce norm following and sanctioning in humans. To be sure, I do not pretend to have provided an exhaustive picture of normativity and of its cognitive and neural underpinnings. My objective was simply to set the table for the argument to be presented in the next chapters. 49
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The main conclusion to be drawn from this chapter is that, although humans arguably have a passion for equality, this passion alone is not sufficient to explain the presence or absence of hierarchies and inequalities. Egalitarian social arrangements must build on what Boehm (1999: 66) called an “egalitarian ethos,” which is culturally constructed and transmitted and does not straightforwardly result from our passion for equality. This does not mean that equality does not matter per se. People arguably have a certain preference for equality, which, at the level of cultural evolution, might create a bias in favor of more egalitarian social organizations, albeit indirectly by making cooperation among equals more efficient. However, because our egalitarian motives are limited in intensity, action often comes under the influence of more powerful passions: lust, greed, fear, or hatred. Consequently, the emergence of egalitarian social outcomes depends on other factors that are not directly connected with equality, such as the various motivational and cognitive mechanisms related to social norm and sanction. It is the objective of the following chapters to explain not only how these mechanisms evolved in the human lineage but also how they constrain the evolution of human society in such a way that egalitarian social arrangements obtain in some societies but not in others.
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2 REVERSING DOMINANCE HIERARCHIES



human capacities for norm following and sanctioning depend not on a single but on a plurality of cognitive and motivational mechanisms. As I see it, a natural history of hierarchies explains how hierarchical or egalitarian social outcomes relate to the biological evolution of these mechanisms. In this chapter and the following, I argue that social norms and sanctions as we know them in modern Homo sapiens result from a few significant cognitive changes in the human lineage and that these changes led to the elimination of dominance hierarchies as they exist in nonhuman primates. To make my point, I first need to explain what dominance hierarchies are (2.1) and how their existence must be understood within the context of nonhuman primates’ social cognition (2.2) and affiliative behavior (2.3). I then describe the mechanism of joint attention, which is specific to humans, and explain how it gives rise to the normative expectations discussed in the previous chapter (2.4). This comparative discussion is not meant to suggest that nonhuman primates can be taken as a portrait of our last common ancestors with them. My point is simply that a trait shared by two related species – biologists qualify such traits as “homologous” – has a high probability of having been present in their last common ancestors. In the last two sections, I delve into the archaeological data to identify major behavioral changes since our last common ancestor with chimpanzees and other apes (2.5). This step is rarely taken by evolutionary psychologists interested in the evolution of human culture and sociability, who are content with opposing apes and modern humans and rarely take advantage of the archeological data. The reasons for this may be that the evidence concerning the social life of extinct hominins is hardly ever univocal and that mapping behavioral changes onto cognitive ones is easier said than done. 51
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Nevertheless, I argue that the bulk of the evidence speaks in favor of the two-step evolutionary scenario that I present at the end of the chapter (2.6). This chapter stops before the emergence of modern Homo sapiens. The reason for this should be clear by the end of the chapter: I argue that the reversal of dominance hierarchies was completed before the emergence of anatomically and behaviorally modern humans. The next chapter is dedicated to Homo sapiens; there I argue that the cognitive revolution associated with this species allowed hierarchies to reappear progressively in a novel guise. 2.1 DOMINANCE HIERARCHIES



Dominance hierarchies are everywhere in the world of primates. They can be recognized on the basis of stereotypical displays, gestures, vocalizations, facial expressions, and postures of both dominant and subordinate individuals. Novice primatologists can recognize easily most of these behaviors. This is not to say, however, that dominance hierarchies are somehow hard-wired in the primates’ brain. If the attitudes associated with dominance and submission are easily recognized, making sense of the whole structure of a particular primate society is often more scientifically challenging. Dominance relationships are the outcome of the interaction among multiple social and biological variables. For instance, the presence of powerful allies can suddenly moderate submissive responses in lowranking individuals. In some species, like chimpanzees, dominance hierarchies are mostly linear – such that if A is dominant to B, and B to C, then A will be dominant to C – whereas in others, as in female patas monkeys, they are fuzzier and show signs of nonlinearity. Moreover, dominance hierarchies in one species can be tighter in one sex than in the other. They can also be supplemented by hierarchies between kinship groups, as among female baboons. What may be hard-wired in dominance hierarchies are the stereotypical dominant and submissive displays and gestures present across the primate order and the drive to form dominance relationships. At the psychological level, one of the proximate mechanisms that explains this drive is stress avoidance. In primates, as in other social mammals, instability of rank is correlated with conflict, violence, and, consequently, higher levels of stress. There are therefore incentives for maintaining stable social relationships with clear expectations about everyone’s 52
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behavior. In this war against anxiety, not all primates are equal. Indeed, individuals at the bottom of the hierarchy experience stress to a much larger extent than higher ranking individuals, which provides a clear incentive to move up in rank (Bergman et al. 2005; Cheney and Seyfarth 2007: 56–7; Sapolsky 1992, 1993). Thus dominance hierarchies depend on two opposing tendencies: (1) to disrupt the established hierarchies to reduce the stress associated with low rank and (2) to restore hierarchies to reduce the stress associated with conflict. That is the reason why primates will await the right moment before contesting established hierarchies and will focus their attacks on declining individuals. At the level of natural selection, these opposed tendencies can be explained by the fact that primate groups are both cooperative and competitive units. They are cooperative because group cohesion is helpful against predators like leopards, lions, or hyenas. They are competitive because individuals, as in any species, are engaged in a competition to gain access to resources and mating opportunities. At the evolutionary level, the drive to raise one’s rank can thus be explained by sexual selection and by the reproductive edge of individuals at the top of the hierarchy. The social structure specific to any one species is determined by many factors, including the group’s actual and typical environment, its history and composition, the personality and temperament of its members, and their ability to keep track of different social relationships. A slight alteration in any of these variables is likely to provoke a spate of changes in the social structure. One radical instance is found in Cheney and Seyfarth’s (2007:163) report of what they have called the “Lord of the Flies incident” during their fieldwork with baboons in Botswana: One day, the adults crossed to another island, leaving almost all of the group’s juveniles stranded behind. (Interestingly, within a day the juveniles’ ranks had become completely size-dependent. The young offspring of high-ranking females who had previously been able to supplant juvenile females twice their size fell to the bottom of the hierarchy, while the older offspring of low-ranking females became dominant.)



In contrast to nonhuman primates, human societies show no dominance hierarchies. This claim might call for some justification. Are not hierarchies ubiquitous in human societies? Yes, and I discuss more thoroughly how they develop in Chapters 4 and 5. Yet it might be helpful to specify right now how they differ from dominance hierarchies found in nonhuman primates. Although aggressive and bullying individuals 53
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often reach the top of dominance hierarchies in nonhuman primates, they are normally kept in lower ranks by discipline and ostracism in humans. It is true that human hierarchies, just as nonhuman primate hierarchies, are often accompanied by inequality in access to resources between high-ranking and low-ranking individuals. However, this is not always the case in human hierarchies (in contrast with nonhuman primates), which can sometimes coincide with relatively strict wealth egalitarianism. Moreover, nonhuman primate hierarchies are based on stereotypical aggressive displays, gestures, and vocalizations by dominant and subordinate individuals. Hierarchies in humans frequently involve negative emotions such as contempt or disgust – for instance between nobles and commoners in stratified societies (Prinz 2007: 278– 279) – but rarely the kind of overt aggressive behavior found in nonhuman primates. Popular comparisons between humans and nonhuman primates occasionally draw our attention to the fact that, at a purely statistical level, the same kinds of individuals – namely, tall and strongly built males – tend to reach a higher status and to gain access to better resources in both human and nonhuman primates. Strictly speaking this is true. Height is largely correlated with socioeconomic status crossculturally (Ellis 1994), and tall human males indisputably have some advantage in competing for status and resources. Nevertheless, the causal nexus is not obvious. The statistical correlation between height and status does not tell us anything about how taller males interact with shorter ones. My own experience is that these interactions hardly ever involve overt dominance displays. This is not to say that stereotypical dominance displays, gestures, and vocalizations are absent in humans. Far from that. Humans typically exhibit dominance behaviors in all kinds of competitive or antagonistic interactions. Hockey games in Canada provoke behaviors among highly motivated fans that apes would easily recognize as dominance displays. The difference from nonhuman primates is that these interactions rarely lead to the creation of status hierarchies in which dominant and subordinate individuals can easily be told apart. In fact, there is no evidence of any connection between one’s place in the hierarchy and the ability to assert oneself through aggressive displays and vocalizations. The opposite is probably true. As most politicians intuitively understand, overtly craving power is unlikely to be a part of a successful strategy to gain power (Hibbing and Alford 2004). Moreover, if human hierarchies were based on aggressive assertion, the prevalence of interpersonal violence 54
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and aggression would be higher in large-scale hierarchical societies than among more egalitarian bands and tribes. However, that is very unlikely to be true. To give only one striking example, Knauft (1987) estimated the homicide rate among the Gebusi of Papua New Guinea at 568 for 100,000, compared to 5.9 for the United States in 2007 (FBI 2007). The case can also be made that the whole process of state construction in the West and elsewhere has been accompanied by a general refinement of mores and a reduced tolerance of interpersonal aggression (Elias 1982). The same disconnect between aggression and status can be observed in contemporary societies, in which high-ranking individuals are less expected to impose themselves through aggressive displays than are low-ranking individuals (compare the mores of academics with those of more marginal members of society). In addition, as we shall see in more detail in Chapter 4, most human societies control overtly aggrandizing individuals through the abilities underlying norm following and sanctioning. Anthropologist Christopher Boehm (1999) has coined the concept of “reverse dominance hierarchies” to describe the specifically human situation in which the most aggressive and violent individuals end up at the bottom of the hierarchy instead of at the top. The rest of this chapter should help us understand exactly when extinct hominins reversed dominance hierarchies and what happened to the human mind at that moment. 2.2 SOCIAL COGNITION



To live in groups, animals must have a certain understanding of the social environment in which they live. The most basic social ability is the capacity to discriminate conspecifics from other objects or living beings, and all social animals have some cognitive mechanism for doing that. In primates, obviously, social cognition goes much beyond the capacity to discriminate conspecifics. Most are able to recognize relatives (child/mother, brothers/sisters), grooming partners, individuals to which they are dominant or subordinate, as well as allies and enemies, and to adopt the appropriate behavior toward these individuals. Another interesting feature of primates’ social cognition is that they do not simply recognize the relations of others to themselves but also the relations that exist among other members of the group. For instance, mothers recognize not only their own children but also the specific relationships that exist between other mothers and their children 55
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(Dasser 1988). Similarly, nonhuman primates can recognize alliances, dominance relations, and matrilineal kin groups, at least in species like baboons in which there are hierarchical relations between these groups (Bergman et al. 2003; Bovet and Washburn 2003). Primates are not only talented at recognizing “who’s who” but also what others are up to. The question of mind reading in primates has been the subject of a lengthy debate among primatologists over the last 30 years. Premack and Woodruff (1978) coined the concept of “theory of mind” to describe chimpanzees’ social intelligence and their ability to understand the mental states of others. During the 1990s, the idea that nonhuman primates understand mental states was strongly discredited by experiments showing that chimpanzees, our closer relatives, were rather poor at understanding others’ visual perspectives. In a seminal experiment, primatologists Povinelli and Eddy (1996) showed that chimpanzees beg for food indiscriminately from an experimenter with a bucket over her head (and, thus, one who could not see the chimpanzee) and an experimenter with a bucket over her shoulder (and thus one who could see the chimpanzee). This experiment raised serious doubts about the possibility of “theory of mind” or “mind reading” – that is, the capacity to understand the mental states of others – in primates. However, the dominant view among primatologists has changed over the last decade. Most researchers now accept that apes and monkeys can recognize at least intentional or goal-directed action, even if they arguably have no explicit knowledge of others’ mental states (Cheney and Seyfarth 2007:174). For instance, apes are much more irritated when someone fails to perform an action because she is unwilling to perform it than when she is unable to do so (Call et al. 2004). The distinction between unwillingness and inability implies the representation of the action as goal directed. The idea that primates understand intentional or goal-directed actions has been further supported by what was perhaps the most notorious neurological discovery of the 1990s: the mirror neurons. Rizzolatti et al. (1996) identified a region in the brain of macaque rhesus that was activated both when the monkey was performing an action and when the monkey was observing another agent performing the same action. In humans, mirror neurons are thought to be located in the inferior frontal gyrus and the intraparietal sulcus (Van Overwalle and Baetens 2009). Mirror neurons have been said to underlie “imitation”
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because they map performance and observation of intentional actions (Iacoboni et al. 1999). More importantly for our point, they imply that humans and nonhuman primates categorize goal-directed action in self and others similarly. Despite these similarities, research has highlighted several contrasts between mind reading in humans and in nonhuman primates. They can be summarized in three points. First, apes and monkeys are not as good as adult humans at taking up the perspectives of others. Cheney and Seyfarth (2007: 154–155) reported one tragic example: In other contexts, there is little ambiguity about the perplexing failure of baboons to recognize the perspectives of others. When baboons cross from one island to another at the peak of the flood, they typically choose the shortest and shallowest route. If the flood is large, however, they are often forced to wade or swim for hundreds of meters. Young infants are carried ventrally and can be completely submerged for several minutes. Several years before we began our study, we were told, Sylvia’s [a female baboon] baby had drowned on a long crossing. . . . [Sylvia] acted as if she believed that, as long as her head was above water, everyone else’s head must be above water too.



Primates’ limited perspective-taking ability coincides with their limitations in complex mind-reading tasks. For instance, chimpanzees know what their conspecifics know, but they do not understand that others can have false beliefs about an object’s location (Kaminski, Call and Tomasello 2008). In the next chapter, I explain how the capacity to fully represent the point of view of others was central to the emergence of culture in Homo sapiens as we know it. Second, humans and nonhuman primates do not focus on the same cues in modeling goal-directed action. Chimpanzees rely most of all on body and head movement, whereas human children pay more attention to eye direction (Kaminski, Call and Tomasello 2004; Tomasello et al. 2007). Some primatologists have argued that this reliance on eye direction explains why eyes in humans are more salient and colorful then in other primate species (Kobayashi and Kohshima 2001). Third, and most important for my argument in this chapter, the motivations underlying mind reading in humans and nonhuman primates are not the same. Experiments suggest that chimps are more prone to understand intentional actions in competitive settings than in cooperative ones (Hare et al. 2000; Hare, Call and Tomasello 2001, 2006). For
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instance, in an experiment that has been replicated many times with both apes and monkeys, nonhuman primates prove unable to use the cooperative gestures of an experimenter as cues to locate food (Call, Agnetta and Tomasello 2000). By contrast, they are perfectly able to use similar cues if the experimenter is trying to reach the food herself in a competitive way (for review, see Cheney and Seyfarth 2007: 165–172). The difference with humans is striking. Between 9 and 14 months, children not only begin to track their parents’ gaze but also actively seek to share attention with them (Tomasello et al. 2005). Without these motivations, they would hardly have an interest in learning their first words, to say nothing of the most basic rules of etiquette. Further socialization and normative learning would be impaired. Thus, very early in human development, a motivational mechanism – nonexistent in nonhuman primates – seems to secure the attainment of collective goals by rewarding successful attention sharing (Tomasello 2007). 2.3 THE CEMENT OF PRIMATE SOCIETY



In the case of attention sharing and joint attention, the difference between humans and nonhuman primates is remarkable, but this does not mean that there are no social motivations common to both. One of the most elementary is based on the pleasure that humans and nonhuman primates take in touching conspecifics. Social grooming takes the form of massaging or stroking in humans, but the principle is the same as in primates: the repetitive rubbing of the skin releases endorphins that provoke a pleasant feeling of relaxation (Keverne, Martensz and Tuite 1989). In humans, the creation and reinforcement of social bonds between friends and allies are rarely based on social grooming. Massaging a business partner would hardly count as an appropriate sign of one’s trustworthiness; we typically do not take advantage of the relaxing nature of massages outside the immediate circle of our closer relatives and friends. Human stroking is usually limited to reinforcing bonds between lovers or between parents and their young children. Indeed, most adults cannot imagine how massaging or stroking could possibly improve the level of trust or friendship between them and their parents, brothers, and sisters. Primatologist Robin Dunbar (1996a) has suggested that the faculty of language evolved in hominins as a form of “grooming at a distance” 58
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to maintain bonds of trust more efficiently with a large number of allies. Of course, language can be compared to grooming only in a functional sense. Humans take pleasure in discussing (and even more so in gossiping!), and this shared pleasure reinforces feelings of trust. This does not mean, however, that the underlying pleasure is the same in both cases. At the basis of language, one finds the simple pleasure of sharing attention and of referring jointly to objects and events. In contrast, the pleasure of grooming is caused by an endorphin released by rubbing one’s skin. In primates, this very simple physiological principle seems to support a large part of the political structure and not only close kinship bonds (de Waal 1989). Creating an alliance often requires investing hours in removing ectoparasites and dead skin from your would-be ally. The fact that such investments do not exist in humans despite the existence of the same physiological capacities for pleasure implies that we prefer other strategies to create and reinforce bonds of trust. The pleasure underlying joint attention and the whole edifice of language is the best candidate as yet. Joking, gossiping, or taking part in other cooperative ventures with a person makes him or her more trustable to us. This is not to say that the pleasure of grooming is the only cement of primates’ societies, however. We should also mention the different pleasures related to reproduction and raising children. These include the pleasure that primates of both genders sometimes find in sexual intercourse, as well as the interest that (mostly) females have in taking care of children or the relaxing feeling associated with breastfeeding. These activities are pleasurable in all mammals, thanks in large part to similar and evolutionarily homologous mechanisms. As their advantages from the point of view of natural selection are both obvious and well studied, I am not going to discuss them in more detail. I focus instead on social preferences that appear in the context of interaction with unrelated individuals. In the previous chapter, I discussed the importance for cooperation of our negative reactions to (1) goal frustration (anger); (2) inequality, especially when it benefits others (envy); (3) distress in others (distress, concern); (4) violations of norms (guilt, shame, indignation); and (5) violations of norms beyond what is expected (anger). I now argue that our negative reactions to 1–3 are shared to a certain extent by nonhuman primates, but that negative reactions to 4 and 5 are specific to humans. My general point is that the broader scope of anger and the properly human emotions of guilt, indignation, and shame 59
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can be explained by the way joint attention transforms our social expectations. 1. Goal frustration: Nonhuman primates, just like us, get angry at others in a number of circumstances. Anger is an emotion that is mostly triggered when we expect a reward and our expectations are suddenly deceived. Because of its strength, anger can have a significant impact on social relations, as we saw in the previous chapter with human punishment. Consequently, it is of the highest interest for our purpose to determine what violations of expectation trigger anger in nonhuman primates. I mentioned earlier that chimpanzees get really annoyed when an experimenter is unwilling to give them a reward, but not when she proves unable to do so (Call et al. 2004). In other words, chimpanzees generally do not expect to encounter harmful intentions (at least not from experimenters who have always been nice to them), and they get angry when they do. Another study showed that chimpanzees get really angry when the food that they are about to eat is taken and eaten by a conspecific (Jensen, Call and Tomasello 2007). In such situations, they do not hesitate to punish the thief by destroying the stolen food. This experiment supports the idea that anger can cause a form of punishment in apes. Anger and costly punishment in humans share important similarities with what is found in apes. In the power-to-take game, and arguably in the ultimatum game, anger and punishment result from an unexpectedly harmful violation of a social norm. People get angry when they are treated more unfairly than expected. Yet there is a difference between apes and humans, and I argue later that it is based on the way social norms shape humans’ expectations. 2. Inequality aversion and envy: In humans, inequality aversion is difficult to assess in PGGs and UGs, because punishment can also be motivated by envy, which in turn is compatible with a biased point of view on equity. Nevertheless, I argued in Chapter 1 that the motivation to pay to equalize an income distribution, even in the absence of any cooperative issue, indicates the presence of at least some inequality aversion in humans (Dawes et al. 2007). But what about nonhuman primates? Brosnan and de Waal (2003) have argued that some inequality aversion also exists in capuchin monkeys. They designed an ingenious experiment in which two capuchin females could give a token to an experimenter 60
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in exchange for food. The experimenter had the choice between two kinds of food: a highly valued grape or a lowly valued cucumber. In one condition (equality), the experimenter was handing the same food to both individuals (either grape or cucumber). In another condition (inequality), the experimenter was giving the highly valued grape to one female and the lowly valued cucumber to the other. The results showed that capuchin females get angry when their conspecific receives better food for the same token and even tend to reject the lowly valued reward (the cucumber). This result is interesting because it means that anger can bring a capuchin female to refuse a reward, even if by doing this she imposes no losses at all on the other female (Hauser 2006: 397). The effect is not present in male capuchins and is not robust in different experimental settings (Silberberg et al. 2009). It has nevertheless been replicated with other species, such as chimpanzees, with the noticeable result that refusal is milder when individuals are socially close to one another (Brosnan, Schiff and de Waal 2005). These experiments do not show that aversion to inequality is similar in primates and in humans, however. Indeed, humans are sometimes ready to pay to equalize an income distribution even when they are among the top earners. Nevertheless, they show that primates are sensitive to the benefits of others and that their expectations are modulated by the social context: a reward that is valued in one condition (e.g., a cucumber) is no longer valued when a conspecific gets a better reward (e.g., a grape). At the same time, the fact that the primates exhibited no discomfort at getting a better reward indicates that their reaction is better viewed as envy than as inequality aversion. 3. Distress in others: Following Shaun Nichols (2004), I argued in the previous chapter that humans respond empathetically to pain and distress in conspecifics and that this response might explain why norms proscribing harm are usually more stable across cultures. Yet that does not mean that our response to pain in others is at all specific to humans. In a classic experiment, Rice and Gainer (1962) suspended a rat in the air in a stressful and uncomfortable position. When a conspecific had the opportunity to lower the suspended individual by pressing a lever, he did this immediately, supporting the idea that seeing a conspecific in pain or in distress produces some form of aversion in rats as in humans. In a similar study, Masserman. Wechkin, and Terris (1964) trained 61
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rhesus monkeys to pull two chains to receive a reward. One chain was associated with a reward half as big as the other, leading monkeys to use the more rewarding chain. Experimenters then altered the experimental setting in such a way that pulling the chain to get the larger reward also delivered an electric shock to a monkey in an adjoining cage. After seeing the shock, most monkeys switched to the less rewarding chain, and some stopped pulling the chains completely for days. Such responses have been described as a form of altruism, although it is more likely that rats and monkeys are simply trying to avoid the pain and distress that they experience when seeing pain and distress in others (Hauser 2006: 354– 355). There is no question that such a response is also present in humans. The negative responses to 1–3 show that many social preferences are not specific to humans. Both humans and nonhuman primates are angry when others display harmful intentions or receive better rewards, and both experience aversion to pain and distress in others. I now turn to social preferences that seem unique to humans. 4. Violations of norms: Human beings care for social norms, even for norms whose violation is not detrimental to them. In the previous chapter, I discussed how the violation of normative expectations elicits feelings of guilt in the person at fault and indignation in observers. There is no trace of such reactions among nonhuman primates. This does not mean that they cannot behave altruistically under certain circumstances. Just like young human children, chimpanzees are willing to help others complete instrumental actions (Warneken et al. 2007). Seeing another individual blatantly incapable of completing an action prompts helping behavior. There is no question that humans and chimpanzees are similar on that point, but two differences persist. First, altruism does not amount to norm following. The latter implies the capacity and willingness to perform acts that are categorized as “obligatory,” and not merely those that are useful to others. Second, altruism is much more limited in chimpanzees, who do not spontaneously deliver benefits to familiar individuals even when they can do so at no cost to themselves (Silk et al. 2005). The pleasure that humans take in giving to others – a feeling that is all the more intense when the reward is unexpected – seems to have no counterpart in nonhuman primates. It is true that nonhuman primates 62



Reversing Dominance Hierarchies



can under certain circumstances tolerate the theft of a portion of their food (de Waal 2000). In that case, however, the primate is not actively seeking to realize a social norm, but simply refraining from chasing a conspecific. The context in which theft is tolerated is telling of the underlying motivational mechanism: theft is more likely to be tolerated when the individuals are familiar or closely related, when they have previously taken part in a cooperative venture, when the reward is of low value, or when the tolerator is sated. In brief, primates are not angered when individuals they care about take objects of little or no value to them. 5. Violations of norms beyond what is expected: Humans experience negative emotions like guilt and indignation when people do not conform to their normative expectations. They also get really angry when people go too far and transgress norms beyond what is expected. I argued in the previous chapter that the emotion of anger – triggered when others go too far – was the best predictor of the decision to incur costly punishment, and not the milder emotion of indignation that appears when normative expectations are violated. Although chimpanzees respond with anger to harmful intentions in general, they do not seem to have normative expectations whose violation would elicit anger as in humans. In the UG, for instance, chimpanzees behave like pure Homo economicus: proposers have no problem making unfair offers, and receivers accept them stoically (Jensen et al. 2007). Unfair treatments simply do not make receivers angry. In this case, interestingly, classical game theory fares better in predicting behavior among nonhuman primates than among humans. Yet this is not a reason for primatologists to embrace the Pan economicus model, because nonhuman primates also share with humans many altruistic and less altruistic attitudes than do not square well with the idea of a self-interested agent.



2.4 HOW JOINT ATTENTION TRANSFORMS OUR EXPECTATIONS



Human social preferences differ significantly from those of nonhuman primates. Humans have a number of negative emotions (guilt, indignation) triggered by the violation of their normative expectations. Moreover, they also have expectations about how far people should respect norms, and they get very angry when these expectations are violated. 63
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I now argue that, at a minimum, human specificity can be seen as the outcome of the reward mechanism that motivates cooperative joint attention and, in a second step, of the cognitive control mechanisms that allow humans to stick to norms in the face of competing motivations. As I said earlier, cooperative gaze following and joint attention develop early in human infants (9–14 months), who take pleasure in attracting the attention of their parents to all objects that they find interesting (Tomasello et al. 2005). The reward mechanism underlying joint attention is instrumental in learning language and is absent in nonhuman primates (Tomasello 2007). My point is that its existence in humans provokes the emergence during child development of new sets of expectations on which social norms can build. First, human infants expect others to share their attention to things and events that they find interesting. They are happy when they succeed in attracting others’ attention and disappointed when they fail. Such expectations exist in adults too. As many philosophers have argued, we expect others (especially people who matter to us) to show interest in things that are important to us. Their unwillingness to do so is often understood as a form of neglect or disrespect (Honneth 1995; Taylor and Gutmann 1992). The complex feeling of self-esteem – although it does not develop until long after infancy because it requires the capacity for high-level perspective taking – is rooted in the capacity for joint attention. The second set of expectations that human children develop concern specific actions. Indeed, humans have the ability to share attention not only to physical objects but also to actions or events. Consequently, parents can draw the attention of children to stereotypical actions and attach a negative or positive sanction to them. This is basically what socialization is about: children learn through repetitive social sanctions that some actions are forbidden, permitted, or obligatory (Heath 2008: 67). At the most basic developmental level, for instance, an action will be categorized as forbidden if it is attached to a negative sanction in the context of joint attention (“don’t do this or you will be punished”). In the words of Cristina Bicchieri (2006: 94), the social norm appears as embedded into a script; that is, a “stylized, stereotype sequence of actions that are appropriate in this context, and it defines actors and roles.” At the neural level, as noted earlier, the socialization process arguably implies the integrated functioning of the amygdala, which is associated with the reaction of fear, and of the prefrontal cortex, in which complex 64
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social events are processed, costs and benefits of different actions are assessed, abstract goals are held in mind, and inappropriate responses are inhibited (Blair 2007; Koechlin and Summerfield 2007). This point is important for my discussion of the evolution of norm following and sanctioning in the human lineage. It suggests that this evolution involved both subcortical structures (associated with motivation) and cortical structures (underlying higher level cognitive tasks). I come back to this issue in Section 2.6. For the moment, I would like to stress that this picture of human versus nonhuman cognition does not mean that nonhuman primates are unable to attach negative or positive values to specific actions through social learning. For instance, low-ranking male chimpanzees quickly learn that getting too close to a female in estrus can make high-ranking males quite angry. They quickly understand that it is advantageous to sneak into the bushes to avoid punishment. Nonhuman primates also have all kinds of ritual gestures to signal their good intentions (de Waal 1989). Many of these gestures are the outcome of social learning. Nonhuman primates develop expectations about social actions, and these expectations contribute to shaping their social preferences. There is no question that a similar learning process shapes human expectations and social preferences. The difference, however, is that humans also develop a subset of expectations about actions that are sanctioned in the context of shared attention. This set of expectations can be qualified as “normative.” In everyday life, normative expectations are frequently contrasted with other behavioral expectations. For instance, women often expect their employers to be upset if they find out that they are pregnant, but they generally do not expect to be blamed by their employers for being pregnant. Similarly, in the powerto-take game described in the previous chapter, player B gets angry if player A takes more than expected, but not necessarily if A takes more than what B considers to be fair. Thus, humans’ behavior is powerfully shaped by social expectations that are not normative in nature (Bicchieri 2006). Philosopher John Searle (1995) has claimed that normative expectations in humans are distinctive in that they are “socially constructed.” In the framework presented here, constructing normative expectations socially implies sharing attention to the action while attaching a positive or negative sanction to it (see Rakoczy and Tomasello 2007 for a similar argument). In the socialization process, basic norms take the form 65
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of stereotypical actions and scenes to which sanction will be attached overtly in the context of joint attention. In that sense, norms are similar to other conventional concepts on which natural language is based (Seymour 2005). In the previous chapter, I argued that guilt and indignation were triggered by the violation of normative expectations. In contrast, the much more powerful emotion of anger is harder to elicit and only comes out when violations go beyond what is expected. This distinction should help us understand why chimpanzees – although they do happen to “punish” conspecifics that are frustrating their goal – behave like pure rational maximizers in UGs. Egoistic behaviors among them violate no expectations, normative or otherwise. Losing a reward they are counting on makes them angry, but they do not expect others to be interested in their welfare. Following norms, it should be noted, is not simply about correctly categorizing actions as forbidden, permitted, or obligatory. When they grow older, human children learn to disentangle complex situations that deviate from the stereotypical scenarios stored in their long-term memory. They learn to make nuanced judgments about situations in which outcomes are not consistent with intentions or obligations (Kalish and Cornelius 2007). Children also learn progressively to stick to norms in the face of competing motivations. In other words, they learn to give priority in decision making to normative over instrumental values (Heath 2008). This is often described in terms of patience, a virtue that allows children to delay gratification and so respect normative expectations. Exercising patience depends on higher cognitive functions – concentrated in the dorsolateral prefrontal cortex – such as the capacity to hold in mind abstract goals and to inhibit prepotent responses. This brief sketch of human and nonhuman primate social cognition should help us identify the changes that lie at the origins of normativity and sanction. These changes occurred at some point in the human lineage, and it might be possible to trace them in the archaeological record. My proposal is to focus on two specific features of human social cognition. First, humans create normative expectations thanks to the reward mechanism that underlies cooperative gaze following and joint attention. Second, they stick to normative expectations thanks to higher cognitive functions that allow them to integrate costs and benefits, to understand complex social stimuli, to hold in mind the appropriate goals, and to inhibit inappropriate responses. I thus propose to look in the archaeological record for behavioral transitions that can be explained by the 66
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emergence of (1) cooperative gaze following and joint attention and (2) higher cognitive functions. 2.5 PALEOLITHIC PUBLIC GOODS GAMES



Exploring the social life of extinct hominins has never been easy. Groups cannot be observed directly, and inferring social structures from archaeological and paleoantropological data is a hazardous undertaking. Yet, it is reasonable to assume that the emergence of the cognitive and motivational mechanisms underlying normativity and sanction would have had a pervasive effect on the social life of hominins. If this is the case, perhaps we can look at large reorganizations of social behaviors and see how they can be mapped onto the behavioral and neurological framework presented earlier. To begin, it is helpful to mention that reversing dominance hierarchies is basically a public goods game. As there can be only one alpha male or female, and as no individual usually has the power to remain at the top of the hierarchy for a very long time, a large majority of individuals are always in the losing position when dominance hierarchies exist. At the same time, however, every single subordinate individual has an interest in being kind to the alpha male to avoid harassment. From an evolutionary standpoint, it makes sense to assume that dominance hierarchies persisted in the human lineage as long as individuals lacked the motivational and cognitive resources needed to engage in the collective sanctioning of dominant individuals. The mechanisms underlying normativity and sanction provide a solution to the collective problem of dominance. However, because they are general social mechanisms, they also secure cooperation in many other areas of social life. If we find evidence in the archeological record that hominins began to produce new public goods, we might infer indirectly that they had successfully reversed dominance hierarchies. In the rest of this chapter, I explore available evidence of potential new public goods in the human lineage: ecological flexibility (2.5.1), diet shift (2.5.2), parental investment (2.5.3), parturition and secondary altriciality (2.5.4), restricted sexual access (2.5.5), and support for incapacitated individuals (2.5.6). The available evidence in favor of each case is scarce, but I think that by regrouping all the data it is possible to obtain an approximation of two major behavioral transitions. At the end of the chapter, I propose a cognitive framework to account for these transitions and the evolution of norm following and sanctioning. 67
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2.5.1 Ecological Flexibility The vast majority of primates, and all apes, live in tropical or subtropical forests. By contrast, modern humans can be found almost everywhere on the planet today. Our capacity to colonize new environments is so impressive that it becomes difficult to define exactly what the human niche is. Although it is not obvious at first sight, ecological flexibility can take the form of a public goods game under certain circumstances. Why? What is the public good, and how are we contributing to it? Changing from an old and familiar environment to a new and unknown one is risky. One has to discover new shelters and places to feed, adapt to a new diet, and face unfamiliar predators and dangers. All these risks are frightening, but can be managed efficiently in a group in which people are ready to pool risks. Where this happens, the group is transformed into a kind of insurance company. However, this transformation implies that members are able to control free riders and secure contribution to the public good. In other words, it implies that individuals are willing to share information about the new environment and to provide benefits to unlucky individuals. Although the problem is rather clear at the theoretical level, the archaeological data are more difficult to interpret. We know today that groups of Homo left Africa for Eurasia as early as 1.8 million years ´ 2003; Anton ´ and Swisher 2004). At that time, hominins ago (Anton could already be found in southeastern Asia on the island of Java and several thousands of kilometers from there in the Caucasus (Gabunia et al. 2000b; Vekua et al. 2002). The taxonomy of the first members of the genus Homo to leave Africa remains controversial. Some paleoanthropologists identify three different taxa – Homo ergaster in Africa, Homo georgicus in the Caucasus, and Homo erectus in East Asia (Tattersall and Schwartz 2001) – whereas others prefer to regroup these fossils into one polymorphic taxa (White 2003). The common practice among paleoanthropologists is to use the concept of Homo erectus sensu lato to speak of all these taxa taken together, and Homo erectus sensu stricto to refer to the branch found in eastern and southeastern Asia. The dispersal of Homo erectus sensu lato out of Africa does not in itself imply a higher ecological flexibility. Over hundreds of thousands of years, climatic change can induce the migration of whole ecosystems, from which the early dispersal of hominins could have partially resulted. At the archaeological level, it becomes difficult to 68
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decide whether hominins were migrating within their original niche or between different ones. Nevertheless, comparisons between large mammal faunal assemblages at early hominin sites support the idea that Homo erectus sensu lato was successfully adapting to different environ´ and Swisher 2004; Gabunia et al. 2000a). It is mental contexts (Anton thus reasonable to hold that by 1.8 million years ago Homo erectus sensu lato was living in environments significantly different from the one in which it evolved. In Africa itself, it was the first hominin to colonize hot, arid, and highly seasonal environments, and this is a sensible explanation for its lanky body and long limbs, comparable to that of the modern equatorial east African (Klein and Edgar 2002: 100). In itself the first dispersal out of Africa remains insufficient to show that a major shift in hominins’ sociability occurred. The reason is simple: Homo erectus evolved several adaptations that facilitated dispersal out of the traditional African niche. Chief among them was certainly modern locomotion. Although bipedality was already well established in australopithecines four million years ago, Homo erectus was the first hominin to stand in a full upright position, and his longer lower limb length allowed him to move his large body efficiently (Steudel-Numbers 2006). Yet Homo erectus was not only good at walking; he was also an evolved runner. Bramble and Lieberman (2004) have identified as many as 26 traits that enhanced the ability of Homo erectus to run, from changes in tendons and ligaments to structures preventing overheating and stabilizing the body. Because his morphology was designed for endurance running, Homo erectus was in a good position to expand his home range and disperse rapidly out of Africa. He may have had good reason to do so: compared to other hominins, Homo erectus was a giant. With an average weight of 57.7 kg (about the same as modern humans), he was about 50% larger ´ than Homo habilis (41.6 kg) and Australopithecus afarensis (37 kg; Anton, Leonard and Robertson 2002). A large body is useful against predators, especially in an open environment, but it also requires a larger food intake (Aiello and Wells 2002). This can be achieved by increasing the home range or by adopting a higher quality diet, including more tubers and meat. Homo erectus probably did both. Exclusive bipedalism in early Homo erectus probably came with another important change in the interaction of hominins with their environment. There are good reasons to think that earlier hominin populations, including australopithecines, were good climbers. Just like chimpanzees, bonobos, and orangutans today, they were probably building 69
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nests every night high in the trees for sleeping. For great apes (except gorillas who sleep on the ground), nesting provides protection against predators (Pruetz et al. 2008). The evolution of exclusive bipedalism in early Homo erectus probably implies that hominins stopped using nesting as a form of protection and began to sleep on the ground (Coolidge and Wynn 2009: 136–137). It is tempting to suggest that this important change also implied a greater reliance on group protection, which can also be understood as a form of cooperation. 2.5.2 Shifting Diet Anyone familiar with Jane Goodall’s movies and books knows that meat eating is far from exceptional in nonhuman primates. Chimpanzees enjoy hunting and devour their prey greedily. In no primate species other than humans, however, does the consumption of meat play a significant nutritional role. Of course, meat does not always play a role in the human diet. The ethnographic record on that point is as diverse as one can imagine (Leonard 2002). At one extreme, 96% of the traditional Inuit’s daily energy intake comes from animals. At the other, Quechua agriculturalists from Highland Peru get only 5% of their daily calories from animal foods. Most groups find their way between these two extremes, with !Kung hunter-gatherers obtaining 33% of their calories from meat and modern Americans at 23%. What is specific to humans is not that they eat meat, nor even that they must eat meat, but rather that they can use meat to increase the quality of their diet if needed. Once again, the flexibility of human behavior is striking. The importance of meat is not specific to modern humans’ diet. The discovery of a wooden spear dated at 125,000 BP between the ribs of a straight-tusked elephant in Lehringen in Germany provides evidence that Neanderthals were big-game hunters. The finding of three well¨ preserved wooden spears in Schoningen dated at 400,000 BP confirms that so was Homo heidelbergensis, their alleged ancestor (Dennell 1997; Thieme 1997). Isotopic analyses of Neanderthal’s collagen confirm that they behaved as top-level carnivores, hunting mainly medium to large herbivores (Richards et al. 2000). Determining the place of meat in the diet of earlier hominins is more difficult. Although it has long been taken for granted, the idea that during the Plio-Pleistocene (between 2.5–1.5 million years ago) hominins – Homo habilis and Homo erectus sensu lato – were active hunters has
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generated considerable debate during the last three decades. In a seminal work, Lewis Binford (1981) argued that bone accumulation in early sites might not have been caused by hominins. He described Homo erectus sensu lato as a marginal scavenger. Binford’s argument initiated a heated debate between the proponents of the scavenging and hunting models that lasted more than 20 years. The debate generated exciting research on skeletal part profiles found in archaeological sites in the hope of reconstructing early hominins’ patterns of access to meat (for a review of the debate and evidence, see Dom´ınguez-Rodrigo 2002; Dom´ınguez-Rodrigo and Pickering 2003; Plummer 2005). Although most sites remain controversial, the balance of the evidence suggests that Plio-Pleistocene hominins were active scavengers – chasing other carnivores away before they could consume the carcasses completely – and probably “had access to carcasses with substantial amounts of flesh” (Plummer 2005: 82). Nevertheless, the case for a significant dietary shift is more compelling for Homo erectus than for Homo habilis. Large concentrations of stone tools and modified bones appear only after 1.9 million years ago and are thus concomitant with the evolution of Homo erectus. Moreover, Homo erectus had a more significant reduction of enamel thickness, which suggests an increased reliance on stone tools and a capacity to shear and slice hard food (Ungar, Grine and Teaford 2006: 221). The capacity to switch to a higher quality diet is also a kind of public good. One feature of a diet high in meat protein is the more irregular nature of energy intake. Scavenging and hunting are both risky and costly in time. The probability of finding meat every day is low, and the risk of going to bed on an empty stomach is high. The interest of including meat in one’s diet thus increases if the risks associated with meat acquisition are pooled. This is all the more interesting because the lucky hunter may sporadically find more meat than he can consume before it goes rotten. To use the language of economists, large preys have rapidly diminishing marginal returns. Reducing the risks of food spoilage can be achieved through meat sharing, a practice that is ubiquitous and compulsory among modern hunter-gatherers (Gurven 2004a; Kaplan and Gurven 2005). In contrast, chimpanzees are not fond of sharing meat and mostly do so under pressure and harassment (Gilby 2006). The motivation underlying hunting and sharing in foragers has been the object of passionate debates in anthropology. Kristen Hawkes (1993)
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argued that the contribution to public goods is primarily motivated by the desire to gain attention from other members of the groups, as well as from potential mates and allies. From her viewpoint, being a good hunter is mostly about showing off for social and reputational benefits. Her argument built on data from Hadza foragers in Tanzania indicating that hunting is often a suboptimal strategy and that males’ contribution to the diet of their family and community would be more profitable if they focused on gathering instead. Hawkes’ argument correctly emphasizes that humans often advertise their contribution to public goods to gain reputation and that reputation can be profitable in the long run. Yet it does not refute the idea that large-game hunting and meat sharing are public goods games in which social norms help solve an assurance problem. First, it is not clear that large-game hunting does not contribute to an optimal dietary mix and that exchanges do not balance out in the long run (Gurven and Hill 2009). Second, and more important, if hunters were mainly interested in gaining reputation, they would not criticize others for contributing less, but would rejoice over their lower contribution. The fact that they do not rejoice indicates that they care about others’ contribution to the public good. This does not exclude mixed motives in the decision to contribute or not, but competition for reputation is probably a byproduct of the presence of the social norm valuing contribution to the public good in the first place. As with any assurance system, the institutionalization of meat sharing raises the problem of controlling free riders. To quote Robert Kelly (1995: 165), sharing “strains relations between people. Consequently, many foragers try to find ways to avoid its demands.” The motivational and cognitive mechanisms underlying norm following and sanctioning allow modern hunter-gatherers to deal with this problem efficiently. Yet is it reasonable to take meat consumption as evidence of the presence of these very mechanisms? I think it is, up to a certain point at least. The reason is that hominins likely switched only once to a food-sharing system, probably during the Plio-Pleistocene with Homo erectus sensu lato or, at the latest, during the Mid-Pleistocene before the emergence of Homo heidelbergensis. When a behavioral pattern is shared within one clade, it is parsimonious to assume that it is produced by the same proximate mechanisms. Let us thus accept that meat sharing is form of insurance system. This does not help us decide definitively at what point meat consumption grew in importance in the human lineage. One argument of interest is the “expensive tissue hypothesis” proposed by Leslie Aiello and Peter 72
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Wheeler in 1995. The two physical anthropologists reviewed evidence from modern humans and found that about 70% of our body basal metabolic rate is used to fuel a few organs: the brain, heart, kidney, liver, and gastrointestinal (GI) tract. They compared the mass of each of these organs in humans with that expected for a nonhuman primate of an equivalent size. They found that the human GI tract was 40% smaller than expected and contended that its reduction was made possible by a shift to a higher quality diet, arguably including more tubers and animal food. At the same time, the energy spared by a smaller GI tract could be reinvested to evolve bigger brains. On the basis of the body proportion of the Homo erectus skeleton from Nariokotome, they inferred that these changes were probably already in place 1.5 million years ago (Aiello and Wheeler 1995). Indeed, that skeleton is the first hominin to approximate modern humans’ trunk morphology, which contrasts with that of pongids and australopithecines (Ruff and Walker 1993). As with ecological flexibility, it seems thus reasonable to maintain that a significant change in diet occurred in early Homo erectus. The two changes were probably related to one another. As Peter Ungar and colleagues (2006: 221) argued, Perhaps then, early Homo, and especially H. erectus, had an adaptive strategy of dietary versatility. This versatility would have been advantageous in an unpredictable, changing environment or an environment dominated by many different microhabitats. Perhaps H. erectus was the first hominin to leave Africa because it was the first with sufficient dietary versatility to allow it to do so.



This is not to say that it was the only dietary shift in the human lineage. There is no doubt that the invention of cooking also transformed human subsistence strategy. Cooking makes meat easier to masticate and facilitates the digestion of various plants (Wrangham and Conklin-Brittain 2003). Yet evidence of cooking appears much later in the archaeological record. Some evidence of the use of fire exists in Plio-Pleistocene sites (e.g., burnt bones in Swartkrans in South Africa), but most researchers doubt that hominins achieved a habitual use of fire at this point in their evolution. The controlled use of fire in hearths probably appeared during the Mid-Pleistocene and was more or less concomitant with the emergence of Homo heidelbergensis (Goren-Inbar et al. 2004; James 1989). Similarly, it is only for Homo heidelbergensis that we have convincing evidence of extensive reliance on large-game hunting. As I explain later, 73
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this reliance must be related to a much broader change in the social life of Mid-Pleistocene hominins. 2.5.3 Investing in the Future Aiello and Key (2002) have argued that the shift to a higher quality diet would have been particularly important for Homo erectus mothers. The bigger body mass of these females would have imposed greater energy requirements during gestation and lactation, and Homo erectus females may have decreased the interval between births and the length of lactation to reduce the energy costs per offspring. These benefits, however, would have been countered by increased energy costs associated with caring for more children. Homo erectus females could have squared the energetic circle by shifting to a higher quality diet – including more tubers and meat. As I argued earlier, though, the shift to a higher quality diet is more efficient for a group in which there is an ethos supporting cooperative feeding, because of the uncertain nature of high-quality food acquisition. However, there is another way to meet the energy challenge: hominins can share the costs associated with raising and feeding children (Aiello and Wells 2002). In other words, larger females can grow larger babies if they can benefit from the support of other members of the group. Hawkes and colleagues (1998), drawing on an analogy with traditional Hadza foragers in Tanzania, argued that this support was more likely to have come from older, postmenopausal female relatives; they called this view the “grandmother hypothesis.” Cooperative breeding was more likely to have appeared among related women because, they contended, males’ investment in children was discouraged by paternity uncertainty. From their viewpoint, males’ large-game hunting was primarily directed at attracting attention to gain mating opportunities. However, as mentioned earlier, it is far from obvious that large-game hunting is suboptimal, whereas the general attitudes of hunters toward others’ contribution are at odds with the idea that hunting and meat sharing are primarily about status seeking rather than about conforming to normative expectations. Paternity uncertainty, for its part, can be dealt with relatively efficiently (though never perfectly) if people develop normative expectations about sexual access (a question to which I return later). Just like dietary and ecological flexibility, cooperative breeding takes the form of a public goods game. But what exactly is the public good 74
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in the breeding game? It is usually defined in evolutionary terms. For instance, Gurven and Hill (2009: 58) argued that “children are shared public goods because they represent fitness outcomes for both parents regardless of the levels of investment each of them provides.” I note that, in this evolutionary definition, there is no need for parents or other relatives to conceive of children as public goods. Parents themselves do not necessarily see children as fitness enhancing; this public goods game exists from a genetic viewpoint. In contrast, my contention is that parents do typically see cooperative breeding as a public goods game because they expect benefits from growing healthy children. Children are generally expected to provide support for parents in their old age, as well as to help build economic and political alliances. It is also likely that unrelated members of the group see cooperative breeding as a public goods game. In a species that depends so much on cooperation, the well-being of one’s children closely depends on the presence of numerous and healthy cooperators, including the children of unrelated group members. Undisputedly, foragers care more about their offspring than about unrelated children. However, they still care about unrelated children being adequately bred. This interest can explain help given to needy families, as when the flow of food within the group is directed to the advantage of families with more children (Gurven 2004b). It can also lead to the evolution of social norms prescribing parental investment, as when fathers who desert or insufficiently provide for mother and children are shunned or ridiculed. A cooperative breeding system can appear only if there is a way to control free riders. Once again, the motivational and cognitive mechanisms associated with normativity and sanction allow modern humans to address this challenge, and there is no reason to think that cooperative breeding emerged on the basis of different mechanisms in the human lineage. Aiello and Wells (2002) mentioned another evolutionary strategy to avoid the rising costs of gestation and lactation. If children evolve to have a slower development rate, females can amortize their investment over a longer period. This implies that children remain dependent for longer, and there is no question that such a strategy was selected during human evolution. In a number of papers, Hillard Kaplan and his colleagues (Kaplan and Gurven 2005; Kaplan et al. 2000; Kaplan and Robson 2002) have put forward convincing figures highlighting the peculiarity of modern humans’ life history (see Fig. 2.1). Among them, the most interesting are certainly our exceptionally long lifespan 75



Human Evolution and the Origins of Hierarchies



figure 2.1. Net food production and mortality: Human foragers and chimpanzees. Reprinted with permission from H. S. Kaplan and A. J. Robson (2002), The emergence of humans: The coevolution of intelligence and longevity with intergenerational transfers. Proceedings of the National Academy of Sciences, 99(15): 10221–10226. Copyright (2002) National Academy of Sciences, U.S.A.



and our extended period of juvenile dependence. The structure of the life history of modern humans has interesting economic consequences, especially compared with that of chimpanzees. For the first 20 years of their life, humans consume more than they produce. In contrast, chimpanzees become self-sufficient around 5 years of age and remain so for the rest of their lives, investing slightly in their offspring until their death. The contrast with modern human foragers is striking. For them, production peaks at around 45 years of age and then slowly decreases until net production once again turns negative around 60. On the whole, modern human life history implies huge transfers between generations. Most of the transfers go to younger generations, but significant amounts are also allocated to the elderly. Modern human life history depends on the capacity to secure intergenerational transfers and to make sure that those who have benefited from the system contribute to it in due course. Social norms and sanctions play a central role in securing contributions in modern humans, and it is reasonable to take the emergence of modern life history in the human lineage as an indicator of the motivational and cognitive 76
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mechanisms underlying normativity and sanction. We might thus trace the evolution of our cognition in the evolution of human life history. Paleoanthropologists have invented ingenious tools to address this challenge, although none is perfect, and the reconstruction of ontogeny in extinct human species remains uncertain most of the time. One preferred method involves the analysis of incremental features of teeth, which provides indirect evidence of overall growth in primates. The study of the early Homo sapiens juvenile specimen from Jebel Irhoud (Morocco), dated at 160,000 BP, reveals a growth pattern similar to that of modern humans (Smith et al. 2007). In contrast, the developmental patterns of extinct species remain contentious. Studies of dental growth in Neanderthals and Homo heidelbergensis have yielded contradictory results, although the balance of the evidence suggests that it was close, though not equivalent, to what is found in modern humans (for review, see Guatelli-Steinberg 2009; Robson and Wood 2008). For earlier members of the genus Homo, as well as of the genus Australopithecus and Paranthropus, the study of incremental markings indicates an enamel formation rate closer to that of apes than to modern humans (Dean et al. 2001). A second attempt to reconstruct the life history of extinct hominins has focused on brain growth trajectories, another variable that has been claimed to provide indirect information about life history. Unfortunately, the lack of juvenile fossils makes it difficult to reconstruct sufficiently precise brain growth trajectories in extinct hominin species. The skull of the 1.8-million-year-old Mojokerto child from Java has been used to reconstruct the brain growth pattern in Homo erectus, but the difficulty in assessing the child’s age at death and the average adult brain size in this taxon has prevented archaeologists from drawing convincing conclusions from the fossil (Balzeau, Grimaud-Herv´e and Teuku 2005; Coqueugniot et al. 2004). Moreover, the relationship between life history variables and brain growth in primates is probably too elusive for this latter to be used as a reliable proxy (Leigh 2004, 2006; Robson and Wood 2008). Safer inferences can be drawn from two other variables – adult brain size and body mass – which exhibit stronger correlations with life history variables and are easier to assess in extinct taxa. As mentioned earlier, the body mass of some Plio-Pleistocene hominins (Homo ergaster and Homo erectus, but not Homo habilis) falls within the range of modern Homo sapiens. Nevertheless, adult brain size in these species, ranging between 500–1000 cm3 , is still largely below the modern average. 77
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Together with evidence from dental development, this suggests that life history in Plio-Pleistocene hominins was still quite different from what is found in modern humans (Robson and Wood 2008: 416). By contrast, both body mass and adult brain size in Homo heidelbergensis and Neanderthals fall within the ranges of modern Homo sapiens. If we join these data to what we know of dental development in these species, we can infer that a more or less modern life history had evolved in Africa and Europe during the Mid-Pleistocene (Robson and Wood 2008: 417). 2.5.4 Painful Delivery and Immature Children The debate on ontogeny concerns not only the pace of brain growth but also the maturity of extinct humans at birth. Mammals usually pursue two alternative offspring development strategies. In the first, called “precociality,” they deliver one or a few babies at a time, all of them being relatively mature at the motor and cognitive level. This is usually the case with large mammals with slower metabolic rates, like ungulates, cetaceans, and apes. Baby whales can swim and baby elephants can walk shortly after their birth. The alternative strategy is usually found among smaller mammals with higher basal metabolic rates, such as mice or moles. They give birth to larger litters, but their offspring show reduced motor performance compared to precocial species. Immature babies can stay in the nest for several days. Biologists have coined the term “altriciality” to refer to this second strategy. With respect to this distinction, the originality of the human offspring development strategy is striking. Humans usually give birth to one child, but in contrast to precocial species, human newborns are usually quite immature and vulnerable. Evolutionary anthropologists have coined the concept of “secondary altriciality” to describe the human strategy of giving birth to one or a few immature offspring. Baby chimps can cling to their mothers, grasping her fur, within days of their birth, whereas human newborns cannot even hold their head steady for several months. Consequently, human babies need to be carried all day long, which can be problematic in a species with increased mobility and a large home range like Homo erectus sensu lato. The problems related to caring for large immature babies have brought many paleoanthropologists to consider the emergence of secondary altriciality – as with prolonged infancy – as evidence for increased cooperation in the human lineage. Detecting the presence of secondary altriciality in the human fossils, however, is once again 78
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tentative. The allegedly rapid growth in the Mojokerto child has been taken as evidence for the lack of secondary altriciality in Homo erectus (Coqueugniot et al. 2004; Hublin and Coqueugniot 2006), but the methodological caveats mentioned earlier prompt us to remain cautious. Another interesting discussion in the quest for secondary altriciality focuses on the study of pelvic bones, which can inform us of the size of the birth canal in extinct human species and, indirectly, of the maximum size of the brain at birth. The assumption is that limitations on brain size at birth would lead to relatively more important postnatal brain growth and, presumably, less mature newborns. For Homo erectus, two pelvic bones provide contradictory indications. The first is from the Nariokotome skeleton, dated at 1.5 million years, which suggests a neonatal brain size within the range of modern humans, but its reconstruction is highly contested (Hublin and Coqueugniot 2006; Ruff and Walker 1993). The second, a female pelvis from Ethiopia dated at 1.2 million years, suggests a relatively larger neonatal brain size than in modern humans, but also that the birth canal was enlarging in response to larger brained fetuses (Simpson et al. 2008). Yet encephalization did not only come with the enlargement of the birth canal. It also coincided with the evolution of the birth mechanism. In modern humans, large-brained babies must negotiate a series of rotations to make their way through the birth canal. The dangers associated with modern humans’ birth mechanism help explain why delivery takes a social and cooperative form in most human societies and can be reasonably understood as another public goods game in which humans – mostly females – engage (Rosenberg and Trevathan 2001). The presence of the modern birth mechanism in Homo heidelbergensis and Neanderthal is still debated, because the presence of the characteristic twisted opening of the modern human pelvis is difficult to assess on available fossils (for different interpretations, see Rosenberg and Trevathan 2001 and Weaver and Hublin 2009). Nevertheless, different reasons, taken together, support the idea that these species faced obstetrical difficulties similar to modern Homo sapiens and gave birth to similarly immature neonates. Indeed, the rare fossils available suggest that the size of the birth canal in Homo heidelbergensis and Neanderthal was similar to what is found in modern humans (Arsuaga et al. 1999; Weaver and Hublin 2009) and that brain growth rate in juveniles was ´ et al. 2008). also similar (Ponce de Leon 79
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2.5.5 Sexual Revolution in the Savannah The emergence of a modern life history, secondary altriciality, and the modern birth mechanism all provides evidence of greater social cooperation between females and the rest of the group. According to the grandmother hypothesis, cooperative breeding appeared initially among related females (Hawkes et al. 1998). However, cooperation in modern humans is not limited to females. Although many mothers remain unsatisfied with their husbands’ involvement in caring for their children, males’ parental investment among humans is beyond comparison with that of any other primate species. Indeed, for a primate male the decision to invest in offspring is far from obvious. The problem is simple: he may spend years raising a child, while he can never be certain he is the father. For obvious reasons, paternity in primates is always uncertain. The period between fertilization and birth can last several months, and the connection between the two events is far from palpable. The situation is different for females, as they can have no doubt about their maternity. Moreover, gestation and lactation unavoidably transfer to females most of the costs associated with raising offspring. The situation is different in other classes of animals. For instance in birds, the female lays the eggs, but the male can sit on them as well. As young birds are not breastfed, both parents can feed them, allowing for a more egalitarian division of labor. The asymmetric stakes facing male and female primates – and mammals generally – create selection pressures that are not without impact on the different phenotypes. The process of sexual selection explains, for instance, why mandrill males are strongly built and have colorful noses and bottoms, whereas females are smaller and lack luster. Other forms of sexual dimorphism found in primates include the prominent canine teeth displayed by Hamadryas baboons and the large body of the silverback gorilla. These two species exhibit a high-level dimorphism that can be explained by their mating behavior: females are grouped in harems that alpha males defend jealously against pretenders. Subordinate males sporadically raid alpha males in the hope of taking over their harems. Males that are the most fit for this competition have higher chances of passing their genes to the next generation. Sexual dimorphism is not so pronounced in all primate species. In chimpanzees, for instance, males are slightly larger and have slightly larger canines than females, but they have no colorful bottom to impress females and competitors. Mating behavior once again explains the 80
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dimorphism: chimpanzees live in multimale and multifemale troops structured around dominance hierarchies. Higher ranking males have a privileged access to females, but lower ranking males are far from excluded from any mating opportunities. Dimorphism is the outcome of a slight reproductive advantage of larger individuals over smaller ones (de Waal 1982). Conversely, the case of humans is more puzzling. Sexual dimorphism certainly exists and can be observed in the form of the pelvis, in the presence of body fur, and in males’ slightly larger body. Yet sexual dimorphism in humans remains limited overall. Reduced sexual dimorphism is not puzzling per se, as it is similar to that found in chimpanzees and other polygynous species. What is perplexing is that males’ parental investment is high, although humans live in large multimale and multifemale groups. Gibbons are another family of primates in which there is little sexual dimorphism, but they typically live in small groups composed of one male, one female, and their offspring, thereby reducing intermale competition. Why do human males accept living in multimale groups and yet invest in raising offspring? From an evolutionary viewpoint (and not necessarily from a psychological viewpoint), they do so because there are restricted sexual rights that allow them to assess paternity with relative confidence. Geneticists and playwrights have long understood that this mechanism is far from perfect, but it is sufficiently efficient for parental investment to be selected in the context of multimale and multifemale troops. The modern human mating regime obviously depends on a capacity to control “free riders”; that is, males who endanger other males’ paternity certainty. This control can be exerted through the institutionalization and enforcement of restricted access to mating opportunities. Everybody has the right to mate, but only with one or a few specific individuals. In modern humans, such arrangements depend on the motivational and cognitive mechanisms underlying normativity and sanction, and we have no reason to think that they appeared on a different basis. It should be noted that reduced sexual dimorphism alone does not provide evidence that a sexual revolution occurred in the human lineage. It does so only if it coincides with increased parental investment. We saw earlier that the evidence in favor of increased parental investment in Plio-Pleistocene hominins is rather weak. The same thing can be said of reduced sexual dimorphism. Some years ago, C. Owen Lovejoy (1981) suggested that sexual dimorphism was already reduced 81
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in australopithecines, indicating a new social organization some 4 million years ago. Unfortunately, the traces of increased parental investment in australopithecines, such as secondary altriciality and prolonged infancy, are nonexistent, and the nature of sexual dimorphism in this species is also largely debated. Most authors ascribe to Australopithecus afarensis a large body weight dimorphism, with males up to 40% larger than females (Lockwood et al. 1996; Plavcan et al. 2005; but see Reno et al. 2003 for an opposing viewpoint). The question of size dimorphism in the genus Homo is less debated. The common view is that size dimorphism reaches modern levels in archaic Homo sapiens and Neanderthals, but that it was already reduced ´ 2003; compared to australopithecines in Homo erectus sensu lato (Anton Ruff 2002). This reduction of size dimorphism could be related to reduced intermale competition, as well as to a relative increase in the body weight of Homo erectus females (Aiello and Key 2002). The case of Homo erectus nevertheless presents many uncertainties. As we saw earlier, there is considerable taxonomic uncertainty concerning Homo erectus and no agreement on whether the concept refers to many species or to a single polymorphic one. Size dimorphism in Homo habilis, for its part, has been estimated to be much more important than in modern humans and chimpanzees, though smaller than in gorillas (McHenry 1992: 428). This estimation is nevertheless subject to caution, as the determination of the sex of most specimens is done solely on the basis of size, and the presence of a highly polymorphic species cannot be excluded. In sum, sexual dimorphism might have been reduced early in the genus Homo, but only in the Mid-Pleistocene era do we have reason to think that reduced sexual dimorphism existed in conjunction with increased parental investment, suggesting the existence at that time of lasting pair bonds with restricted sexual access rights. My view is also consistent with the idea that lasting pair bonds could have evolved long before cooperative breeding and increased parental investment. Chapais (2008: 177), for instance, has argued that lasting pair bonds, and then generalized monogamy, evolved as a form of mate-guarding strategy, following the rise of technology in the human lineage: Any tool, whether it was made of wood, bone, or stone, and whatever its initial function, from digging up roots to killing animals, could be used as a weapon in the context of intraspecific conflicts, provided it could inflict injuries. Armed with a deadly weapon, especially one that could 82



Reversing Dominance Hierarchies be thrown some distance, any individual, even a physically weaker one, was in a position to seriously hurt stronger individuals. In such a context it should have become extremely costly for a male to monopolize several females.



The proposal is interestingly similar to the one advanced by Hobbes to justify the exit of man out of the state of nature: “For as to the strength of body, the weakest has strength enough to kill the strongest, either by secret machination, or by confederacy with others, that are in the same danger with himselfe” (Hobbes 1886: 63). The idea that lasting pair bonds and generalized monogamy evolved following the rise of technology is interesting, but it implies that technology altered the costs of aggression among males in just the right way. If technology had made aggression too cheap, no male would have had an incentive to stick to the “Pareto optimal” monogamous equilibrium. If males in a multimale-multifemale group could really kill competitors at low costs, the only rational strategy for them was to “kill as many other males as possible.” Thereby, the only stable equilibrium was one in which all males were exterminated but one. In contrast, if technology did not make aggression cheap enough, it is unlikely that it would have prevented the strongest males from monopolizing several females. The situation would have been totally different if the motivation and cognitive abilities underlying human cooperation were already in place. In this case, the evolution of monogamy could have resulted from the capacity of males to stick to the Pareto optimal monogamous equilibrium and to collectively punish free riders who tried to monopolize several females. Thus, monogamy could have evolved before cooperation (as Chapais has suggested), but the presence of more cooperative attitudes in the human lineage would have greatly facilitated its emergence. 2.5.6 Supporting the Incapacitated I saved for the end of this review what is probably the most telling archaeological evidence in favor of cooperative behavior in extinct humans: conspecific care. Foragers face the constant risk of becoming ill or injured. Support given to temporarily incapacitated individuals takes the form of a public goods game, because everyone has an incentive in being cared for in case of illness or injury, but not in caring for others (except, at the genetic level, an interest in caring for relatives). Although 83
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several fossils from the Mid-Pleistocene present evidence of pathological alterations (Shang and Trinkaus 2008), the most convincing indications of lasting caring behavior are found among Neanderthals, who are thought to have recovered frequently from severe trauma and even to have survived disabling injuries and illness (Berger and Trinkaus 1995). In the case of a permanent disability, it should no longer be a question of a public goods game, because the caregiver cannot reasonably expect a return on his investment. For instance, the Shanidar specimens found in Iraq and studied by Erik Trinkaus (1983) provide compelling evidence of conspecific care. The Shanidar 1 individual is probably the one in the worst state. He survived multiple traumas, including a violent blow to the left side of his face that left him blind in one eye, several fractures to his right arm, and a deformity of his lower right leg and foot sufficient to make his walking painful. If the Shanidar specimens count as evidence of lasting caregiving behavior, we can reasonably infer that this behavioral trait was homologous in both Neanderthals and modern humans and, thus, shared with their common ancestor some 500,000 years ago. 2.6 COOPERATIVE FEEDING VERSUS COOPERATIVE BREEDING



We should now have enough information to return to our initial puzzle. How and when did the mechanisms underlying norm following and sanctioning appear in the human lineage? I have regrouped the behavioral traits presented earlier in Table 2.1 to show the strength of the evidence in favor of increased cooperation at three points in human evolution: early Homo erectus sensu lato (excluding later eastern Asian specimens), Homo heidelbergensis (understood as the common ancestor of Homo sapiens and Neanderthals), and classical Homo neanderthalensis. What emerges from Table 2.1 is a punctuate evolution with two major behavioral transitions: 1. Early Homo erectus sensu lato presents strong evidence of increased cooperation for two of the points that we examined: he was ecologically more flexible than his predecessors, probably because of his modern body, and he shifted to a higher quality diet. 2. Homo heidelbergensis presents strong evidence of increased cooperation for all but one of the points discussed. There is no unambiguous evidence of long-term support for incapacitated individuals 84



Reversing Dominance Hierarchies table 2.1. Evidence in Favor of Increased Cooperation among Extinct Members of the Genus Homo Early Homo Erectus Sensu Lato (1.8–1.0 MYR)



Homo Heidelbergensis (600–200 KYR)



Homo Neanderthalensis (200–24 KYR)



Strength of Evidence Ecological flexibility Shift to higher quality diet including some meat Habitual use of fire, cooking, and reliance on large-game hunting Prolonged infancy compared to apes Secondary altriciality and modern birth mechanism Reduced sexual dimorphism and restricted mating access Long-term care to injured or handicapped individuals
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among these hominins, but this can easily be due to the scarcity of the fossil record. Even the much better known Neanderthal record has provided only a few indisputable specimens. New fossils will certainly bring significant amendments to this picture, but it seems reasonable to distinguish a first transition at the beginning of the Pleistocene and a second during the Mid-Pleistocene. In what follows, I present the way I think these transitions must be explained, on the basis of what I noted earlier concerning the differences in social cognition between humans and nonhuman primates. The first point to note is that the many features of Homo heidelbergensis that show strong evidence of cooperation are related to reproduction and breeding: prolonged infancy compared to apes, secondary altriciality and modern parturition, reduced sexual dimorphism, and restricted access to mating. All these changes could be accounted for by the capacity of hominins to form stable pair bonds and to secure long-term investment in their children. Increased parental investment and cooperative breeding are the keys to prolonged infancy, secondary altriciality, and modern parturition, whereas reduced dimorphism is a 85
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figure 2.2. Cooperative feeding and cooperative breeding in human phylogeny.



sign that these behaviors were accompanied by a new mating regime. By contrast, the behavioral innovations that come with early Homo erectus sensu lato can be explained by a shift to a higher quality diet, creating the opportunity for the species to colonize new environments and to evolve new body proportions. It looks as if the evolution of cooperation in humans took place in two steps: first through an increase of cooperation in the domain of feeding and then by an increase in the domain of reproduction and breeding (see Fig. 2.2). This argument, however, raises a problem. As we saw earlier, many of the cognitive and motivational mechanisms underlying cooperation in humans are not domain specific, but are pervasive in all spheres of human life. How could these mechanisms first favor the emergence of cooperative feeding and then, possibly several hundred thousand years later, of cooperative breeding? One possible answer lies in the nature of the problem posed by both types of interaction. The dietary shift in early Homo erectus implies the capacity to control free riders in low-cost everyday games of cooperative hunting/scavenging and food sharing. Hominins can shift to higher quality (though less reliable) food sources if they can pool the risks associated with this new diet and make sure that nobody abuses the public good. In such games the stakes are relatively low, and most 86
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players have the capacity to punish at every turn. One day I am lucky; the next day, you are. The situation is totally different with cooperative breeding. The benefits that children get from their parents and from the group are returned only several years later. Those who benefit from the public good (the rising generation) are not those who have previously contributed to it. At the level of natural selection, the problem is particularly acute for males who risk investing years in children who are not really theirs. In brief, the stakes are much higher in the case of cooperative breeding than in that of cooperative feeding. Consequently, it makes sense that hominins’ diet changed before their reproductive habits. A similar argument can be proposed concerning long-term care to injured individuals and also, although it might be less obvious, concerning the habitual use of fire. Indeed, large amounts of firewood must be collected to fuel a fire for several hours. This task can arguably not be achieved without a rather advanced form of division of labor. Because cooking would have also facilitated mastication and digestion of hard plants and meat by children, it could have further facilitated the reorganization of human life history and the prolongation of infancy. What could this mean at the cognitive and motivational level? In the first part of this chapter, I argued that our distinctive ability to enforce and follow social norms was based on (1) the reward mechanism underlying gaze following and joint attention and (2) the cognitive control mechanisms that give us the capacity to stick to social norms in the face of competing motivations. On this basis, I suggest that the first major behavioral change in the human lineage, which occurred in the hominin population of the Plio-Pleistocene, could have been the outcome of new cooperative motivations such as those underlying gaze following and joint attention. These motivations would have facilitated short-term and face-to-face cooperation in hunting, scavenging, and food sharing. The second major change, which occurred during the MidPleistocene, could have resulted from higher level control mechanisms, localized in the prefrontal cortex. High-level cognitive control would have given hominins the ability to secure the long-term contributions necessary for cooperative breeding, as well as for large-game hunting and the habitual use of fire. My argument is thus different from the one proposed by Burkart, Hrdy, and van Schaik (2009), who directly attributed the rise of cooperative breeding to the evolution of shared intentionality. I disagree with this scenario because we have evidence of increased cooperation among 87
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hominins more than a million years before the first evidence in favor of cooperative breeding. My view is thus closer to the one defended by Tomasello (2008: 74–75), who argued that the infrastructure of joint attention and shared intentionality first evolved in the context of iterated foraging games and only then progressively extended to more serious matters. The advantage of this two-step evolutionary scenario is that it accounts both for the behavioral gap between humans and nonhuman primates and for the punctuated behavioral transitions that we see in the archaeological record. The scenario also fits better with what we know of the evolution of the human brain than scenarios that explain all behavioral changes among hominins by rather vague concepts such as “enhanced intelligence” or “enhanced ability for language” or “abstract thinking.” There is no question that brain size in early Homo erectus is high compared to earlier hominins, but this is in absolute terms. Relative brain size in early Homo erectus (the ratio of brain mass to body mass) is not much higher than in Homo habilis and australopithecines (McHenry and Coffing 2000: 139). In contrast, the increase in brain size that occurs in Mid-Pleistocene hominins – and principally in Homo heidelbergensis broadly construed – is significant in both relative and absolute terms (Rightmire 2004, 2008). To be sure, we do not know if it is the relative or the absolute size of the brain that matters for cognition. Nevertheless, I think that a conservative scenario can be proposed that connects what we know of the evolution of brain and behavior. A first central fact is that the relative and absolute increase in brain size in Homo heidelbergensis – the most important in the human lineage – coincides with the emergence of long-term cooperative ventures. I argued earlier that long-term cooperation in humans is possible because humans are capable of sticking to social norms in the face of competing motivations. I also noted the crucial role of the executive functions of the brain – localized in the prefrontal cortex, especially in its dorsolateral part – in supporting conformity to social norms (Section 1.6). It is thus fairly parsimonious to link the Mid-Pleistocene behavioral transition with – at a minimum – a functional reorganization of the prefrontal cortex. In fact, as I explain in the following chapter (Section 3.3), the organization of the prefrontal cortex in Homo heidelbergensis was probably not very different from that found in later human populations such as Homo sapiens and Neanderthals.
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The functional significance of encephalization in early members of the genus Homo is more difficult to assess. It cannot be ruled out that the absolute increase in brain size in Homo erectus coincided with a functional reorganization of the neocortex – and especially of the prefrontal cortex – but the case for this is weaker than for Homo heidelbergensis for three reasons. The first, as earlier mentioned, is that absolute brain size might have less functional significance than relative brain size. The second is that cooperation among early Homo habilis and Homo erectus apparently did not extend to long-term and risky public goods games. The third is that the emergence of cooperative feeding among early Homo erectus can be advantageously explained by the emergence of the social emotions and motivations underlying gaze following and joint attention. Unfortunately, such a change at the affective level would be largely undetectable in the fossil record because basic emotions and motivations are largely realized in subcortical structures that leave no traces on endocasts. It is thus unnecessary to postulate a reorganization of the executive functions of the brain to account for the behavioral transition observed in Plio-Pleistocene hominins. This obviously does not mean that such reorganization can be excluded. The Plio-Pleistocene behavioral transition might have come with a transformation of the human brain at both the affective and cognitive levels. As we saw in Section 1.6, the prefrontal cortex is a functionally strongly differentiated region. Some parts of it, the ventromedial prefrontal cortex most notably, play a central role in the regulation of social emotions and the integration of the costs and benefits of decisions. Other parts, such as the dorsolateral prefrontal cortex and frontopolar cortex, are involved in working memory, attention, and inhibitory control. There is obviously no reason to think that this functional differentiation evolved in one step. In fact, in modern humans, ventral and medial areas of the prefrontal cortex develop (myelinate) before the dorsal and lateral prefrontal cortex, which suggests that they are more primitive from an evolutionary viewpoint. It could be the case that cognitive evolution in early members of the genus Homo was concomitant with a reorganization of the ventral and medial prefrontal cortex, favoring the regulation of emotions and the representation of costs and benefits in iterated games of cooperative feeding and foraging. It is in this collaborative niche that hominins would have evolved the basic cognitive and motivation infrastructure underlying normativity (Tomasello 2008: 74–75). Later evolution would
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have coincided with a reorganization of the dorsal and lateral prefrontal cortex, favoring investment in more serious cooperative games and provoking a spate of changes in the organization of social life. CONCLUSION



I have argued in this chapter that, with regard to cooperation and social norms, the archaeological record suggests that at least two major behavioral transitions occurred since our last common ancestor with chimpanzees. The first took place in early Homo erectus and can be related to a change in social motivations that made cooperative feeding more advantageous. It provoked a shift to a more versatile, higher quality diet, as well as the colonization of a new ecological niche. The second, which occurred in Homo heidelbergensis or slightly earlier, can be explained by enhanced cognitive control that facilitated investment in long-term public goods games such as cooperative breeding. If my argument is correct and these changes really occurred, they must have had a major impact on traditional dominance hierarchies. Had the early Homo erectus been interested in sharing attention with its conspecifics, it would have been more prone to engage in cooperative resistance against aggressive and violent individuals. A few hundred thousand years later, enhanced cognitive control could have given groups of Homo heidelbergensis the capacity to turn down the aspirations of their most aggressive members. We will never know exactly how our ancestors lived or the specific tactics they used to resist dominance. Nevertheless, the best guess as of now would be that a few hundred thousand years ago hominins were living in nearly egalitarian foraging bands, successfully resisting despotic individuals. Although dominance hierarchies were eradicated, modern status hierarchies had not yet been created. Homo erectus, Homo heidelbergensis, and Homo neanderthalensis had no more alpha males, but not yet a chief, a priest, or a president. As we will see in the following chapters, it is only modern Homo sapiens who paved the way for the reemergence of hierarchies in the human lineage, but under a totally different form.
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3 HOMO SAPIENS IN PERSPECTIVE



no field in the science of human beings is more condemned to deal with scarcity than human evolution. Reconstructing the morphology, cognitive abilities, and behavior of entire populations over hundreds of thousands of years is certainly ambitious, but doing so on the basis of lithic industries and fragmentary fossils from a few hundred individuals may seem hopeless. I hope that my discussion of the evolution of cooperative behavior in the previous chapter has illustrated that, despite the fragmentary nature of the data, it is still possible to constrain hypotheses in useful ways. In this chapter, my focus is on the later steps in human evolution; that is, on the evolution of properly modern Homo sapiens. Most of it is devoted to the discussion of human evolution in general and not to hierarchies strictly speaking. Yet this more general discussion is necessary for my overall goal. Modern Homo sapiens is the first and only primate ever to have created large-scale hierarchical societies. It is also probably the first and only hominin to have built large tribal networks and to have made use of symbolic artifacts to indicate individuals’ places within these networks. In the next two chapters, I will contend that it is through the construction of such institutions that inequality and hierarchies came back in the human lineage. However, they came back, I will argue, in a form that has little in common with primate-like dominance hierarchies. Anthropologists Bruce Knauft (1991) and Christopher Boehm (1999) have suggested that political hierarchies have followed a U-shaped trajectory during human evolution, disappearing during the Paleolithic and reappearing during the Neolithic. I agree with this view, but it should not overshadow the very specific mechanisms that have allowed for the resurgence of hierarchies in Homo sapiens. For some 91
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anthropologists, the development of new subsistence strategies based on storage made it possible for aggrandizing individuals to express their natural tendencies for greed, violence, and domination (Hayden 2008: 49–51). Storage and accumulation strategies would have eroded the traditional checks and balances of the egalitarian ethos and paved the way for exploitation. Although there is a great deal of truth to this view, it fails to take into account the kind of social constructions on which human hierarchies build. One of the central arguments of this book is that human hierarchies are different from nonhuman primate hierarchies and that it is misleading to present them as the direct outcome of a natural drive for domination. In the next two chapters, I will argue that they are also the outcome of an evolutionary dynamic in which our psychology imposes functional constraints on cooperation in large groups. In this chapter, I argue that hierarchies reappeared in the human lineage because Homo sapiens is cognitively different from its ancestors. It is my contention that specifically human hierarchies could not have appeared in Homo erectus or Homo heidelbergensis. For cognitive reasons, prior human species were condemned to equality. The theory that I propose entails that human hierarchies are based on the same cognitive mechanisms that explain the evolution of Homo sapiens specific culture, including the production of increasingly formal artifacts and the addition of a stylistic and symbolic component in material culture. In this chapter, I argue that Sapiens culture depends on the capacity to represent opposing and potentially conflicting perspectives on objects. In the following chapters, I will explain why this capacity is also instrumental in the creation of the institutions without which humans would be incapable of maintaining trust in large-scale societies. Although this chapter can be read as a theory of the evolution of the modern mind, my aim is not to provide an exhaustive account of recent human evolution. I rather aim to present the evolution of the cognitive abilities that brought hierarchies back into the human lineage. This is necessary to understand how human hierarchies differ profoundly from those found in nonhuman primates. Although dominance and exploitation are not absent from human hierarchies, I want to make clear that these hierarchies’ very existence depends on the same cognitive mechanisms that support other uniquely human cultural behavior, including symbolic culture, art, religion, and complex technology. This chapter begins with a short note of caution concerning the study of cognitive evolution and the strategy that I follow in reconstructing the 92
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figure 3.1. Levels of explanation in human evolution. Boxes in dashed lines indicate domains for which paleoanthropology provides no direct evidence.



evolution of the mind (3.1). It is followed by a discussion of the expansion of modern Homo sapiens, its relation with other human populations (3.2), and an overview of the evidence in favor of morphological and behavioral changes in the human lineage during the last 500,000 years (3.3 and 3.4). I then explain how we can use what we know of these changes to constrain hypotheses about cognitive evolution in Homo sapiens, and I present the framework that I think integrates the data in the most parsimonious way (3.5 and 3.6). The African evidence suggests that, tens of thousands of years ago, populations of modern Homo sapiens began to formally organize their social life in building tribal networks in which local bands were embedded (3.7). In a species capable of building such institutions, hierarchies could reappear, given the right circumstances. 3.1 EXPLAINING THE EVOLUTION OF THE MIND AND BEHAVIOR



A proper explanation of the evolution of human culture and behavior must build on insights from various disciplines and propose links between usually unconnected sets of data. Ultimately a comprehensive theory must answer the following questions (see Fig. 3.1): (1) To what extent do changes in material culture indicate changes in behavior? (2) Must changes in behavior be explained by changes in cognitive functions? (3) Can changes in cognitive abilities be related to the evolution of specific morphological and neural features in human populations? (4) Can morphological and neural changes be related to specific genetic mutations? (5) Which mechanism best explains these genetic changes: genetic drift or natural selection? 93
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As far as I know, very few hypotheses about Homo sapiens have ever answered these five questions simultaneously. The most influential attempt was related to the mutation of the FOXP2 gene (dubbed the “language gene” in popular science). Dysfunction of the FOXP2 gene in modern humans is associated with abnormalities in Broca’s area and the basal ganglia, as well as with a deficit in speech-related motor control. According to some authors (Corballis 2004; Lieberman 2005, 2007; Mithen 2006), a mutation of the FOXP2 gene could have been selected for during the last 200,000 years, thus facilitating speech production and explaining the emergence of behavioral innovations in modern Homo sapiens. Unfortunately for the FOXP2 hypothesis, it turned out that modern Homo sapiens and Neanderthals share the same version of the gene, a version that was probably already in place in their last common ancestor between 500,000 and 300,000 years ago, and maybe earlier (Krause, Lalueza-Fox et al. 2007). Thus, the mutation could hardly explain a behavioral transition that appeared a few hundred thousand years later. The FOXP2 hypothesis has been influential because it proposed a complete link from gene to cognition and behavior. There is no question that providing such a link is what students of human evolution would like to do. At this point, however, no similarly ambitious alternative hypothesis has gained any support. The reason, I think, is twofold. First, the link between genetic mutations and morphological and behavioral changes is rarely straightforward (Schaffner 1998). Variation of the FOXP2 gene apparently had a discrete and identifiable impact on speech production, but most cognitive abilities have a polygenetic basis and cannot be linked to single genes whose past mutations in the human lineage could be traced. Thus, Questions 4 and 5 remain mostly out of reach for students of human evolution at this time. A second reason why answering such questions is difficult is that they depend largely on the answers that we give to Questions 1 through 3. Archaeologists still debate the behavioral implications of their most significant findings. Even worse, there is no widely accepted framework that links changes in behavior with changes in cognition, or changes in cognition with changes in the anatomy of the brain. Thus, the problem is not only that we cannot investigate specific genetic mutations; it is that we do not even know what phenomena must be explained at the higher (morphological, cognitive, and behavioral) levels. My focus is then on Questions 1 to 3. However, this should not be regarded as a neglect of Questions 4 or 5. Ultimately any scientific approach to 94
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human evolution should aim to explain what happened at the level of genes and natural selection, but scenarios at the lower levels of natural selection and genetic evolution gain their explanatory power from being connected to plausible scenarios at the higher levels of neural, cognitive, and behavioral evolution. As noted earlier, archaeological data are scarce, and more often than not, they are compatible with various hypotheses at the neural, cognitive, and behavioral levels. In this chapter and the previous one, I appeal to the notion of “parsimony” in deciding among competing hypotheses. In evolutionary biology, preferring parsimony means choosing the simplest hypothesis, unless we have specific reasons to do otherwise. In other words, the hypothesis that must be favored is the one that proposes a minimum of changes or transformations from one state to another. In the previous chapters, for instance, I argued that modern humans are able to secure contribution to public goods because of the cognitive and motivational mechanisms underlying norm following and sanctioning. This fact makes it parsimonious to take the evolution of costly public goods in Homo heidelbergensis as an indication of the evolution of those same mechanisms. The alternative – the possibility that Homo heidelbergensis evolved a specific set of mechanisms to secure contribution to public goods – is all the more unlikely because this species is biologically and behaviorally close to modern Homo sapiens. What may be peculiar to the study of the evolution of the mind is not the objective of parsimony per se, but rather the variety of approaches to the brain and behavior that must be integrated before deciding which hypothesis is the most parsimonious. For instance, comparative human and nonhuman primate neuroscience can provide valuable insights about the psychological mechanisms or neurological structures that evolved in the human lineage. Nevertheless, these insights are consistent with several evolutionary scenarios, and it is impossible to decide among them on the sole basis of comparative neuropsychology. My hope is that the number of plausible scenarios can be reduced significantly if we make use of other methods, such as the study of cranial evolution, brain development, and behavioral changes. Although many scenarios may be consistent with each approach, few are consistent with all of them. In the previous chapter, for instance, I argued that it was difficult to decide whether encephalization should be measured in absolute or relative terms. This is particularly a problem in PlioPleistocene hominins, for which it is difficult to map brain growth and behavioral evolution. The problem is different with Homo heidelbergensis, 95
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for which there are not only an absolute and relative encephalization but also significant behavioral changes associated with the production of new public goods. To be sure, we cannot exclude the possibility that brain and behavioral evolution in Homo heidelbergensis are not causally connected, but the fact that changes at both levels are more or less concomitant gives weight to the idea that they are. In other words, it makes this idea more parsimonious. My study of the evolution of the human mind is thus based on a form of triangulation: no method is likely to be decisive, but the combination of different methods can give weight to definite evolutionary scenarios. 3.2 MODERN HUMANS



Human evolution is a field in which one typically finds more questions than answers, but convergent views about how and when modern humans evolved are not nonexistent. In fact, much agreement has been reached during the last decades. First, there is no more doubt that modern human morphology evolved in Africa from more archaic forms during the last 500,000 years. About 100,000 years ago, most morphological features associated with modern Homo sapiens were in place. By this time, human specimens from Africa can be referred to as anatomically modern humans (AMH). In parallel to the evolution of AMH in Africa, a distinct human population evolved in Eurasia into Homo neanderthalensis and expanded its range from the Atlantic to the Levant and to Siberia (Krause, Orlando et al. 2007). Some Neanderthalian morphological features appear as early as 400,000–300,000 BP, but the complete morphology of “classical” Neanderthals is mostly recognized after 125,000 BP (Trinkaus 2006). During the same period, eastern Asia remained the realm of Homo erectus and of its small-bodied and small-brained cousin, Homo floresiensis. Neanderthals, their ancestors, and the African ancestors of AMH are sometimes regrouped under the umbrella of “archaic humans” (Br¨auer 2008), although some paleoanthropologists discard this label as too large to be useful (Tattersall and Schwartz 2008). Genetic studies have shown that AMH and Neanderthals diverged from a common ancestor some time between 700,000 BP and 300,000 BP (Beerli and Edwards 2002; Green et al. 2006; Krings et al. 2000; Noonan et al. 2006). This common ancestor is occasionally referred to as Homo heidelbergensis, a general name under which European and African fossils dated between 700,000 BP and 300,000 BP can be regrouped (Rightmire 1998). 96
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The link between Homo heidelbergensis and earlier human populations is still much debated. A group of hominins found at the site of Gran Dolina in Atapuerca (Spain), dated to 780,000 BP, has been presented as the possible common ancestor of both African and European lineages ´ (Bermudez de Castro et al. 1997). The fossils are sometimes referred to as Homo antecessor, but the status of this taxon is still much debated (Rightmire 2008). 3.2.1 Modern Human Expansion There is no longer any doubt that modern human morphology appeared in Africa, but the nature of the process through which modern humans dispersed around the planet is still subject to debate. What is clear, however, is that there was an expansion of the modern human genotype and phenotype outside of Africa some time between 60,000 and 40,000 years ago. Evidence for this expansion comes from material culture, as we see later, but above all from genes and morphology. Modern human mitochondrial DNA (mtDNA), inherited exclusively from the mother, has been scrutinized during the last two decades in an effort to reconstruct human population history. Geneticists have studied a variety of mitochondrial haplotype trees that, given a certain rate of mutation, can be rooted in the past and indicate the last common ancestor of modern populations. The study of mtDNA is also used to reconstruct routes of dispersal of modern humans, under the assumption that populations with a higher level of diversity are found closer to the original center of dispersal, because they have had more time to diversify (see Fig. 3.2). By contrast, genetic diversity is assumed to decrease with distance from the center, as populations farther away are believed to have been founded more recently (Weaver and Roseman 2008). Studies of mitochondrial DNA have concluded that the common ancestor of all living humans through the maternal line of descent lived some 150,000 or 200,000 years ago in Africa, where the highest genetic diversity among living humans is found (Cann, Stoneking and Wilson 1987; Ingman et al. 2000). According to the most influential scenario, all living humans are descended from the mitochondrial Haplogroup L1, which is thought to have arisen around 170,000 BP and is still well represented in western and central sub-Saharan Africa. Between 107,000 and 84,000 BP, two new major lineages arose: L2, still well represented in sub-Saharan Africa, and L3, dominant in eastern Africa (Gonder et al. 97
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figure 3.2. Likely dispersal routes of modern Homo sapiens out of Africa. Map drawn by Marie-Pierre Chouinard.



2007). L3 has subsequently given rise to the lineages M and N, from which most humans living outside of Africa are descended. According to this “out of Africa” model, a small population of modern humans, members of the L3 lineage, successfully dispersed in Eurasia after 60,000 BP and replaced more archaic Neanderthals and Homo erectus (Mellars 2006). Studies on the nonrecombining portion of the Y-chromosome – inherited independently of mtDNA – have yielded similar results for the paternal line of descent (Hammer et al. 1998). A number of studies have also proposed to reconstruct modern human population history on the basis of the variation of phenotypic traits. Studies by Manica et al. (2007) and von Cramon-Taubadel and Lycett (2008) examined cranial data, whereas Hanihara (2008) analyzed variation in a number of dental traits. The logic behind these studies is similar to the one underlying genetic studies. Results are also similar. Phenotypic diversity decreases with distance to Africa in a way that fits the iterative founder model with an African origin. The effect is nevertheless weaker than for genetic diversity, a difference that can be explained by the fact that phenotypic variations are not under strict genetic control. Reconstruction of modern population history on the basis of genetic and phenotypic variations still faces several pitfalls. I mention three 98
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here. The first is that, if a new genotype or phenotype is adaptive, it might spread into new territories through local migrations and natural selection rather than by long-distance migration and the foundation of new populations (Eswaran, Harpending and Rogers 2005). A second problem is that, to assess the time since the separation of the two lineages, one must assume that genetic diversity results for the most part from neutral genetic drift and not from natural selection. For the moment, however, we cannot exclude the possibility that higher diversity in Africa simply reflects pressures to adapt to more diverse ecological conditions. A third problem comes from the fact that phenotypic and genetic variations do not depend only on time depth but also on population size. Everything else being equal, a larger population will present more genetic diversity than a smaller one. Consequently, the fact that mtDNA and Y-DNA trees are rooted in Africa might not indicate that modern human populations originate in Africa, but rather that the bulk of human population during the Pleistocene was concentrated on this continent (Templeton 2007:15) or that Eurasians faced a higher frequency of local population extinction (Eller 2004). These caveats take away nothing from the idea that Africa has played a central role in the evolution and expansion of the modern human genotype and phenotype, but they remind us that this idea is consistent with several scenarios, which are not mutually exclusive (Templeton 2007; Weaver and Roseman 2008). Replacement of archaic populations by African migrants, larger population size in Africa, higher extinction rates of local populations outside of Africa, and the spread of an adaptive phenotype by local migration and natural selection are all consistent with current genetic diversity. The admixture of Homo sapiens with archaic human populations in Eurasia is another possibility that remains open to debate. In principle, such questions can be addressed by paleogenetics, but recovering DNA sequences from extinct hominins has proven extremely difficult, mainly because of the risk of contamination with modern DNA. The first analyses of Neanderthal’s DNA have proven incapable to detect any contribution of Neanderthal to modern humans’ genome (Serre et al. 2004; Weaver and Roseman 2005). However, more recent studies, made possible by the full sequencing of Neanderthal’s genome, suggest not only that Homo sapiens and Neanderthal were sufficiently close to one another to interbreed, but that Neanderthal contributed between 1 and 4 percent to the DNA of human populations living today outside of Africa (Green et al. 2010). 99
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Biologists usually define a species as a group of organisms that can interbreed and produce fertile offspring. Under such a definition, Homo sapiens, Homo neanderthalensis, and Homo erectus may have represented one and the same polymorphic species. However, for our purposes Homo sapiens need not necessarily be a distinct species under the classical (and long debated) biological understanding. There are other ways to inquire into the distinctiveness of Homo sapiens. In the next sections, I explore two of them: brain morphology and behavior. 3.3 MODERN BRAINS



I noted earlier that modern human morphology appeared in Africa during the last 300,000 years. However, consensus about the big picture should not conceal disagreement concerning the details. I focus here on the evolution of the cranium, which should play an important role in constraining hypotheses about the evolution of cognition (see Sections 3.5 and 3.6). I said that there was still no agreement about the identification of Homo heidelbergensis as a relevant taxon in human evolution. Nevertheless, if there is one compelling morphological argument in favor of such a taxon, it is the general increase in brain size apparent in the human lineage after 700,000 BP. This process, called encephalization, is apparent among eastern Asian Homo erectus specimens and even more so among African and European fossils. In mammals, absolute brain size must always be regarded with circumspection because of the relationship between brain size and body mass. Larger mammals also have larger brains. Thus, we must pay attention to relative and not only to absolute brain size. Paleoanthropologists usually compare fossil specimens on the basis of their encephalization quotient (EQ), which expresses a ratio of brain mass to body size. Estimating body size of extinct hominins is often tentative, but we can reach an approximation on the basis of the most complete specimens. Rightmire (2004) proposed an average EQ of 3.61 for Homo erectus sensu lato and of 5.26 for Homo heidelbergensis. This latter level is similar to that found in Homo sapiens and Neanderthals. The transition to Homo heidelbergensis apparently represents the most important phase of encephalization in the human lineage. For instance, early Homo erectus specimens do show a dramatic increase in brain size by comparison with Homo habilis and australopiths, but this change must be weighed against an impressive increase in body size. In fact, variations in EQ among these groups are rather difficult to assess, and 100
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it might be the case that they represent more or less scale versions of the same model. The relevant point here is that our brain is larger than expected for a primate of our size, but this feature is not unique to modern Homo sapiens. In fact, it has probably been present in the human lineage going back 500,000 years. If the emergence of Homo sapiens is not associated with a general enlargement of the brain, can it be linked to a change in brain shape? During the last 500,000 years, brain shape evolved along at least two distinct trajectories. The first, in Europe, led to the classical Neanderthal and the second, in Africa, to Homo sapiens. Emiliano Bruner and colleagues (Bruner 2004; Bruner, Manzi and Arsuaga 2003) examined variations in brain shape in Homo heidelbergensis and Neanderthals. They concluded that the process of neandertalization came with a relative shortening and flattening of the parietal, an enlargement of the frontal, and a vertical development of the brain. They contended that these variations took place along one single trend line that can be explained by absolute brain growth in Neanderthals, which in turn should be related to the enlargement of their body. In Africa, the modern crania also differ from more archaic ones in important ways: less massively built faces, weakly expressed supraorbital tori, presence of the chin, expanded parietals, and rounded occipitals (Rightmire 2008: 8). Generally speaking, modern crania depart from the nonmodern trajectory in that they share a more globular form, a point to which I return later. The partial skull of Omo 1, now dated to 195,000 BP (McDougall, Brown and Fleagle 2005), is actually the oldest fossil to exhibit most of the key features of modern morphology. Other fossils from the sites of Herto Bouri (160,000 BP) and Jebel Irhoud (160,000 BP) exhibit a mosaic of modern and archaic features and might represent transitional specimens between archaic and fully modern humans (Br¨auer 2008). At this point, proposing a more detailed account of the evolution of modern morphology becomes tentative. For the crucial period between 300,000 BP and 50,000 BP, the African record is limited to a handful of fossils, and dating problems and morphological variations render difficult the interpretation of phylogenetic relationships between specimens. The functional significance of modern morphology is also far from clear. What was the role of genetic drift versus natural selection in shaping modern human morphology (Pearson 2008: 44)? Were modern humans’ typical chin and weakly projecting browridge of some adaptive value, or are they the outcome of neutral genetic drift? Another problem 101
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relates to the interdependence among traits. On the one hand, the fossil record points toward a mosaic evolution of modern morphological features and is consistent with a gradual process of modernization (Br¨auer 2008). On the other hand, several traits seem to be linked structurally and developmentally. This is obviously the case for features connected with the overall shape of the cranium. Daniel Lieberman and colleagues (Lieberman, McBratney and Krovitz 2002) have probably proposed the most convincing argument in favor of a punctuated speciation in Homo sapiens. They considered that several features of the modern cranium are structurally linked and could be explained by a small number of shifts during growth. The basic idea is that ontogenetic alterations can provoke multiple though correlated phenotypic changes. The most impressive changes in the modern cranium are probably the globularization of the cranium and the retraction of the face. Lieberman et al. (2002: 1139) argued that these changes are structurally linked and depend on two more fundamental alterations. The first concerns the shape of the cranial base, whose increased flexion in modern humans can be connected with a more retracted face, a more vertical orientation of the frontal bone, a shortened browridge, and an increased globularity of the cranial vault. The second fundamental alteration concerns the enlargement of the temporal lobe, which is associated with the reorientation of the face vertically underneath the anterior cranial vault, the elongation of the anterior cranial base, and, more tentatively, with increased flexion of the cranial base (Lieberman et al. 2002: 1137). Lieberman (2008; see also Bastir et al. 2008) has also speculated that modern humans’ larger temporal lobe might have been selected for because of its role in cognition (see Fig. 3.3). We know that the temporal lobe plays a decisive role in memory, language processing, and the integration of sensory information. It has also been shown to be greatly expanded in both absolute and relative terms in modern humans compared to apes (Rilling and Seligman 2002; Semendeferi and Damasio 2000). This expansion is apparently concentrated in the white matter directly beneath gyri, suggesting increased connectivity between neighboring cortical areas within the temporal lobe (Schenker, Desgouttes and Semendeferi 2005: 559–560). Evidence in favor of a relative expansion in humans also concerns the arcuate fasciculus, the white matter fiber tract that arches above the Sylvian fissure (Rilling et al. 2008). This expansion suggests increased connectivity between the higher associational cortex of the temporal lobe (including Wernicke’s area) and the inferior 102
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figure 3.3. Outline of the lateral view of the temporal lobes relative to the cranial base. Reprinted with permission from D. E. Lieberman (2008), Speculations about the selective basis for modern human craniofacial form. Evolutionary Anthropology, 17(1): 55–68. Copyright (2010) John Wiley and Sons.



prefrontal cortex (including Broca’s area). This increased connectivity is important given the well-known role of this frontotemporal network in processing meaningful utterances (Xu et al. 2009). Comparing the lateral view of Neanderthal and Homo sapiens’ endocrania, Emiliano Bruner (2004, 2008) has argued that globularization also coincided with a relative expansion of the parietal cortex, which is mainly associated with visuospatial processing, manipulation of objects, number processing, as well as different attentional processes. This recent expansion is noteworthy, because the parietal cortex in humans is not unexpectedly large for a primate of our size. Bruner’s argument would thus suggest that it was unexpectedly small in Neanderthal and Homo heidelbergensis. I return to the likely expansion of the temporal and parietal cortex in Sections 3.5 and 3.6 to see how overall changes in brain morphology can help constrain hypotheses about the evolution of cognition and behavior. For the moment, I would like to emphasize the fact that the modernization of the skull is apparently not associated with specific changes 103
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in the frontal lobe. This lack of association goes against many traditional accounts according to which modern cognition and behavior must be correlated with an expansion of this part of the brain (Amati and Shallice 2006; Ardila 2008; Coolidge and Wynn 2001; Deacon 1997; Noack 2006, 2007). It must be emphasized because the frontal lobe is the seat of higher level “executive functions” (attention, working memory, inhibition, etc.) that play a central role in general intelligence. This lack of apparent changes does not mean, however, that there was no frontal specialization during human evolution. The question is complex, and most results must be taken with caution given the very small samples on which they are based (Sherwood, Subiaul and Zawidzki 2008: 441). On the one hand, there has been a dramatic absolute enlargement of the frontal lobe during human evolution. On the other hand, in relative terms the size of the human frontal lobe is equivalent to that of the great apes (Semendeferi et al. 2002). Rilling (2006: 73) argued that, although the overall frontal lobe in humans is not unexpectedly large for an ape of our brain size, the prefrontal cortex itself might be. This idea is based on the observation that other (nonprefrontal) parts of the frontal lobe – the primary motor and premotor cortex – are relatively small in humans compared to apes. For instance, Brodmann area 10 – the most anterior part of the prefrontal cortex, which is typically associated with planning and, more generally, cognitive branching – is in relative terms twice as large in humans as in apes (Semendeferi et al. 2001: 232). The human frontal lobe also differs from that of apes in the extent of its gyrification – the measure of cortical folding in the brain – which is thought to increase with brain size (Rilling 2006: 72). The human prefrontal cortex also has significantly more white matter than expected for a primate of our brain size, a feature that has been linked with increased intracortical connectivity (Schoenemann, Sheehan and Glotzer 2005). Schoenemann (2006: 385) suggested that the bias toward white matter reflects increased functional differentiation in the prefrontal cortex, whereas Semendeferi et al. (2001) speculated that the absolute and relative enlargement of the prefrontal cortex in Homo sapiens (including Brodmann area 10) resulted in increased connectivity to other higherorder association areas (in the parietal and temporal cortices). In sum, the possibility cannot be excluded that, even if the human prefrontal cortex is not relatively larger, absolute difference in size coincided in the human lineage with a functional reorganization of this part of the brain (Passingham 2002). 104
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Nevertheless, if there is sufficient evidence of an absolute enlargement of the prefrontal cortex during human evolution (Rilling 2006), it is more difficult to link the modernization of the human cranium with specific changes in this part of the brain. The shape of the frontal bone does differ among Homo heidelbergensis, Neanderthals, and Homo sapiens. Externally, it gets larger and more flattened in the Neanderthal lineage, whereas it gets more vertical among Homo sapiens (Guipert and Mafart 2005). Yet the internal changes in the frontal bone do not strictly mirror the external changes. Bookstein and colleagues (1999) have shown that the inner profile of the frontal bone is surprisingly stable in Homo sapiens, Homo heidelbergensis, and Neanderthal. One interesting difference exists between Homo heidelbergensis and later hominins: both Homo sapiens and Neanderthal have wider frontal lobes at Broca’s cap than their ancestors (Bruner and Holloway 2010). It is not clear whether this widening results from further encephalization during the Late Pleistocene and whether it indicates parallel cognitive evolution in Homo sapiens and Neanderthal. What is clear, however, is that the widening is not specific to Homo sapiens and is even more pronounced in largerbrained Neanderthal (I come back to this point later). Having reviewed the literature on the modernization of the cranium in Homo sapiens, Pearson (2008: 42) concluded “that scenarios for brain change involving the size or proportions of lobes other than the temporal now have a dubious status.” Following Bruner’s analysis (2004, 2008), I would add the parietal lobe to the likely candidates for specific changes in Homo sapiens. Although it is not unexpectedly large for a primate of our size, the parietal lobe seems to have undergone recent expansion. In Sections 3.5 and 3.6, I propose relating this expansion of the temporal and parietal lobes to cognitive and behavioral innovations in Homo sapiens. However, for my argument to be convincing, I first need to supplement morphological and genetic data with data from material culture, without which we can reach no understanding of cognitive evolution in the human lineage. 3.4 MODERN BEHAVIORS



As with morphology, any attempt to reconstruct human cognitive evolution on the sole basis of material culture runs a high risk of ending in disappointment. Not only does the archaeological record represent a tiny part of all artifacts manufactured by extinct human populations but also, as we will see, reconstructing actual behaviors on the basis of 105
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such a partial documentation is more often than not tentative. Behavioral transitions, in turn, even when they are well documented, cannot be explained straightforwardly by cognitive changes because the same behaviors can result from different sets of cognitive abilities. The human mind, like that of any other organism, is organized in such a way that it makes a specific range of behaviors possible. Cognition allows for new behaviors, but it does not determine these behaviors. Consequently, the absence of some behavior in an organism is never a proof that this behavior is out of its reach. The increasing complexity of material culture can always be interpreted as the outcome of cultural innovations, building on cognitive abilities that have long existed. This is how we explain, for instance, the Neolithic and the industrial “revolutions.” Thus, cognitive accounts of behavioral changes are never shielded from the risk of being falsified. Indeed, it is always possible to show that the relevant behavior was present before the alleged cognitive change. Yet this is not to say that all cognitive accounts are equivalent. Some are more parsimonious than others in covering the data. Therefore the study of material culture of extinct human populations should not be made with the hope of providing a definitive theory of human cognitive evolution, but rather with that of assigning weight to hypotheses that must be constructed in an interdisciplinary perspective. In the following sections, I review the main archaeological evidence in favor of behavioral transitions in the human lineage. My focus is on the period of morphological modernization of Homo sapiens (500,000– 50,000 BP). I begin with Africa (3.4.1 to 3.4.3) and then turn to the issue of Neanderthals’ modernity (3.4.4). 3.4.1 Modern Africans If one examines the evolution of material culture in Africa over the last 500,000 years, one can hardly deny that the biological modernization of Homo sapiens came along with a significant behavioral transition. For the first time, the pace of cultural evolution and the complexity of material culture became comparable to that found in living human beings (Richerson and Boyd 2005). However, the simplicity of the big picture rapidly vanishes on closer examination. The archaeological record is scattered, transitions undocumented, countless important findings poorly dated, and the association of artifacts with human fossils exceptional.
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This should inspire prudence but not despondency. Some transitions in material culture are sufficiently well documented to support more general arguments about behavioral and cognitive evolution. This is the case for the transition between the Acheulean and the Middle Stone Age industries. The Acheulean is probably the longest lasting industrial complex in human evolution. It appears about 1.6–1.7 million years ago in Africa and is defined by the presence of bifaces – handaxes and cleavers – that served as multipurpose portable tools. Use-wear analyses suggest that bifaces were used to cut carcasses, hack wood, and scrape hides, among others. The Acheulean is not a homogeneous industry. In Africa, early Acheulean assemblages present fairly crude bifaces with a high number of tools typical of the earlier Oldowan industry. Over time, mostly after 600,000 BP in Africa, Acheulean bifaces became thinner and more symmetric and with long, sharp cutting edges (Wynn 2002). At about the same time, Acheulean culture spread into Eurasia. It is interesting to note that this spread of Acheulean culture coincided with the emergence and expansion of Homo heidelbergensis sensu lato and with the most significant phase of encephalization in human evolution. It is unclear whether the evolution of Acheulean industries is best explained by a change in subsistence strategies or by a cognitive evolution in Homo heidelbergensis. I argued in Chapter 2 that many behavioral transformations in Homo heidelbergensis could be explained by enhanced executive functions and a greater capacity to engage in long-lasting public goods games. The evolution of Acheulean industries might be explained by a functional need to produce longer and sharper cutting edges, in a context of a greater reliance on effective hunting and of a more systematic use of fire. At the cognitive level, it might also be an effect of enhanced executive functions on stone tools manufacture. Thomas Wynn (2002) has proposed that the appearance of more symmetric Acheulean handaxes after 500,000 BP might be explained by a change in the understanding of spatial perspective. More recently, Coolidge and Wynn (2009: 166–167) suggested that “allocentric perception . . . was required to produced the three-dimensional symmetries true of the finer bifaces” and that this ability “implies a more sophisticated coordination of the dorsal and ventral pathways of visual processing.” This suggestion, which points toward a reorganization of the parietal cortex, must also be taken seriously.
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By about 300,000 years ago, the Acheulean progressively vanished in both Europe and Africa. In Europe, it was replaced by the Mousterian, an industrial complex primarily associated with the Neanderthal, in which prepared-core techniques – including the Levallois technique – were predominantly used to prepare handaxes, scrapers, and points. In Africa, the Acheulean was replaced by the Middle Stone Age (MSA) industries, in which points and blades played a central role. MSA industries are of primary importance for human evolution because they are more or less contemporary with the biological modernization of Homo sapiens. The Acheulean–MSA transition has been presented as a shift from hand-held (handaxes) to hafted tools (backed tools and points; McBrearty and Brooks 2000). Points and blades, which might have been used in the manufacture of hafted tools, appear early in the MSA – before 285,000 BP in the Kapthurin Formation – and diversify throughout the period (McBrearty and Tryon 2005). The process was probably not unidirectional because traditional Acheulean handaxes reappeared at some points later in the Middle Stone Age. For instance, they were still present 160,000 years ago in association with the Herto human fossil remains in Ethiopia. The earliest evidence of symbolic behavior in the MSA is the presence of pigments such as ocher in many sites. Evidence of pigment processing is ubiquitous in later MSA sites (after 130,000 BP), but pieces of ocher dated to 285,000 BP have also been found in the Kapthurin Formation in Kenya (McBrearty and Brooks 2000; Watts 2002). A note of caution is that we still do not know what these pigments were used for. Ocher can serve multiple utilitarian purposes; for instance, it is instrumental in preserving hides and hafting tools (Wadley 2001, 2005). Until we get a better idea of the function of pigments in the early MSA, the presence of symbolic behavior at this point of human evolution is at best uncertain. In addition to ocher, the earliest evidence in favor of symbolic behavior probably comes with the broadly modern-looking Herto crania from Ethiopia (dated to 160,000 BP) on which archaeologists have found traces of modification and polishing. Many traditional societies share mortuary practices in which the skulls of the ancestors are preserved, ritually modified, and worshiped. The traces of modification on the Herto crania are not similar to those left by cannibalistic defleshing, and it is reasonable to assume that they resulted from prolonged mortuary rituals (White et al. 2003). 108
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The Middle Stone Age was a period not only of a general acceleration of technological innovation but also of important changes in social organization. In sites as old as 130,000 BP, archaeologists have found raw materials from sources located more than 100 km away (McBrearty and Brooks 2000). These finds might be taken as evidence that modern humans expanded their traditional home range, but most plausibly that they were now engaged in exchange networks with other groups over very long distances. I return to this question in Section 3.7 and explain how it can be linked to cognitive evolution in modern humans. 3.4.2 Modern North Africans? In northern Africa, the first MSA industry is followed by the Aterian, which differs from earlier MSA industry by the presence of bifacial foliate points. Traditionally, the Aterian was thought to date between 40,000 and 20,000 BP, but more recent dating suggests that it is in fact older than 40,000 BP (Marean and Assefa 2005: 107–108). Aterian layers at the Grotte-des-Pigeons at Taforalt (Morocco) have recently yielded more than 30 perforated marine shell beads, dated between 86,000 and 82,000 BP. The beads had been covered with red ocher, and use-wear analyses indicate that they were used in the composition of personal ornaments (Bouzouggar et al. 2007). The use of personal ornaments is usually taken as the hallmark of human behavioral modernity, and I return later to the question of its cognitive significance. In the Levant, sites such as Qafzeh and Skhul – where remains of quasi-modern humans have been found – have shown for the period between 160,000 and 90,000 BP a stone industry similar to that produced in Europe by Neanderthals (Meignen 2007). The fact that Homo sapiens and Neanderthals produced similar industries in the Levant has been taken as evidence of a dissociation between the evolution of modern morphology/biology and modern cognition/behavior (Klein 2000). However, there are doubts about the behavioral similarity between Homo sapiens and Neanderthals in the Levant. Although both Neanderthals and Homo sapiens intentionally buried their dead in that region, the presence of red ocher in association with burials in Qafzeh suggests that early Homo sapiens burials (at about 92,000 BP) were of a symbolic nature (Hovers et al. 2003). Moreover, two perforated marine shells – apparently used as personal ornaments – have been found at the site of Skhul (Vanhaeren et al. 2006). In sum, although the main sites associated with early Levantine Homo sapiens do not pose severe datation problems 109
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as those from northern and equatorial Africa do, their behavioral and morphological interpretation are still subject to caution. 3.4.3 Modern South Africans? The best documented and most accurately dated evidence in favor of behavioral innovations in the Middle Stone Age are found in southern Africa, for the period between 85,000 and 55,000 years ago. They are associated with the Still Bay and the subsequent Howiesons Poort phases. Because of the range of innovations associated with these two phases, some archaeologists describe them as a southern African “Upper Paleolithic” (Henshilwood 2010). The dating of Still Bay and Howiesons Poort is still subject to debate, but rough estimates can be used with confidence for both phases. The best estimate situates the Still Bay period between 85,000 and 73,000 BP (Henshilwood 2010). whereas the Howiesons Poort period occurred later, probably beginning between 70,000 and 60,000 years ago and ending around 55,000 BP (Feathers 2002; Lombard 2005). Still Bay material culture is associated with typical bifacial foliate points that were likely used as knives or spear points (Henshilwood 2010; Wadley 2007). The preferential use of fine-grained raw material – often from nonlocal sources – for the manufacture of Still Bay bifacial points contrasts with earlier MSA cultures. The most exceptional Still Bay site is without question Blombos Cave on the southern Cape coast in South Africa. In addition to finely made bifacial points, the Still Bay layers have yielded more than 30 bone tools, including awls and points (d’Errico and Henshilwood 2007; Henshilwood et al. 2001; Henshilwood and Sealy 1997). Awls were used to pierce soft materials, and carefully polished points might have been hafted and used as projectiles. The careful polishing of bone points at Blombos Cave has no obvious practical function, and it might indicate that they were worn for their symbolic or decorative value (Henshilwood et al. 2001: 664). Blombos Cave has yielded not only the richest collection of bone tools of the Middle Stone Age but also the most compelling evidence of symbolic behavior (see Fig. 3.4). The collection includes more than 65 shell beads that are more or less contemporary with those found in Taforalt and come from the same genus (Nassarius). Shell beads have been found in clusters of 2 to 17, with beads within each cluster presenting similar size, shade, use-wear pattern, and perforation technique. The similarity within clusters strongly suggests that the beads were worn as personal 110
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figure 3.4. Artifacts from the Still Bay levels at Blombos Cave. a) Silcrete bifacial point, b) formal bone tool, c) engraved ocher SAM-AA 8938, d) Nassarius krausianus shell beads, e) ocher deposit on a shell bead. Images by C. Henshilwood and F. d’Errico. Reprinted from Henshilwood and Dubreuil 2009.



ornaments. This interpretation is further strengthened by the presence of residues of ocher within some of the beads, indicating deliberate coloring (d’Errico et al. 2005; Henshilwood et al. 2004). The second persuasive evidence of symbolic behavior from Blombos Cave is provided by two pieces of ocher on which complex cross-hatched designs have been deliberately engraved (Henshilwood et al. 2002). These pieces are unique and present the most complex deliberate designs predating the European Upper Paleolithic. For its part, Howiesons Poort material culture has been traditionally described as a microlithic industry, recognizable by the presence of small-backed trapezes and segments made from short and thin blades. They were apparently used to manufacture composite hafted tools whose heads of regular shape and size were fixed with the help of adhesive and could be replaced when broken (Wadley 2005). Their size and shape suggest that they were used to manufacture not only large tools such as spears but also smaller ones like darts and even arrows (Wadley 2008). Concerning potentially symbolic behavior, the Howiesons Poort 111
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layers at Diepkloof Rock Shelter have yielded several pieces of ostrich egg shell with complex cross-hatched markings (Parkington et al. 2005; Texier et al. 2010). More generally, the Still Bay and Howiesons Poort industries present clear evidence of the emergence of two central traits of modern human culture. The first is the presence of a stylistic component, by which an object obtains a value that goes beyond its functional use. This added value might be to “symbolize” something or, at a minimum, to indicate the craftsman’s interest in the appearance of its production. The second trait is a formalization and standardization of cultural artifacts and practices. Objects – not only beads but also tools such as Still Bay finely made points and Howiesons Poort backed pieces – begin to be clearly manufactured and fall into standardized and formal categories. In the same vein, many sites indicate a more formal organization of living space, with occupational areas dedicated to specific activities (Deacon and Deacon 1999; Wurz 1999). As I argue in Section 3.6.2, such behavioral traits are important, because they indicate that cognitive modernity was minimally linked with the way human categorize things and with their capacity to pay attention to how objects look to others. 3.4.4 Modern Neanderthals? When archaeologists first introduced the idea of modern behaviors, they did so chiefly on the basis of the European archaeological record. Their attention was on the transition between the Middle Paleolithic and the Upper Paleolithic, between 40,000 and 30,000 BP (Mellars 1973). Their objective was to establish a list of behavioral traits typical of the “Upper Paleolithic revolution”: the cultural and technological blossoming associated with the arrival of Homo sapiens in Europe (Henshilwood and Marean 2003). For about two decades, the hegemonic view in archaeology was that behaviorally modern humans emerged somewhere in northeastern Africa or southwestern Asia some 50,000 or 40,000 BP and then dispersed across the Old World (Klein 2000, Klein and Edgar 2002). Subsequent research in Africa has brought most archaeologists to abandon this view. There is no consensus as to whether modern behaviors appeared gradually or more suddenly in the MSA, but it is now widely recognized that most modern behavioral traits were present in Africa much earlier than 50,000–40,000 years ago (Henshilwood and Marean 2003; McBrearty and Brooks 2000; Mellars 2006). In contrast, interpretation of the European data is still largely subject to debate. 112
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On the one hand, there is no question that Neanderthals dominated Europe 40,000 years ago and had disappeared – at least as a distinct morphological unit – about 15,000 years later. On the other hand, there is no consensus concerning the interpretation of Neanderthals’ behavioral and cognitive skills, particularly their ability to create and sustain symbolic culture. The first alleged evidence in favor of symbolic culture in Neanderthals comes from intentional marks on bones and stones that have been presented as potentially conveying symbolic meaning (Bednarik 2003). None of these artifacts, however, is as convincing as Blombos Cave’s engraved pieces of ocher, and their interpretation as symbols remain contentious (Soressi and d’Errico 2007). A second line of evidence is the presence of intentional burials among Neanderthals. There is little doubt today about the existence of Neanderthal burials – there are today about 40 accepted or alleged cases of Neanderthal burials (Maureille and Vandermeersch 2007) – but there are diverging views about how they should be interpreted. Historically, burials have been seen as evidence of religious or supernatural beliefs in Neanderthals, but this conclusion is hasty. The main argument against the religious interpretation of burials is the almost total lack of grave goods or offerings, beyond a few contentious examples. To be sure, many modern human societies bury their dead with few or no durable grave goods, and we may never know whether this was the case with Neanderthals (d’Errico 2003: 196). Still, many archaeologists consider it more parsimonious to explain intentional burials in Neanderthals without reference to symbolism. For instance, Mellars (1996: 381) has argued that strong emotional bonds and the urge to protect the corpse of the beloved ones from scavengers suffice to account for the burials. The third line of evidence in favor of Neanderthal symbolism is the frequent use of pigment – mostly black-colored manganese dioxides – by Neanderthals after 60,000 BP; that is, long before any contact with Homo sapiens (Soressi and d’Errico 2007). Unfortunately, there is no consensus on what Neanderthals were doing with pigments. As in the African Middle Stone Age, pigments might have been used for tanning hides or hafting tools. Some authors have argued that living humans have a clear preference for lively colors when it comes to symbolizing things. From this viewpoint, fragments of red ocher found in Africa during the Middle Stone Age or in the Levant in association with Homo sapiens are a better indicator of symbolic behavior than the black pigments used by Neanderthals (Hovers et al. 2003, Mithen 2006: 230). 113
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Once again, this is an argument but hardly a proof. Maria Soressi and Francesco d’Errico (2007) have argued that Neanderthals abraded black pigments to create facets with strong coloring properties that they subsequently used on soft materials such as human or animal skin, arguably for body painting. The case for a symbolic use of pigments by Neanderthals remains much weaker than for such use by modern Homo sapiens, but some finds are challenging. For instance, two caves in Spain have recently yielded a handful of perforated shells in association with pigments (Zilh˜ao et al. 2010). In one cave, three perforated shells, dated at 45,000– 50,000 BP, were found alongside red and yellow colorants. In the other, a perforated shell, dated at about 37,000–43,000 BP, had been painted with red colorants. The fact that the authors cannot determine if the perforations are human-made raises some doubts about the significance of these finds, but the association with colorants gives weight to the interpretation that the shells were parts of personal ornaments. The last and most convincing line of evidence in favor of symbolic behavior in Neanderthals comes from the Chatelperronian industry. This industry is located mainly in the southwest of France and has been dated between 38,000 and 32,000 BP (Pelegrin and Soressi 2007). It is widely accepted as a creation of Neanderthals, immediately predating the arrival of modern Homo sapiens. Although associated with Neanderthals, the Chatelperronian shares many interesting features with Aurignacian cultures, which are attributed to Homo sapiens. Chatelperronian stone industry is based on the production of regular blades by a technique of direct percussion with a soft hammer. Blades are preferentially transformed in so-called Chatelperronian points, but also in scrapers, truncated pieces, backed blades, and retouched blades. The production of blades is not totally unknown in the Middle Paleolithic Mousterian, but nowhere does it hold so central a place as in the Chatelperronian. The most impressive evidence of Neanderthals’ inventiveness during the Chatelperronian comes from the Grotte du Renne at Arcy-sur-Cure (Yonne, France). In addition to its typical Chatelperronian stone industry, the cave has yielded a rich and diverse assemblage of bone and ivory tools, including projectile points, awls, and pins (d’Errico et al. 1998: 7). Unlike blades, bone tools are pretty rare in Chatelperronian sites. Archaeologists have also excavated from the Grotte du Renne about 40 artifacts that have apparently been used as personal ornaments. The collection consists of several perforated or grooved teeth from various 114
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figure 3.5. Chatelperronian ornaments from Grotte du Renne (first six from the left) and from Quinc¸ay (scale = 1 cm). Reprinted with permission from F. d’Errico et al. (2003), The search for the origin of symbolism, music and language: A multidisciplinary endeavour. Journal of World Prehistory, 17(1), 1–70. Copyright (2003) Springer Science+Business Media.



animals, as well as a few ivory pendants and beads (d’Errico et al. 1998: S5). Other pieces of personal ornaments – perforated teeth – have been found in Quinc¸ay (see Fig. 3.5; Granger and L´evˆeque 1997). More than any other finds, personal ornaments from the Grotte du Renne have fostered debates about Neanderthal cognition. The question is important because the use of personal ornaments among Neanderthals arguably entails some form of cognitive equivalence between them and modern Homo sapiens. Archaeologists remain divided over the implication of the Chatelperronian for Neanderthal cognition and behavior. The “acculturation hypothesis” suggests that Neanderthals’ sudden inventiveness during the Chatelperronian resulted from interaction with neighboring modern humans. This interpretation stresses the exceptional nature of the association of personal ornaments with Neanderthals at Arcy-sur-Cure and Quinc¸ay (Mithen 2006; Taborin 2004). The presence of modern humans in the neighboring regions of Central Europe or along the Mediterranean Coast during the Chatelperronian raises the possibility of interactions and cultural transfers between modern humans and Neanderthals. Yet the main argument in favor of this interpretation is the “extraordinary ‘coincidence’ that all of these behavioral innovations [associated with Transitional industries such as the Chatelperronian] appear in the archaeological records of Europe and western Asia at almost precisely 115
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the same time as the well-documented expansion of anatomically and genetically modern populations across these regions” (Mellars 2005: 20). A second interpretation stresses the originality of Neanderthal behavior. It argues that Chatelperronian bone and stone tool industries, as well as personal ornaments, cannot be the outcome of a simple imitation process, given the uniqueness of the techniques involved (d’Errico et al. 1998; Pelegrin and Soressi 2007). Thus Neanderthals would not only be the authors but also the inventors of these original techniques. This interpretation would support a level of creativity similar to that of modern humans (d’Errico 2003). But then, how can we explain the sudden rise in creativity among Neanderthals at the very moment when modern humans entered Europe? One possible explanation is the connection between demography and cultural innovation. Larger group size and expanding networks in humans apparently foster the creation and transmission of new techniques (Richerson and Boyd 2005; Shennan 2001). Joseph Henrich (2004) used such an argument to explain the reduction in the toolkit of the Tasmanian people after their separation from mainland Australia caused by the increasing ocean level at the end of the last glacial epoch. The extraordinary coincidence described by Mellars (2005) could thus be explained by similar demographic trends in modern humans and Neanderthal populations during the transition from the Middle to Upper Paleolithic (Zilh˜ao 2006). Despite significant findings in recent years, it is still impossible to decide between these two hypotheses. The first appears as more parsimonious to many, but the argument in favor of the second cannot be dismissed easily. The evidence from Arcy-sur-Cure and Quinc¸ay, more particularly, is disturbing for any theory that proposes an unbridgeable cognitive gap between Homo sapiens and Neanderthals. 3.5 MODERN COGNITION



One reason why it is so difficult to compare cognition in Neanderthals and Homo sapiens is that we do not know exactly how much variation in material culture can be accounted for by cultural or ecological variations. This is probably the most important epistemological constraint facing the study of cognitive evolution. The lack of evidence in support of some behavioral trait in an extinct human population can always be explained either by (1) a cognitive inability to perform this behavior or by (2) the fact that the behavior could have been performed but has not been for cultural or ecological reasons. 116
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In their daily practice, scientists usually consider that variations among closely related populations should be explained by cultural or ecological factors, whereas important variations among less closely related populations should be explained by cognitive factors. This is not an infallible form of reasoning, but it is the most parsimonious way of drawing hypotheses in a context in which cognitive, cultural, and ecological data are scarce. The case of the Neanderthal is probably the most complex. The morphological and genetic differences between Neanderthals and Homo sapiens suggest that the two groups evolved as distinct populations for some hundreds of thousands of years, but these differences are insufficient to conclude that they were two distinct species with significantly different behavioral and cognitive abilities. The archeological record indicates that a more radical behavioral change occurred in Africa than in Europe, but evidence from sites such as the Grotte du Renne casts doubts on a direct link between morphological and behavioral modernity. New archaeological data are essential to clarify the question of Neanderthal inventiveness. Yet new archaeological data are not the only thing that we need. One persistent problem is the lack of a consistent framework for linking cognition and behavior. This problem is far from trivial. To decide how much behavioral variation can be explained by a cognitive factor, we need to know what kinds of cognitive mechanisms underlie what kinds of behaviors. Otherwise, there is a danger for cognitive evolution to turn into an all-purpose mechanism to which we refer when we feel that behavioral variations become too important to be accounted for by cultural or ecological factors. Appeals to cognitive changes are interesting only as far as they explain different sets of data in a parsimonious way. I attempt to meet this challenge in the rest of the chapter. 3.5.1 Brain Evolution and Phases of Innovation in Africa The scope of the behavioral transition associated with the emergence and dispersal of Homo sapiens is so important that few dispute the need to invoke a cognitive change at some point in recent human evolution to explain it. Morphological and behavioral data nevertheless present an intricate problem for anyone who tries to identify this change. Modern morphology appeared in Africa between 300,000 and 75,000 years ago, but far from all of the traits that qualify as “modern” can be given a cognitive interpretation. Some traits are most likely the outcome of 117
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neutral mutation and genetic drift, whereas others might have been selected for, in some cases because of their impact on cognition (Lieberman 2008; Weaver and Roseman 2008). Of all the traits that appear with modern Homo sapiens, those related to the modernization of the braincase have the highest probability of being correlated with cognitive changes. Among those traits, the most significant is probably the globularization of the cranium that coincides with the expansion of the temporal and the parietal cortices (Bruner et al. 2003; Lieberman et al. 2002). This structural reshaping of the cranium happened in Africa between 300,000 and 100,000 BP, but the lack of fossil evidence renders difficult the proposal of more detailed scenarios. In terms of globularity, Omo II (195,000 BP) and even older (though poorly dated) crania from Florisbad and Lake Ndutu could qualify as Homo sapiens (Lieberman and BarYosef 2005), which might indicate that the modernization of the cranium began early in the Middle Stone Age. One caveat is that we cannot take it for granted that all African populations modernized at the same time, and the presence of more than one human taxon in Africa during the Middle Stone Age cannot yet be excluded. The interpretation of material culture also poses serious problems. The most important of these is that hypotheses about cognitive evolution become trivial if we invoke cognitive changes every time that we need to account for a transition in behavior. Ecological and cultural changes create pressures that can perfectly explain why certain traditions appear while others vanish. Any hypotheses about the evolution of the modern mind must determine how much weight to place on cognitive versus ecological and cultural factors. Following Henshilwood and Marean (2003), we can describe four hypotheses about the evolution of modern behaviors in Africa. All of them propose a different relationship between behavioral and morphological evolutions (see Table 3.1). In some they are directly correlated, whereas in others they are not. 1. The first sees modern behaviors appearing shortly before the cultural blossoming of the European Upper Paleolithic, some 60,000 to 40,000 years ago (Klein 2000). This hypothesis has lost most of its weight during the last decade because of the new findings in the MSA described in Section 3.4. 2. The second contends that the transition to modern behaviors occurred earlier in the Middle Stone Age – maybe in eastern or 118



Homo sapiens in Perspective Table 3.1. Do Morphologic and Behavioral Evolutions Coincide?



Emergence of Modern Behaviors



Possible Coincidence with Morphological Modernization



60,000–40,000 BP 200,000–75,000 BP 300,000–200,000 BP 300,000–75,000 (gradualist) BP



No Yes Yes Yes



central Africa, at some point between 200,000 and 75,000 BP – and subsequently led to the dispersal of modern humans out of Africa (Mellars 2006). The Still Bay and the Howiesons Poort phases in southern African would be evidence of fully modern behaviors, but we must expect to find earlier occurrences associated with modern Homo sapiens in other parts of Africa. 3. A third possibility is that the transition to modern behavior occurred even earlier, at the transition from the Acheulean to the MSA, between 300,000 and 200,000 BP (Barham 2007). From this point of view, the presence of pigments and lanceolate points at early MSA sites would count as evidence of modern behaviors. 4. The last possibility – the gradualist hypothesis – is that there was a gradual process of behavioral modernization during the MSA (McBrearty 2007; McBrearty and Brooks 2000). A first phase of innovations occurred at the transition between the Acheulean and the MSA (including blades, points, grindstones, and pigment processing) and a second later in the MSA (including beads, notational pieces, bone tools, long-distance exchange, etc.). These four hypotheses interact differently with the morphological data. According to Hypothesis 1, behavioral modernization was more or less independent of morphological modernization. By contrast, Hypotheses 2 to 4 could all coincide with our very scarce data on morphological modernization between 300,000 and 100,000 BP. Obviously, it is not because one hypothesis sees a disjunction between morphological and behavioral evolution that it declines to explain behavioral transitions cognitively. There are limits to what one can learn from the study of endocasts of extinct hominins, and numerous neurological changes may remain forever undetectable in the fossil record (Holloway 1996; Klein 2000). Changes that would affect structures like the cingulate cortex or the basal ganglia – parts of the brain that are 119
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not directly in contact with the endocranium – would be impossible to detect. Yet this limitation should not deter us from learning what we can from endocasts. After all, the outer layer of the brain, the neocortex, is also the most recently evolved part, and it is where high-level cognitive functions are realized. The study of endocasts can hardly help construct hypotheses on structural changes within the limbic system, but it can, at least in principle, provide useful information concerning changes in the size, shape, gyrification, and development pattern of different parts of the neocortex. Despite the small amount of fossils, paleoneurology can already help constrain the space of hypotheses about the evolution of human cognition. Before proposing my own reading of the data, I make three general points about how paleoneurology can constrain hypotheses about cognitive and behavioral evolution. The first point concerns the case in which we observe a major behavioral transition that we think must result from a cognitive evolution, but we can find no concomitant transformation in the endocranium of fossils associated with this change. In this case, we should try to see if the behavioral transition can be explained by a change in subcortical structures or in brain regulation. The famous FOXP2 gene, to give only one example, is expressed in the basal ganglia, and its mutation in the human lineage – we do not know exactly when – might have had an impact on fine orofacial motor control and speech production (Lieberman 2005, 2007). The modern version of FOXP2 probably evolved before the split of Homo sapiens and Neanderthals, and thus it is hardly a good candidate to explain behavioral modernity, but similar proposals could be made with respect to other genes or neural mechanisms. The second point concerns the globularization of the cranium and the related expansion of the temporal and maybe parietal cortices in Homo sapiens (Bruner et al. 2003; Lieberman et al. 2002). The temporal cortex is involved in auditory processing, speech perception and memory, as well as high-level multimodal cognition. The parietal cortex, for its part, is mostly associated with the integration of sensory information from different modalities. Together, these regions are the seat of higher order multimodal association mechanisms, and their expansion in AMH was probably associated with a greater need or capacity for such association. The third point concerns the use of executive functions – such as inhibitory control, working memory, planning, and selective attention – to explain behavioral transitions in AMH. These functions, located in the prefrontal cortex, are traditionally presented as the hallmark of 120
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modern Homo sapiens intelligence (Amati and Shallice 2006; Ardila 2008; Coolidge and Wynn 2001; Deacon 1997; Noack 2006, 2007). As was noted in Section 3.3, the bulk of the evidence indicates that most of the relative increase in the size of the prefrontal cortex was already in place in Homo heidelbergensis (Rightmire 2004), suggesting the presence of executive functions more or less similar to those found in Homo sapiens. That being said, the frontal lobe of Homo sapiens is larger than that of Homo heidelbergensis at Broca’s cap, and such a lateral expansion or reallocation of the neural mass could have cognitive implications. However, this change is not likely to explain specific transitions in Homo sapiens because it occurred in parallel in Neanderthals. Was there a parallel cognitive evolution in Homo sapiens and Neanderthals? I return to this possibility (3.6.2). To regroup morphological, cognitive, and behavioral data under a consistent framework, the first step is to check whether behavioral transitions coincide with changes in brain areas that are the seat of cognitive functions that could explain the behavioral transitions in question. In the following sections, I argue that the transition to modern behavior should preferably be linked to an expansion and reorganization of the parietal and temporal cortices rather than to changes in the prefrontal cortex or in subcortical structures. As my argument is less convincing for the earlier part of the MSA (300,000–200,000 BP) because of the paucity of the archaeological record, I first discuss in the next section possible cognitive accounts of the transition between the Acheulean and the MSA. 3.5.2 Early Innovations in the MSA Early MSA sites are distinguished from Acheulean ones by the presence of points, blades, grindstones, and evidence of pigment processing. Generally speaking, this transition probably results from a shift from hand-held handaxes and cleavers to lighter and repairable hafted tools (McBrearty and Brooks 2000; McBrearty and Tryon 2005). This transition might have multiple causes, many of which are not of a cognitive nature. It might have been a purely cultural innovation. One individual might have happened on the idea of manufacturing composite tools and simply transmitted this new technology. The tradition might also have been invented many times, in response to a new functional need resulting from novel ecological conditions. Population growth during the interglacial oxygen isotope stage 9 121
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(MIS 9, ≈334,000–301,000 BP) or harsher climatic conditions during the glacial MIS 8 (≈301,000–242,000 BP) could have prompted these innovations. Most people would like to add a cognitive explanation to account for the transition from Acheulean to MSA. It is reasonable to suppose that the manufacture of hafted, composite tools presents a specific challenge at the cognitive level. I propose three hypotheses to account for this transition. A first hypothesis is that the transition coincides with a change in the parietotemporal areas of the brain, which are responsible for the integration of visuospatial information. Coolidge and Wynn (Coolidge and Wynn 2009: 166–167; Wynn 2002) have proposed such an explanation for the appearance of more symmetric Acheulean bifaces, along with the evolution of Homo heidelbergensis. We could apply a similar argument to the appearance of composite tools, saying that an improved integration of information would have facilitated the learning of more complex manufacturing techniques. I already mentioned that the globularization of the cranium came with a significant expansion of the parietal and temporal cortices. At this point, evidence in favor of globularization remains weak for the first part of the MSA. If future research brings evidence in favor of early morphological modernization at the transition from the Acheulean to the MSA, this first hypothesis would gain support. For the moment, however, we must explore alternative hypotheses. A second explanation for the transition to hafted tools is a change in the prefrontal cortex and the executive functions of the brain. The prefrontal cortex is organized as a hierarchical system in which more posterior areas – close to the primary motor and premotor areas – process more specific components of action selection, whereas more anterior areas process more abstract ones (Badre 2008; Koechlin and Summerfield 2007). The hierarchical structure of the prefrontal cortex is essential for learning complex instrumental action in which subactions are embedded into larger sequences (Botvinick 2008). The manufacture of hafted tools can be conceived as such a sequence: the manufacture of the parts is embedded within the manufacture of the whole tool. As noted earlier, the most important phase of growth of the prefrontal cortex probably occurred before Homo heidelbergensis and thus before the transition to the MSA, but later reorganization of the prefrontal cortex – after further encephalization or changes in the development pattern of the brain – cannot be excluded. Unfortunately, here again the fossil record is too scarce to determine whether that reorganization occurred. 122
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A third possibility is that the behavioral transition was caused by a change in subcortical structures or in brain regulation. This hypothesis would be impossible to test on endocasts, but could gain interest if future research shows that the transition from the Acheulean to the MSA was not accompanied by any significant changes in the neocortex. For instance, the basal ganglia plays a central role in the regulation of behavior. It encodes reward and punishment and controls action sequencing. I argued in Chapter 2 that early behavioral changes in the human lineage could be explained by the appearance of human-like motivation to share emotion and attention. Although the bulk of the evidence suggests that these motivations were already in place in Homo heidelbergensis and earlier, we cannot exclude further transformations later in the human lineage. For instance, a change in social emotions and motivations would have had an impact on social cognition and, incidentally, on cultural transmission. The transition to the MSA is associated not only with the appearance of hafted tools but also with the first evidence of pigment processing. There is currently no evidence that pigments in early MSA sites were used for symbolic purposes, although we cannot exclude that possibility (Barham 2007). Given the lack of other evidence in favor of symbolic behavior at this point in human evolution, it is probably more parsimonious to stick to a functional interpretation of pigment processing – for hafting tools or preserving hides (Wadley 2001, 2005). 3.6 THE SYMBOLIC SPECIES



The question of cognitive evolution has the weightiest implications when one considers the behavioral innovations that appear later in the MSA. Bone tools, personal ornaments, abstract engravings, evidence of long-distance exchange, and intensification of resource exploitation can all be found in the archaeological record between 130,000 and 55,000 BP. It is currently impossible to tell whether there were one or many human taxa in Africa during this period, but we can assert with confidence that morphological modernization was well underway in at least one taxon, especially for what concerns the globularization of the human braincase. Yet is there a cogent link between globularization and behavioral innovation? I think that there is. Globularization came with an enlargement of the temporal and parietal cortices, but how should this be interpreted at the cognitive level? One interpretation is that the enlargement of the temporal lobe 123
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accompanied a change in the faculty of language, given the role of this region in processing speech-related information. For instance, Coolidge and Wynn (2007) proposed that enhanced phonological working memory – realized in the parietotemporal region – might explain a number of behavioral innovations in Homo sapiens. Phonological working memory is what allows you to maintain a short list of words in active attention for a few seconds. It has been claimed to be instrumental in processing complex sentences with recursive constructions (Aboitiz et al. 2006; Ellis 1996; Hauser, Chomsky and Fitch 2002: 1571; Wynn and Coolidge 2007: 87). The capacity to use recursive syntax (or its close cousins “merge” or “hierarchical phrase structure”), in turn, has been linked by some authors to human behavioral modernization (Bickerton 1990, 2007; Lieberman 2007). There are several reasons to link behavioral modernization and in particular the appearance of symbolic artifacts with a change in the faculty of language, particularly when it comes to syntax processing. Symbols function as institutions in humans and hence are imbued with collectively shared meaning (Searle 1995). To fully grasp the meaning of a symbol, I must not only understand to which object or concept it refers; I must also understand that the meaning takes place within a web of co-references and is institutionalized within a linguistic community (Deacon 1997; Seymour 2005). In natural languages, we ordinarily use recursive syntax and hierarchical phrase structure to embed concepts and clauses within larger utterances so as to communicate metarepresentations. In sentences like “This blue jacket indicates that [I am a member of the football team],” a whole sentence is embedded within another. Formally speaking, meta-representations can be expressed without using recursive constructions, but it is not clear that the alternatives are less cognitively demanding. For instance, one can make two sentences and embed one within the other by the use of a pronoun: 1. I am a member of the football team. 2. This blue jacket indicates it. Such constructions formally avoid recursive syntax,1 and, indeed, some languages use pragmatics rather than syntax to work out relationships between propositions (Evans and Levinson 2009: 442). Nevertheless, 1 I am grateful to Denis Bouchard for this argument.
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linking the pronoun “it” to “I am a member of the football team” still arguably requires a high level of phonological working memory. Given the importance of linguistic meta-representations in building uniquely human institutions and symbols, and given the role of phonological working memory in analyzing linguistically mediated metarepresentations, it seems reasonable to link enhanced phonological working memory with the emergence of symbolic behavior, as proposed by Coolidge and Wynn (2007). Nevertheless, I see some limitations to this hypothesis. The first problem is that language – and even syntactic language – might be necessary though not sufficient to invent and maintain symbols in material culture. The second is that many behavioral innovations during the MSA do not obviously depend on an enhanced capacity to communicate. Regarding the first point, there is no question that both apes and very young children (say, below the age of 2) are able to use arbitrary signs to refer to objects in the world, although neither is engaged in the creation of properly symbolic artifacts. For instance, apes can learn that an abstract sign refers to an object or a person. Some linguistically trained apes can even build short syntactic sentences with three, four, or five words, but they apparently do not understand how symbols can be created through the collective ascription of meaning to an object. Human children, in the same way, usually learn their first words around the age of 12 months, begin to make simple sentences around 18 months, and learn a great deal of syntax (including recursive constructions) during their third and fourth years. Nevertheless, it is not before 4 or 5 years of age that they finally begin to be comfortable producing abstract symbols such as written numbers and words (Apperly, Williams and Williams 2004; Bialystok 2000; Zhou and Wang 2004). Consequently, we may conclude that creating and maintaining symbolic culture are more cognitively demanding than parsing complex sentences. Incidentally, the appearance of symbolic artifacts in the human lineage might have been caused by a change in another aspect of cognition. The main reason to suspect this possibility to be the case is that many innovations concomitant with the emergence of symbolic artifacts do not obviously depend on communication. For instance, the formalization and standardization of material artifacts in the Still Bay and Howiesons Poort industries do not clearly depend on the ability to produce complex sentences. The transmission of complex techniques
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can be facilitated by the presence of joint attention and communicative intentions, but does not crucially depend on phonological working memory and syntax. The same thing can be said of the intensification of faunal exploitation and of more structured living spaces. Here again, language can foster innovation, but I do not see how the lack of modern language explains the previous conservatism and rigidity of human culture. If archaic humans lacked the ability to construct recursive sentences, why would this have constrained their capacity to structure living spaces around formal hearths, wind breaks, or storage pits? Why would it have prevented lithic tools from falling under numerous standardized formal categories or prevented people from paying attention to how things are looking? If we move our attention from the temporal to the parietal cortex, can we find more likely explanations of the behavioral innovations in the later MSA? The parietal cortex is typically associated with visuospatial integration and object manipulation. Thus, it might be difficult to see its straightforward connection with symbolic behavior. However, which regions of the cortex are the most likely to have been reorganized along with the expansion of the parietal? We should be cautious here not to draw a straightforward link between changes in brain shape and changes in cognitive functions. It is not because a region of the cortex expands that it undergoes reorganization. Indeed, expansion can also provoke functional changes in more distant regions of the cortex. One way to identify areas that underwent recent changes is to look at the development of the cortex in modern children. Granted, ontogeny does not recapitulate phylogeny, but it is reasonable to assume that the cortical areas that process higher level information and that myelinate later also evolved later. For the parietal cortex, the myelination of the inferior parietal lobule (the region below the intraparietal sulcus) occurs later than that of the superior parietal lobule. This order makes sense, because the inferior parietal lobule, at the junction of the temporal cortex, is dedicated to multimodal association. Together with the neighboring multimodal association areas of the posterior temporal cortex, which are also late maturing, the inferior parietal lobule constitutes what is called the “higher association areas of the temporoparietal cortex.” In the following section, I explain how a functional reorganization of these areas explains the evolution of modern behavior in the MSA advantageously.



126



Homo sapiens in Perspective



3.6.1 Ontogeny and Perspective Taking Cognitive neuroscience has shown that the development of the parietotemporal areas can provoke sudden cognitive and behavioral changes. The most impressive is observed around 4 and 5 years of age, when children become able explicitly to consider alternative or conflicting perspectives on objects. In different papers Chris Henshilwood and I have proposed using this change as a template for the understanding of the cognitive transformation underlying the behavioral modernization of Homo sapiens (Dubreuil 2008b; Henshilwood and Dubreuil 2009; Henshilwood and Dubreuil forthcoming). I briefly present that argument here. The period between 4 and 5 years of age is traditionally associated with the development of higher theory of mind (ToM); that is, the ability to understand that other persons have their own points of view on the world. Children of that age explicitly understand that another person can hold a false belief about the world and behave according to it (Wimmer and Perner 1983). That is what psychologists call the “understanding of false beliefs.” We know today that this sudden transition builds on more primitive socio-cognitive skills. By the age of 6 months, for instance, children can distinguish animate from inanimate objects. By the ages of 9–12 months, they understand that the gaze of others is goal directed, and they learn to share attention with them (Tomasello et al. 2005). By the age of 15 months, they are surprised when a person behaves according to a belief that he or she should not have (Onishi and Baillargeon 2005). This is already an implicit understanding of false beliefs: children of this age do not yet have a stable representation of conflicting views on the world, but they tacitly expect people to have beliefs of their own. The explicit understanding of false beliefs at the age of 4 apparently builds on other skills that develop during the third and fourth years of life (Baillargeon et al. 2010; McKinnon and Moscovitch 2007; Stone and Gerrans 2006). For instance, the capacity to understand that others can have false beliefs has been correlated with the development of syntax, more particularly with the mastery of embedded clauses (“She thinks that [the ball is in the box].”). It has also been correlated with domain-general cognitive skills, such as working memory and the ability to inhibit a prepotent response while activating a novel, conflicting one (Carlson, Mandell and Williams 2004; Carlson and Moses 2001;
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Carlson, Moses and Breton 2002). Because of its link with domaingeneral cognition, the explicit understanding of false beliefs comes with success in other tasks. I mention and describe four such tasks briefly. It is noteworthy that these tasks are not all clearly related to language, communication, or even social cognition. 1. Level-2 perspective taking: Children younger than age 4 or 5, as well as apes, are able to see what others see (level-1 perspective taking), but they struggle to imagine how they see it (level-2 perspective taking; Flavell 1992; Hare et al. 2000, 2001; Moll and Tomasello 2006). In children’s development, understanding how an object looks from someone else’s point of view is closely related to the understanding of false beliefs. In both cases, one has to make an abstraction from one’s own perspective and reconstruct objects as they look from another viewpoint. 2. The appearance–reality distinction: Children younger than age 4 and 5 struggle to understand that an object might look differently from what it really is. This can be tested in a classical task proposed by John Flavell and his colleagues (1983). Children are presented a sponge that looks like a rock. Before they touch it, they recognize the object as a rock. After they touch it, they change their mind and recognize it as a sponge. When asked what the object looks like, however, only children older than 4 or 5 years are able to explain that the sponge has the appearance of a rock. As for level-2 perspective taking and the understanding of false beliefs, children have to hold in mind and contrast alternative perspectives on the object (what it is it and how it appears). 3. Episodic memory: Psychologist Endel Tulving (1972, 2002) proposed several years ago the classical distinction between semantic memory, the capacity to remember concepts and meanings, and episodic memory, the capacity to relive situations and events. Semantic memory develops in the first years of life, whereas episodic memory appears only between the age of 4 or 5 years. The lack of episodic memory before that age probably explains why we are unable to remember the first years of our life, a phenomenon that Freud called “childhood amnesia” (Freud 1966). At the cognitive level, episodic memory probably relates to the tasks described earlier because it implies the ability to encode events as they happened to us, from our perspective (Perner and Ruffman 1995). 128
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4. Basic–subordinate inclusion relations: The cognitive transition between 4 and 5 years of age also affects more general cognitive processes such as categorization. Children younger than that age are perfectly competent in understanding the extension of concepts. They know that the concept “Rex” refers to only one dog, the concept of “dog” only to some animals, and the concept of “animal” only to some animate objects. By the age of 4 or 5, however, they become able to hold in mind basic and subordinate categories and understand that Rex can alternatively be regarded as a dog and as an animal (Perner et al. 2002).



As we can see, the cognitive transition that happens during the fifth year of children’s life reaches beyond theory of mind and social cognition to affect spatial cognition and categorization as well. Neuroimaging studies have shown that the processing of false beliefs, compared to similar socio-cognitive tasks, activates the junction between the temporal and parietal cortices (the temporoparietal junction or TPJ; Aichhorn et al. 2006; Perner et al. 2006; Saxe and Kanwisher 2003). The TPJ, a region of the late-maturing temporoparietal higher association cortex, is essential to higher ToM, but also to other nonsocial tasks. Although there are lively debates about its detailed organization, there is good evidence that it is also the locus of a domain-general mechanism that reorients attention to salient stimuli and enables a variety of responses to them (Astafiev, Shulman and Corbetta 2006; Decety and Lamm 2007; Mitchell 2007; Perner and Aichhorn 2008). In brief, the TPJ is the basis of both theory of mind and of higher forms of attentional flexibility. It would be presumptuous to claim that the ontogenetic transition that occurs between the age of 4 and 5 is equivalent to the phylogenetic transition between archaic to modern humans. My claim is more modest. Ontogenetic data tell us about how the development of the parietotemporal areas can affect cognition and, more precisely, about the flexibility of attention in both social and nonsocial tasks. This is important because many students of human cognitive evolution – and especially proponents of domain-general approaches – have tended to take for granted that enhanced cognitive flexibility in modern humans must be explained by a change in the prefrontal cortex (Amati and Shallice 2006; Ardila 2008; Coolidge and Wynn 2001; Deacon 1997; Noack 2006, 2007). As I said earlier, there is no evidence of a linkage 129
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between a specific change in the prefrontal cortex and human morphological modernization. By contrast, there is significant evidence that globularization came with an enlargement and a reorganization of the late developing temporoparietal areas, making a reorganization of those areas more likely than in the prefrontal cortex. When discussing the cognitive implications of symbolic artifacts in early Homo sapiens, Coolidge and Wynn (2009: 240) suggested that they might be explained by changes in the parietal cortex related to “category construction and concept formation,” as well as to the “ability to interpret correctly the actions, intentions, and goals of others, a form of theory of mind.” Yet they also emphasized that these innovations do not entail reflective and attentive ideas that would “require executive functions and enhanced working memory” (Coolidge and Wynn 2009: 241). I think that this way of framing the issue misrepresents the connections between working memory – especially its attentional component – and theory of mind. The temporoparietal areas, as well as the neighboring areas of the inferior parietal lobule, are among those that are associated most robustly with attentional flexibility, a core component of working memory. I do not want to claim that working memory in early Homo sapiens was exactly the same as it is today, but rather that a change in the attentional ability realized in the temporoparietal areas best explains the behavioral innovations during this crucial period, including the changes in social cognition and social organization that have paved the way for the resurgence of hierarchies. 3.6.2 Modernity in Perspective For my argument to be convincing, I need to describe in more detail how a change in human perspective-taking ability could account for the wide variety of behaviors that appear in Africa along with (or after?) human morphological modernization. What are modern behaviors? Henshilwood and Marean (2003) proposed a working definition of behavioral modernity centered on symbolically mediated social interactions. This is a thoughtful proposal, because there has been a tendency among students of human evolution to lump under the label of “modern behaviors” traits that bear no apparent connection with one another. Nevertheless, I think that many behavioral traits typically regarded as “modern” are based on the same cognitive functions as symbolism and should be expected to appear pretty much at the same 130
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time in the archaeological record. Indeed, the ability to hold in mind a stable representation of conflicting perspectives on objects can explain wide-ranging transformations in human culture. Symbolic artifacts. The creation of symbolic artifacts for the mediation of social interactions depends on the capacity to understand how an object looks from someone else’s point of view and to compare this external viewpoint with one’s own. For instance, a personal ornament can come to symbolize one’s social status (e.g., position in a kinship structure) only if one can make sure that one’s viewpoint is consistent with that of other members of the group. Imagine that a personal ornament symbolizes a social status (e.g., spouse), which is in turn associated with specific entitlements. One must grasp that the entitlements will result from the wearing of the necklace only if other members of the group also think that they do – if they consider, for instance, that the necklace has been acquired in a regular or appropriate way. Aesthetic and decorative artifacts. In the archaeological record, it is often impossible to decide whether an object had a symbolic or simply aesthetic/decorative function. It has been argued on this basis that the personal ornaments and abstract engravings from Blombos Cave could have had an aesthetic rather than symbolic value (Malafouris 2008: 406; Wynn and Coolidge 2007: 88). In other words, people would have decided to create and wear them to look good, not because they were intended to symbolize something. Hence, beads and engraving might not stand for something (e.g., a social status), as the concept of symbols implies. The possibility that the beads and the engravings were decorative rather than symbolic cannot be excluded, but I want to suggest that the creation of both kinds of objects implies similar cognitive abilities. To imbue an object with aesthetic value, one has to distinguish appearance from reality. More precisely, one does not have to understand much about how transforming an object would make it different, but rather how it would make it look different. I argued earlier that this task is very close to the false-belief and level-2 perspective-taking tasks. If this argument is sound, it could also account for another trait often associated with the MSA: the presence of regional styles in lithic industries (McBrearty and Brooks 2000: 497–500). For instance, the Still Bay bifacials from Blombos Cave are so finely crafted that their makers certainly cared for their appearance. Formalization and innovation in cultural evolution. The MSA, especially the Still Bay and Howiesons Poort periods, coincides with cultural innovations that are not easily interpreted in symbolic or aesthetic 131
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terms. Yet the perspective-taking abilities that I think prompted the symbolic and aesthetic revolution can also account for nonsymbolic cultural changes. For instance, one can think of the appearance of more formal and standardized tools. Their production can be explained by the craftsman’s ability to consciously compare the manufactured tool with the category to which it should belong. In other words, it can be explained by the capacity to make sure that the tool looks as it should look from a formal viewpoint. One can also think of the innovative use of old materials. Lyn Wadley (2005) and Marlize Lombard (2007) have argued that people during the Howiesons Poort period were using ocher in recipes to produce compound adhesives. Different recipes produced adhesives with different properties that were used in the manufacture of different types of hafted tools, including spears, darts, and arrowheads (Wadley 2008). This implies that they were able to understand that ocher and other ingredients (wax, resin, etc.) could have properties that differed significantly from their apparent properties. One can think finally of the more formal partitioning of domestic space, evidenced in a site like Klasies River Mouth by the presence of formal hearths (Deacon and Deacon 1999). It could be the case that modern humans began to partition the space “symbolically,” but it could also be that enhanced perspective-taking abilities made it possible for them to fully represent the three-dimensional nature of objects and spaces. If the globularization of the braincase really provoked a change in the human capacity to hold in mind a stable representation of alternative perspectives, we should expect the earlier mentioned traits to appear more or less as a package along with human morphological modernization. This is not the only way to account for human behavioral modernization, but in the current state of cognitive science and archaeology, I think that it is the most parsimonious. Nevertheless, as any theory must be weighed against alternatives, I mention three potential points of contention and their impact on my hypothesis. 1. The first possibility is that the symbolic use of pigments precedes morphological modernization in Africa (Barham 2007). If this claim is substantiated by future research, the hypothesis would need a serious revision. At this point, however, we still do not know if pigments in the early MSA were processed by modern or archaic humans and if they were used for a symbolic purpose. 2. The second possibility is that modern behaviors did not appear as a package in the wake of human morphological modernization. 132
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The Still Bay and the Howiesons Poort phases (≈85,000–55,000 BP) in southern Africa present behavioral traits roughly equivalent to those found in the European Upper Paleolithic, after 40,000 BP (Henshilwood 2010; Mellars 2007). However, this leaves a significant time gap between behavioral and morphological modernization (≈200,000–150,000 BP). There are different ways to account for the scattered distribution of evidence in favor of behavioral modernization during the crucial period between 200,000 and 85,000 BP. First, more archaic human taxa might have survived along AMH for tens of thousands of years and be responsible for more archaic cultures after 200,000 BP. This possibility cannot yet be excluded. Second, cognitive changes enable behavioral innovations but do not imply them. Consequently, just because a cognitive change enables a vast gamut of new behaviors, it does not necessarily follow that these behaviors will all appear at the same time in the archaeological record (Henshilwood 2007). Ecological and cultural factors must have their say in explaining variations. During the MSA, a small modern human population was probably spread out widely across the continent. The north–south orientation of Africa and the presence of several ecological zones might have hindered the diffusion of populations and innovations (Diamond 1997). Another possible explanation is that morphological and cognitive modernization took place over tens of thousands of years. This would make sense at the biological level. I propose just one purely hypothetical scenario. One or more genetic mutations might have relieved a structural constraint on the development of the cranium. This might have favored the expansion of the temporal cortex and, at the cognitive level, enhanced phonological working memory and speech processing. In turn, these changes might have launched a process of Baldwinian evolution, in which mutations favoring the new adaptive phenotype would have been selected for. At some point, the new globular braincase would have provoked a reorganization of the parietotemporal areas, thereby enabling the emergence of new perspective-taking abilities. This scenario is admittedly speculative. Nevertheless, future research in paleoneurology, paleogenetics, and archaeology should make it increasingly easy to test similar hypotheses or, at least, to appreciate their plausibility. 3. The third and, from my point of view, more challenging possibility is that Neanderthals autonomously invented symbolic culture, 133
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whether in the form of pigments or personal ornaments. Soressi and d’Errico (2007) have argued that Neanderthals shaped black pigments of manganese dioxides like pencils and used them on soft material around 60,000 BP; that is, before any contact with Homo sapiens. If this is taken as evidence of body painting, we might conclude that Neanderthals evolved a capacity to use symbols. The discovery of four perforated shells in association with colorants in Spain, several thousand years before the arrival of Homo sapiens in Europe (Zilh˜ao et al. 2010), adds some weight to this interpretation. If Neanderthals autonomously invented symbolic culture, the link that I am proposing between the globularization of the cranium and the emergence of symbolic culture would lose much of its credibility. Other scenarios for the evolution of symbolic behavior would be needed. These scenarios obviously do not need to connect with the evolution of visible features of hominin endocrania, although significant changes in cranial size and shape can give weight to specific interpretations. One interesting interpretation could link the evolution of symbolic culture to the widening of the frontal lobe at Broca’s cap in both modern human and Neanderthal lineages (Bruner and Holloway 2010). Given the importance of Broca’s area for language, attempts could be made to link the evolution of symbolic culture to changes in the processing of syntax and linguistic meanings. What will make this hypothesis unlikely in the eyes of many people is the idea that the same cognitive adaptation could have evolved in the two lineages more or less simultaneously, which seems to be an implausible coincidence. Many will stress that the evidence in favor of early symbolic behavior in Neanderthals remains too scarce and will prefer to reject the hypothesis of a parallel invention of symbolic culture. A second potential possibility is that interaction with Homo sapiens prompted, in one way or another, Neanderthals to produce personal ornaments during the Chatelperronian. This possibility is intriguing and could have different implications at the cognitive level. One scenario is that Neanderthals simply emulated Homo sapiens, manufacturing personal ornaments without really imbuing them with symbolic meaning. An alternative scenario, which I think is more plausible, is that the creation and use of personal ornaments by Neanderthals indicate the cognitive plasticity of this human population. After all, the human brain is a complex cognitive system that is able to adapt to new tasks 134
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when it needs (or is prompted) to do so. In this case, the use of personal ornaments by Neanderthals would imply that access to symbolic culture must be understood as a potential that can be more or less easily activated in different populations, and not as a matter of all-or-nothing. CONCLUSION



I have tried to show in this chapter how far we remain from a complete understanding of the morphological, behavioral, and cognitive evolution that led to the appearance of Homo sapiens as we know it – or perhaps I should say, to the appearance of “some of the most central features” of Homo sapiens as we know it. Homo sapiens is not a static category, but a steadily evolving biological population. Genetic analyses show that human evolution has accelerated since modern human expansion and dispersal out of Africa 60,000–40,000 BP (Hawks et al. 2007). There is no doubt that the spectacular growth of human populations in urban environments since the Industrial Revolution has accelerated and will further accelerate the pace of natural selection. Because evolution is by definition an incessant process, the aim of this chapter was not to engage in a quest for the origins of our species. It was rather to explain the appearance in our lineage of some behavioral traits that have not always existed and that have transformed fundamentally the organization of human society. I have paid much attention to early evidence of symbolic behavior and to the morphological evolution of the human braincase. I explained why I think that there is a correspondence between morphological and behavioral modernization and how a cognitive change in the temporoparietal areas has made humans capable of holding in mind alternative perspectives on objects. I contend that such a change explains better the range of behavioral innovations observed in the MSA than a change in the prefrontal cortex or in the faculty of language narrowly construed. To conclude this chapter, I want to give some hints concerning the impact of cognitive modernization on social organization. Philosopher John Searle (1995) has made the point that uniquely human institutions depend on the ability to collectively assign functions to things, which he calls “status functions.” He argued that such functions are collectively represented under the form of X counts as Y in the context C. For instance, “That piece of paper counts as a $20 bill in the context of the Canadian monetary system.” Or, “The leader of the party that has the most MPs 135
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counts as the prime minister in the context of the British parliamentary system.” Searle insisted on the necessity of language to institutionalize status functions. Indeed, it is through language that we make explicit and publicly available representations of the type of X counts as Y in the context C. Yet language is not the end of the story. In my view, Searle neglected the role of higher theory of mind and attentional flexibility in building uniquely human institutions. If the categorization of an individual as a “mother” or as a “child” can be based simply on behavioral cues, the successful construction of concepts such as “president,” “chief,” or “priest” depends on our capacity to represent the point of view of other persons on the ascribed concept. It makes no sense to say that someone is a priest or a president if she has no idea what it means to be a priest or a president. At a minimum, I need to consider the status from my point of view and from the point of view of the other person. In sum, institution-making in humans builds on our capacity to consider and coordinate alternative perspectives on concepts. This capacity requires more than the faculty of language as it is ordinarily understood. 1. It implies that we have the right affects and that we are interested in sharing attention with our conspecifics. I proposed in the previous chapter some reasons to believe that this ability was in place early in the human lineage. 2. It implies executive functions such as inhibition and working memory, located in large part in the prefrontal cortex. Given the relative stasis of the frontal lobe during the last 500,000 years and the presence of long-term cooperative ventures in Homo heidelbergensis, these abilities were probably in place before the morphological and the behavioral modernization of Homo sapiens. 3. Finally, it entails sufficient attentional flexibility to look simultaneously at a person as a man or as a president, or at an object as a tool and as a ritual object. Such tasks rely heavily on the temporoparietal areas, and as these areas underwent significant reorganization in line with the globularization of the cranium, I propose that the cognitive modernization of Homo sapiens began there. In this chapter, I moved away from my general discussion on the origins of hierarchies and engaged fully in the debate on the evolution of the modern mind. This was necessary to understand what I see as the second most important change in the natural history of hierarchy, after 136
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the reversal of ape-like dominance hierarchies earlier in the human lineage. Put briefly, my point is that the cognitive mechanisms underlying human behavioral modernization also stand behind the reappearance of hierarchies in our species. Hierarchies in modern humans are not of the same kind as those found in our closer relatives, but build on our ability for collective ascription of status. Humans can be bullies – there is no doubt about that – but leaders or rulers cannot be equated with alpha males. They can be violent and exploitative, but they do not need to be so. I think that evidence in favor of uniquely human social organization appears quite early in the archaeological record. As noted, the presence of raw materials from distant sources (>100 km) in MSA sites as old as 130,000 BP suggests that modern humans were already engaged in longdistance exchange networks at that time (McBrearty and Brooks 2000). Among modern foragers long-distance exchanges take place within tribal networks, in which corporate groups (clans, lineages, etc.) are institutionalized and are represented by specific individuals. It is tempting to see in Paleolithic personal ornaments instruments that were used to signal one’s place within such social systems (Wadley 2001). This is probably where most natural histories would stop. Many will contend that a species that is able to create and transmit increasingly complex symbolic traditions is no more in the realm of nature, but has fully entered the realm of culture. The next two chapters will be devoted to demonstrating that this claim is not entirely true. Human culture is extremely flexible and creative, but I will contend that evolving human societies must deal with strong cognitive constraints that limit the space of possible societies and contribute to explaining how and why social hierarchies reappeared in the human lineage.
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one thing that an informed discussion of human psychology and social life should avoid is drawing a sharp distinction between nature and nurture, between the realm of innate behaviors and that of socially constructed ones. It is wise to conceive human social behavior, just like that of any other social species, as taking place within a space that is constrained both by social cognition and social interaction, and not as alternately determined by one or the other. The transformation of social cognition described in Chapters 2 and 3 has significantly changed the space of human social behavior. This is not to say that nonhuman primates and other animals have no “culture.” Ethological research over the years has documented sufficient cultural variation among numerous species, such that talking about animal culture is no longer taboo. Yet the specific cognitive mechanisms that I have discussed bring us closer to uniquely human culture, at least as it is understood in mainstream social science. The ability to follow and enforce social norms, for instance, is at the center of most definitions of culture, as are our complex abilities for perspective taking and material symbolization discussed in Chapter 3. The standard view in social science is that, once these cognitive abilities are in place, the gamut of possible variations in human behavior expands indefinitely. The evolution of human culture, it is said, becomes unpredictable. I think this idea is mostly correct. Even the most enthusiastic supporters of animal cultures do not deny humans’ spectacular distinctiveness. If this is the case, however, what can naturalism say about the evolution of human societies? Should not this be the end of natural history and the beginning of a cultural history? More specifically, hierarchies appear as unique cultural constructions in humans. Isn’t there a risk for naturalism to diminish the importance of cultural 138
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variations and to shed a deterministic light on human societies? My goal, in this chapter and the following, is to plead in favor of naturalism in explaining the existence of hierarchies in modern humans. I aim to show that, although natural history would try in vain to supplant cultural history, it can supplement it advantageously and shed some light on lasting epistemological problems in the study of human hierarchy. I focus my discussion on the functional link often emphasized (and questioned) in both anthropology and archaeology between larger polities and political organization. Do larger polities entail hierarchical social structures? If so, what causal mechanism explains this link, and how can this mechanism account for the huge variations found across human societies? In the preceding chapters, I described cognitive and motivational mechanisms specific to Homo sapiens and I explained how they evolved. In this chapter and the following, I switch my focus to what I call “relational mechanisms.” I borrow this concept from McAdam and colleagues (2001: 26), who described relational mechanisms as altering “connections among people, groups, and interpersonal networks.” Relational mechanisms are thus at a different level of analysis from the mechanisms described previously. They refer to recognizable patterns in the way people relate to one another, not to patterns of alterations of individuals’ cognitive and motivational states (such as the mechanisms underlying norm following and perspective taking). Yet the description offered in the previous chapters is intimately connected to the one that I present in this chapter and the following. My objective is to show that the correlation between group size and political organization can be accounted for by explaining how the cognitive mechanisms described earlier relate to precise relational mechanisms. I begin this chapter with a discussion of the universalistic and particularistic tendencies in the study of human societies (4.1) and of the central place of neoevolutionary typologies in the debate on the evolution of hierarchies (4.2). I argue that the functional link between group size and political organization is at the center of neoevoluationary approaches, but has never been explained convincingly (4.3). To account for this link, I first consider group size within the larger context of primate societies. I provide some reasons to think that group size in primates is constrained by their limited capacity or willingness to maintain bonds of trust in large groups (4.4). Humans, despite their unusual ability to cooperate, face a similar problem. Small egalitarian societies tend to split apart because of individuals’ limited dispositions to punish increasingly 139
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unknown individuals (4.5). For human societies to grow beyond the size of the bands, some institutions must be present. In nonstate societies, these institutions involve two relational mechanisms that are intimately linked to the evolution of hierarchies: the creation of corporate groups and the social division of sanction (4.6). This chapter concludes with a discussion of two issues that might contribute to explaining when and how hierarchies reappeared in the human lineages. I first contend that the creation of appropriate relational mechanisms depends on complex theory of mind and perspective-taking abilities, which, as argued in the previous chapter, are probably specific to modern Homo sapiens (4.7). I then explain that, if hierarchies play a functional role in human societies, their presence is consistent with various levels of inequalities in wealth and power (4.8) and often contributes to the creation of persistent situations of injustice (4.9). 4.1 LUMPERS, SPLITTERS, AND THE EVOLUTION OF HUMAN SOCIETIES



In disciplines dealing with living organisms, it is often possible to group theorists according to their tendency either to seek or to oppose generalizations. This is sometimes referred to as the opposition between “lumpers” and “splitters.” The former tend to model reality along a few generalized classes or distinctions, whereas the latter have a propensity either to divide models into multiple classes to gain precision or to reject generalizations altogether in favor of particularistic accounts. Lumpers argue that science produces relevant knowledge by making generalizations from limited data, whereas splitters see generalizations as a threat to exactitude. It may be because of my training as a philosopher, but I have always identified myself more closely with lumpers than with splitters. Philosophy, especially in its more traditional form, with its overarching interest in broad conceptual frameworks, has always been tolerant of lumpers. A lot of philosophers are bored when presented with a question that calls for no general answer or bottom-line conclusion. At the same time, it would not be too far from the truth to say that anthropology is the realm of splitters. The practice of conducting lengthy fieldworks among distant societies has certainly helped make trained anthropologists more sensitive to human cultural variations. This is not to say that anthropologists altogether discard generalizations. In fact, the whole
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history of the discipline might be regarded as a dialectic in which lumpers and splitters alternatively set the tone. Early evolutionists such as Edward Tylor and Lewis Henry Moran brought a significant portion of the anthropological knowledge of their time into generalizing frameworks (Stocking 1987). In contrast, the beginning of academic anthropology in the United States, under the leading influence of Franz Boas, was animated by a strong desire to reject the encompassing theoretical frameworks of nineteenth-century evolutionism (Carneiro 2002; Orlove 1980). The opposition between lumpers and splitters has historically given rise to acrimonious debates in social science. This acrimony is unfortunate, because such opposition is not necessarily counterproductive to the advancement of knowledge. In fact, protests and objections by splitters have always forced lumpers to revise and improve frameworks, and splitters have never hesitated to take over lumpers’ explanatory frameworks when those frameworks happened to be accurate. In social anthropology, the question of social hierarchies, maybe more than any other, has been at the center of the opposition between lumpers and splitters. Indeed, it was at the core of the first real attempts in academic anthropology to produce generalizing frameworks to account for (mainly socio-political) human diversity. These attempts have been regrouped under the label “neoevolutionism” to distinguish them from nineteenth-century evolutionary theory, which was still too deeply rooted in a moralizing narrative of progress. Neoevolutionism in anthropology is usually associated with the work of Marshal Sahlins, Elman R. Service, and Morton H. Fried in the 1960s, but their work is not without precursors. For instance, in the 1930s and 40s, Leslie White developed a materialist theory focused on technological progress and energetics in reaction to the historical particularism of Franz Boas and his followers. At the same time, another influential anthropologist, Julian Steward, argued that his discipline should pay attention to the distribution of resources in order to identify the influence of environment on social structures. This approach, which has been called “cultural ecology,” was probably more nuanced than White’s. Although he was similarly interested in finding regularities across cultures, Steward (1955) favored a multilinear view of evolution and argued that many factors were pulling societies in different directions at any one time. His basic assumption was that societies must develop a certain level of ecological fitness to
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survive. The goal of cultural ecology was thus to explain the contribution of specific cultural traits to the fitness of human societies. Steward is also famous for having introduced to anthropology the concept of “social integration,” borrowed from systems theory. For Talcott Parsons (1951), probably the most prominent social theorist of that time, the concept of integration referred to the capacity of a social system to maintain its order and cohesion over time. As a sociologist, Parsons was mainly interested in the process of moderniza¨ tion of societies, which – in line with Durkheim, Tonnies, Weber, and other founders of sociology – he defined in terms of individualization as well as differentiation and complexification. However, Parsons was also influenced by British social anthropologists, such as Malinowski and Radcliffe-Brown, who suggested that specific practices and cultural traits be understood through their roles in the larger social system. Following Steward, neoevolutionism adapts some of the core sociological ideas about modernization for anthropology. Consequently it understands the evolution of society as a movement between stages of increasing complexity. Each stage is defined by a specific level of integration and by a series of traits ensuring its ecological fitness. Neoevolutionism, just as sociological systems theory, does not focus on the specific content of cultures, which it sees as essentially arbitrary, but rather on the function of social structures; that is, on their contribution to the overall fitness and integration of the system. However, this does not mean that it totally disregards specific cultural evolution. For example, Marshall Sahlins and colleagues (1960) distinguished between the “general” and “specific” evolution of societies, with general evolution referring to the tendency of social systems to increase in complexity and specific evolution to the diffusion of unique traits within and across societies. The focus in neoevolutionism is nevertheless on finding regularities across cultures that could confirm the evolutionary framework. I come back to these well-known historical debates for two reasons. The first is that neoevolutionism, particularly the work of Elman Service, has come to represent what evolutionism can mean in anthropology and especially what it can say about the evolution of hierarchies and inequalities. The second is that I want to discuss the central methodological commitments of neoevolutionism, as well as the main criticisms of it, to better appreciate what a natural history can say about the evolution of hierarchies. Before coming to these criticisms and methodological
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questions, I need to examine what neoevolutionism has to say about social evolution and, more precisely, about hierarchy, inequality, and social integration. 4.2 NEO-EVOLUTIONARY TYPOLOGIES



If anthropologists still discuss neoevolutionary theory today, it is probably because of the evolutionary sequences it proposes (see Table 4.1). These sequences, which are claimed to cover all human societies, are unquestionably the most influential and most disputed legacy of neoevolutionism. They are of specific interest for us because they are primarily (though not exclusively) oriented toward politics. Service’s (1962) four evolutionary stages – with which neoevolutionism is often equated – largely centered on political leadership: 1. Bands are defined as having no formal leadership. They are small and usually fluid kin-based groups. 2. Tribes have formal headmen or leaders for villages, descent groups, and various sodalities, but they have no coercive power. Leaders can have specific functions (e.g., in rituals, mediation, diplomacy) and privileges (e.g., polygamy), but those are usually offset by the fact that leaders must show greater generosity and liberality. In neither bands nor tribes are there any formal judiciary institutions. Feuds play a prominent role in disputes and conflicts. 3. Chiefdoms form an intermediate stage between tribes and states. Like tribes, their political structure is based on kinship, but their leaders have some coercive power and a privileged access to resources. 4. States have social classes and their formal governments extend beyond kinship. They have permanent judiciary systems, as well as military and police forces.
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Although primarily concerned with political leadership, Service’s sequence is also economic because evolutionary stages are correlated with production types: bands are usually found among huntergatherers, tribes among sedentary horticulturalists and pastoralists, and both states and chiefdoms are found among agriculturalists. Service’s evolutionary framework is by far the most prominent in the literature, but has serious limitations. Before addressing its epistemological limitations in the following section, I want to give a brief overview of how other neoevolutionary thinkers have questioned this framework and how these criticisms have led to the construction of alternative proposals. The first serious problem concerns the distinction between bands and tribes. Morton Fried, the second major theorist associated with neoevolutionism, has addressed this concern most notably. The problem is that bands and tribes seem to exist along a continuum, rather than as two clear-cut categories. For instance, nomadic Algonquian Indians foraged in small fluid bands comprising a few dozen individuals during the winter, but regrouped into larger tribal groups that could grow to include a few hundred members in the summer. Tribal leaders’ roles were much more prominent during summer gatherings than during winter foraging. Similar patterns of dispersal and aggregation are common among foragers (Kelly 1995: 213–216). For Fried (1967: 165), the social life of bands must be understood in the context of these broader systems. In his work on The Notion of Tribe (Fried 1975: 84), Fried argued that tribes have fluid boundaries and are largely task-oriented corporate groups that manifest their unity principally in collective action. To overcome the limitations of Service’s distinction, Fried (1967) proposed his own typology, which was even more politically oriented. He grouped under the label “egalitarian” all societies with no leadership or very weak leadership and no inequalities except for those based on sex and age. Fried argued that in such societies there is not a fixed number of positions of prestige, but as many as there are people to fill them. This category is broader than “bands” in that it includes not only all nomadic foragers but also many horticulturalist and pastoralist tribes. By shifting the focus to social forms rather than economic bases, Fried also solved another problem with Service’s initial proposal. The concept of “band” associates egalitarian social structures with the hunting and gathering production type, although this association does not hold for many sedentary, food-storing hunter-gatherer societies, such as Northwestern Coast Indians, California Indians, and southeastern 144
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Siberia peoples, among whom substantial inequalities can be found (Testart 1982, 1988). Fried contrasted egalitarian societies to “rank societies,” in which there are fewer positions of prestige than there are people to fill them. One’s position in the hierarchy can be hereditary or based on one’s achievement. This category includes not only African lineage societies, in which leadership is often hereditary, but also big man societies in Melanesia and among the Northwest Coast Indians, where individuals compete to improve their position in the hierarchy through the game of gift exchange, redistribution, or feasting. These societies present restricted access to prestige goods, but not to critical subsistence resources. High-ranking individuals have more influence than low-ranking individuals but no coercive authority. As Service did with chiefdoms, Fried added a third evolutionary stage to bridge the gap between rank societies and states. Stratified societies are also based on rank, but social inequality now conducts to the accumulation of political power and wealth. This stage is the one that Fried had the most difficulty defining because “stratified societies lacking political institutions of state level are almost impossible to find” (Fried 1967: 185). This could be explained by the transitory nature of stratified societies, in which the dynamics of accumulation of wealth and power lead to increasing political centralization and to the formation of social classes. Complex Polynesian chiefdoms at the time of European contact can nevertheless count as examples of stratified societies (e.g., Hawaii, Tonga, or Tahiti). The most interesting point of Fried’s typology remains his criticism of the distinction between bands and tribes. The point seems to have been accepted by Service, who subsequently agreed on a new typology with only three stages: (1) egalitarian societies, (2) hierarchical societies, and (3) archaic civilizations (Service 1968). However, this new evolutionary sequence has not been absorbed into social science history, probably because the revised edition of Service’s masterwork, Primitive Social Organizations, published in 1971, retained “tribe” as an evolutionary stage (Carneiro 2002: 139). A second amendment to Service’s evolutionary sequence is worth mentioning. To overcome the problems associated with the concept of “tribe,” Robert L. Carneiro (1981, 1987) proposed replacing it with the concept of “autonomous village.” The concept applies not only to Amazonian horticulturalists but also to many agriculturalists and sedentary pastoralists around the world. The main reason for replacing tribes 145
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with autonomous villages is that it makes a consistent definition of chiefdoms easier. According to Carneiro (1981: 45), a chiefdom should be defined as “an autonomous political unit comprising a number of villages or communities under the permanent control of a paramount chief.” The distinction between tribes and chiefdoms, which is ambiguous in Service’s sequence, is now clear: chiefdoms appear when some villages lose their autonomy to the benefit of others. Carneiro’s sequence has had a great influence in archaeology, in which core–periphery distinctions between settlements are often easier to reconstruct than rank inequalities. It is worth noting that both Fried and Carneiro were trying to solve an ambiguity inherent in Service’s initial proposal. Indeed, the distinction between “bands” and “tribes” amalgamates a mobility pattern (bands) with a socio-political structure (tribes). To solve this problem, Fried (1967, but also see Service 1968) focused his alternative evolutionary sequence on socio-political types (egalitarian, rank, and stratified societies). In contrast, Carneiro chose to build his entire sequence on residential patterns (bands, autonomous villages, chiefdoms). Consequently, Fried’s typology says nothing of residential patterns (do egalitarian, rank, and stratified societies live in bands, autonomous villages, or chiefdoms?), whereas Carneiro’s shifts the focus away from the question of equality (are autonomous villages egalitarian?). In fact, Carneiro and Fried simply built their sequences along two different dimensions: hierarchy/equality and residential patterns. Table 4.2 shows how these two dimensions can easily be used together. In fact, both Carneiro and Fried discussed both dimensions, even though each placed his primary emphasis on one or the other. This table can give us an idea of the arrangements that they both considered possible. On the one hand, both Carneiro and Fried argued that chiefdoms and states are organized hierarchically and share a high level of inequality. On the other hand, they also agreed with Service that bands are
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necessarily egalitarian. Consequently, the consensus is much stronger on the extremes than on intermediate types (Testart 2005: 17). One final point on which there seems to be general agreement among neoevolutionists concerns the connection between population size and socio-political structures. I added to Table 4.2 the range of populations usually ascribed to different types of societies. This point is of particular importance for neoevolutionists, because they have often identified group size as the driving force behind socio-political evolution. It is also of central importance for my argument in this chapter and the following. Before I get there, however, I need to discuss the main limitations of neoevolutionary approaches. 4.3 MAKING SENSE OF FUNCTIONALISM



Neoevolutionism has never been truly dominant in anthropology and archaeology, but its consistency and generalizing power gave it a privileged place in theoretical debates in the face of less structured and less encompassing alternative frameworks. However, over the last two or three decades, neoevolutionism has lost much of its support among anthropologists and archaeologists. As the earlier discussion suggests, most criticisms of neoevolutionism have focused on the limitations of specific evolutionary sequences. Such criticisms have come from scholars both sympathetic and hostile to neoevolutionism, the difference being that sympathetic scholars have proposed alternative frameworks, whereas hostile ones have underscored the reductive nature of classificatory work in general. At the methodological level, neoevolutionists, with the notable exception of Carneiro, have been charged with neglecting the thorough examination of cross-cultural variations (Trigger 1998: 31). Moreover, they have been accused of handpicking their cases instead of following an objective sampling procedure (Ross 1988). Following Sahlins (1958, 1963), they have also been criticized for placing too much emphasis on the Pacific region, modeling the opposition between “tribes” and “chiefdoms” (just like the opposition between ranked and stratified societies) too closely on a stereotypical opposition between Melanesian and Polynesian societies (Sand 2002). Neoevolutionists have been accused of neglecting other regions, such as Africa, which contradict many features of their model. For instance, Service’s idea that sodalities become less important in chiefdoms and states is not confirmed by
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African complex societies, in which secret societies, lineages, and age grades play a key role (McIntosch 1999). At the epistemological level, neoevolutionists have been said to have proposed no evolutionary theory at all (Yoffee 2004: 8). Like nineteenth-century evolutionists, they instead used comparative methods to build (or to confirm exogenously motivated) taxonomies of social types (Stocking 1987: 316–318). Consequently, neoevolutionism does not explain the directionality of evolution and why some social types should come before others. In fact, it does not explain why we should understand social types as “stages” in an evolutionary sequence at all, nor does it account for evolutionary “reversals” such as the collapse of chiefdoms or states or the decision to abandon horticulture in favor of foraging. In Africa particularly, rapid shifts between more or less differentiated polities – acephalous communities, federations of lineages, lineage oligarchies, or despotic chiefdoms – have been observed without any obvious directionality (David and Sterner 1999; Kapytoff 1999). Another related problem concerns the linearity of typologies; that is, the fact that each social type is defined as a stage on the scale of complexity or social integration. As neoevolutionists do not thoroughly examine the concepts of integration and complexity, it is difficult to understand not only why evolution should tend toward greater complexity but even why we should classify societies according to this criterion (Testart 2005: 12–21). It is true that many neoevolutionary thinkers, chief among them Morton Fried, have acknowledged the possibility of evolutionary reversals, as well as the existence of multiple trajectories between evolutionary stages, but they did not, to my knowledge, provide compelling arguments to explain the presentation of social types as evolutionary stages in the first place. Because of its focus on the concepts of social integration and ecological fitness, neoevolutionism has also had to face the typical criticisms of functionalism and system theory. Two such criticisms underscore its inability to take into account the importance of specific cultural contents and its subordination of culture to more general considerations about social integration and ecological fitness. Neoevolutionists and their followers in anthropology and archaeology do not tend to consider specific cultural content as independent variables that can constrain evolutionary processes in any interesting way. Because of this stance, neoevolutionism has been portrayed as a deterministic approach to human society. The poststructuralist and postmodernist approaches’ subsequent 148
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interest in the specific content of cultural systems can be understood in part as a reaction to neoevolutionist neglect (Trigger 1991). Neglecting the role of specific cultural content in the evolution of social hierarchies has a cost. In many African kingdoms, kings are thought to control the rain or to have a privileged access to supernatural forces and beings (Asombang 1999). There is no question that the presence of such beliefs facilitates the creation and reproduction of the royal institution. In the same way, many groups come to categorize other groups (usually low-ranking groups) as disgusting. Think of the Indian caste system, based on the notion of purity, or German Nazis’ attitude toward Jews, or American segregationists’ attitude toward African Americans. Although the emotion of disgust is universal, the process through which it comes to be associated with certain categories of people must be understood in the context of cultural transmission. Here again, there is no question that specific cultural content will affect social and political evolution by making some associations more attractive than others. Another traditional criticism of neoevolutionism and systems theory relates to their inability to connect with micro-level explanations of human behavior and to account for social change and conflict. This has long been identified as the main weakness of Talcott Parsons’ systems theory, which has historically been unable to connect convincingly with action theory (Coleman 1986). Parsons’ concept of the “internalization” of values, which was supposed to bridge the gap between the social system and individual norm following, remains unsatisfactory. It has rightly been criticized as proposing a “puppet-like portrayal of social actors” (Mouzelis 1999: 715). Although it helps explain how culture changes individuals, it says nothing about how individuals can change or instrumentalize culture. Yet that is something that individuals often do. For instance, in nonstate societies, headmen often make self-serving decisions or instrumentalize norms that permit polygamy or slavery to increase the number of their dependents and to create a reliable political and economic basis on which to dominate other members of the group (Betzig 1986; Hayden 2008; Testart 2001, 2004). How can systems theory account for such exploitative schemes? The charge that neoevolutionism has failed to take conflict into account is not entirely fair, especially in the case of Fried and Carneiro, who have paid much attention to the way conflict undermines the stability of evolutionary outcomes. For instance, they have described chiefdoms and stratified societies as highly unstable socio-political 149
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structures, subject to rapid collapse or consolidation into states. Nevertheless it seems true that the link between macro-level evolutionary outcomes and individual behavior has not been made explicit. There is a longstanding debate in the philosophy of social science regarding functionalism’s need to specify individual-level mechanisms to produce valid explanations. Some authors, most famously Elster (2007), have argued that specifying individual-level mechanisms is essential for avoiding spurious functional correlations or dubious ascriptions of purposiveness to the social system as a whole. Other authors have held that functionalist accounts are justified, but only under certain circumstances (for a review, see Kincaid 2006). Philip Pettit (1996), for his part, has argued that functionalist accounts can be efficient, for instance, in explaining the stability of certain institutional outcomes. From this point of view, functional explanations are better for understanding the stability of institutions than for understanding how they come about. Quite obviously, the fact that an institution would be functional does not entail that it will be created or that it will be created for that purpose. My own view is close to Philip Pettit’s (1993) ecumenical stance on scientific explanations in the social sciences. The inability of functionalism to explain the origins of social arrangements is not a problem per se, but it limits the scope of potential functional explanations to the stability of certain types of social arrangements. People can pursue many goals in building institutions (political, religious, ideological, etc.). In many cases, the benefits produced by institutions will simply be the unintentional byproduct of the pursuit of unrelated goals (Elster 1981). Yet that does not mean that these benefits will play no role in the success of the institution. Indeed, there can be a mechanism that feeds these benefits back into the social system to support this type of institution (Elster 2007: 14). Specifying a plausible mechanism does not imply describing precisely the intentions of individual agents in each case – and thus functionalism is not an alternative to more detailed historical accounts – but at a minimum, it establishes a link among some psychological traits, a typical social dynamic, and the reproduction of a certain type of social arrangement. I contend that neoevolutionism can meet this challenge in the case of socio-political organization. I noted earlier that the correlation between population and sociopolitical organization was central to neoevolutionary accounts. Neoevolutionists have usually presented increasing group size as the prime mover behind socio-political evolution (Carneiro 2002; Ross 1988). 150
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Large-scale societies apparently imply more hierarchical social organization (Trigger 1986: 13). Put simply, the traditional answer is that a growing population calls for increased social integration, which is realized through the creation of new social and political structures. The new political structures are consequently explained by their function: ensuring social cohesion and stability. Neoevolutionary theorists have traditionally considered this explanation to be legitimate, because the correlation between group size and socio-political organization is strong. As mentioned earlier, this seems to be the case for the two extremes of the evolutionary sequence. After all, 15,000 years ago, all humans apparently lived in small-scale egalitarian foraging bands, and those have now been replaced by a mere two hundred independent states with giant bureaucracies and millions of citizens. Directionality may be only apparent, but it would be hard to dispute that the range of possible political and economic forms of organization is constrained at one level or another. As Bruce Trigger wrote (1998: 32), “no society will ever be found that has both a big-game hunting subsistence base and a divine monarchy. . . . The need for functional integration limits what is possible within viable systems.” Is this a sound use of functional explanation? To be sure, it is based on a strong correlation: foraging bands have small populations and are egalitarian, whereas large chiefdoms and states contain large populations and have hierarchical social structures. Nevertheless, neoevolutionists specify no feedback mechanism to explain how hierarchies contribute to social order in large groups. The point is presented as intuitive – and in a certain sense it is – but the inability to specify a mechanism has cast doubt on the foundation of neoevolutionism, as well as on its explanatory power. Another problem that needs to be elucidated is that correlations between socio-political organization and population size are still problematic for intermediate social types. It is not accidental that most criticisms of neoevolutionary typologies have focused on the concepts of tribes/chiefdoms or rank/stratified societies. My contention is that we could gain a clearer understanding as to why the correlation fails for intermediate stages by explaining the mechanism that underlies the correlation between population size and socio-political organization in the first place. This is what I do in the following sections. Once this is done, the reason why it is so difficult to construct a convincing typology of nonstate societies of increasing “complexity” should become clearer. This should also help us understand – in the following chapter – both 151
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why political centralization is an unavoidable outcome in very large polities and in what indirect sense group size plays a causal role in explaining the origins of the state. 4.4 SOCIAL INTEGRATION AMONG PRIMATES



At the end of the nineteenth century, sociologist Emile Durkheim related the higher rate of suicide among Protestants relative to Catholics to a problem of “anomie”; that is, of social disorder (Durkheim 1951). Durkheim chose to use suicide as an indicator of anomie, but he could have used other data as well. For example, contemporary debates on trust and social capital can be seen as attempts to find alternative indicators of anomie (Fukuyama 1995; Putnam 2000, 2007). The concept of anomie is the mirror image of the concept of “social integration,” which has long been the basis of functionalist explanations in social science. For instance, in Parsons’ systems theory, institutions are often explained by their contribution to the integration of society as a whole. Yet functionalist accounts do not necessarily lack micro-level foundations. In Durkheim’s work, the case is rather ambiguous. It is true that institutions are often explained by their effect on the social system as a whole (religion exists because it contributes to social integration), but system-wide correlations are also linked to micro-level explanations. Social integration is weaker among Protestant societies because family ties are weaker, as is attachment to common norms and values. Consequently, the risk for individuals to fall into despair or to see their lives as worthless is higher; hence higher suicide rates. If we assume that individuals want to avoid feelings of despair and worthlessness, it is not unreasonable to think that institutions that make these feelings less likely will be more stable. In sum, institutions are (at least partially) explained by their effects: religion exists because it prevents anomie. We can dispute the accuracy of Durkheim’s analysis, but it provides an instance of how micro-level explanations can connect with functional accounts of system-wide correlations. The problem of social integration broadly construed is not unique to humans. In any social species, individuals are assumed to have both social and antisocial motivations that vary as a function of the social and ecological context. I discussed in the first two chapters some of the motivations underlying human and nonhuman primates’ social and antisocial behaviors. I now want to examine how far these motivations can account, at the micro-level, for the functional link between group 152
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size and social organization. Yet before turning to humans, I want to examine the case of our closest relatives. Although they share many basic psychological features, nonhuman primates form societies of striking diversity. This diversity is particularly the case regarding group size. Small one-male groups of hamadryas baboons or geladas often gather in troops of hundreds of individuals to feed, whereas orangutans are mostly solitary. Between these extremes, most primates live in small bands comprising a few dozen individuals. Many species form multimale and multifemale groups (e.g., macaques, chimpanzees, vervet monkeys), whereas others live in groups composed of one adult male, a few adult females, and their infants (e.g., patas monkeys, most guenons). Group size in primates results from many factors, including group composition; dispersal patterns; and mating, feeding, and affiliative behaviors, as well as predation pressure and resource distribution. Some of these factors create a pressure for increasing group size, others for reducing it. Predation pressure is arguably the most important factor favoring larger groups. In contrast, resource distribution can constrain group size in an important way if it causes increased feeding competition (Chapman and Chapman 2000; Chapman, Wrangham and Chapman 1995; Janson and Goldsmith 1995). One of the challenges facing primate groups is maintaining peaceful relationships among numerous individuals. In Chapter 2, I discussed the role of grooming in creating and maintaining bonds of trust among nonhuman primates. Just like humans, nonhuman primates tend to appreciate and trust individuals that are kind to them. Grooming is just an efficient way of being pleasant, and nonhuman primates know it. The problem with grooming is that it requires time and memory. Not only must primates invest hours removing ectoparasites and dead skin from others but they also have to memorize the social map of grooming dyads. For this reason, primatologist Robin Dunbar (1992a, 1992b, 1996a, 1996b) argued that group size in nonhuman primates is further constrained by time and cognitive factors. Dunbar’s model can be summarized in the following way. Typically, primates living in larger groups will have to spend more time grooming to maintain social cohesion. If group size increases too much, two problems appear. First, primates may have to compromise on grooming to reserve time for other activities, such as resting or foraging. Second, cognitive constraints can prevent the creation of further grooming partnerships. In both cases, primates will end up living in the vicinity of 153
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increasingly unfamiliar and untrustworthy individuals. This will cause a decline in social cohesion and eventually will result in group fission. However, Dunbar did not predict that increased group size will automatically produce more conflict and instability. Judge and de Waal (1997) compared groups of captive and freeranging rhesus monkeys to assess the effect of higher population density on social behaviors. Among captive monkeys living under higher density, they observed not only an increased rate of aggression among females but also an increased rate of friendly behaviors such as grooming and huddling among both males and females. In sum, higher density creates more conflict, but it does not necessarily threaten social cohesion because individuals can respond by multiplying affiliative behaviors. Affiliative behaviors can thus compensate for increased social conflict, but there are reasons to think that they cannot do so indefinitely. If Dunbar’s model is correct, there is a point at which primate groups should split apart – or at least become less stable – because of time and cognitive constraints on group size. Lehmann and colleagues (2007) have tried to assess the accuracy of Dunbar’s model using data on 40 primate species. One strong result concerns the link between group size and grooming time. Species living in larger groups usually invest more time per capita grooming than those living in smaller ones. This finding supports the idea that grooming really is the cement of primate societies (Lehmann et al. 2007: 1621). Unfortunately, this correlation says nothing about how cognition constrains group size. Grooming time can be measured rather uncontroversially, but the same cannot be said of cognitive abilities. Dunbar argued that primates’ cognitive abilities can be measured by their neocortex ratio – the ratio of the volume of the neocortex to the volume of the rest of the brain (Dunbar 1992a). This argument is not entirely implausible, but given the rather multifaceted relationship between brain size and cognition, the claim needs to be substantiated. To transform the neocortex ratio into a reliable indicator of cognitive ability, we would need to know more precisely what specific cognitive ability it predicts. Dunbar (2004) associated the neocortex ratio with social intelligence and, more precisely, theory of mind, but I find this association dubious. Theory of mind refers to a set of complex psychological tasks that are realized in multiple cortical and subcortical structures, and there is no indication that it increases linearly with brain size. This does not imply that cognition imposes no constraint on group size. In fact, it is perfectly reasonable to believe that such a constraint exists, although the 154
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specific mechanisms underlying it might be hard to identify, especially in a context where there is no broad comparative dataset on primates’ competence in specific socio-cognitive tasks. Another problem concerns the definition of the cognitive constraints themselves. Lehmann and colleagues (2007) considered time and cognition to be two distinct constraints on group size. On the one hand, they argued that other activities (e.g., foraging, traveling, resting) constrain the time that primates can devote to grooming. On the other hand, cognition limits the number of relationships that primates can handle in such a way that, even if there were no time constraints, cognitive constraints would still impose an upper limit on group size. However, the opposition between time and cognitive constraints poses a difficulty at the conceptual level. The problem is that cognition usually includes a time component. For instance, memory is defined as the ability to hold information in mind for a certain span of time. Generally intelligence also includes a time component: people who solve the same problem more rapidly are said to be smarter. Consequently, the time constraint identified by Lehmann and colleagues (2007) could be alternatively described as a cognitive constraint. Cognition could limit group size in two different ways. First, it could limit the number of relationships that one can store in memory. This is properly a “memory constraint” and is usually what Dunbar has in mind when he discusses cognitive constraints. Yet cognition can also refer to the speed at which a cognitive task can be completed. Imagine that primates had to groom each other for only 2 minutes to establish lifelong bonds of trust and friendship. Their societies would look significantly different. The inability of primates to build bonds of trust so quickly can be described as a “processing constraint”: primates need long and repeated interactions before categorizing others as “friends” or “allies.” Both memory and processing constraints fall under the label of cognitive constraints. (Strictly speaking, this does not mean that they refer to purely cognitive processes, because categorizing and memorizing social relationships also depend on affective mechanisms. Social knowledge is strongly tainted by the nature and the intensity of the affects involved in the learning process, but we need not be distracted by this question here.) If we assume that primate cognition faces both memory and processing constraints, what impact can these constraints have on group size? I can imagine two cases. In the first case, group size is constrained because primates are not able to hold in memory any more social relationships. 155
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In the second, it is constrained by the fact that primates lack the motivation or the ability to process more social relationships. This is another formulation of what Lehmann and colleagues (2007) described as a time constraint on group size. The effect of time is actually to reverse the preferences of primates. When time becomes scarce, grooming may become less important than other activities, such as foraging, traveling, and resting (Pollard and Blumstein 2008). Consequently, it becomes more difficult for primates to sustain extended social networks. However, time is not the only variable in the decision to compromise on grooming. Primates’ motivation and ability to process social relationships also play a role. If primates are able to process social relationships more rapidly, they will be able to sustain larger social networks. Because there is no reason to assume that primates’ motivation and ability to process social relationships are constant across species, it is particularly difficult to figure out the exact effect of cognitive constraints on group size. Interspecific comparisons of grooming time and group size are not that informative, unless they are conducted within taxa, in which cognitive abilities are assumed to be roughly similar. Even in this case, however, specifically cognitive variables are difficult to isolate because of the impact of ecological factors on group size. Despite these difficulties, I believe that there are three good reasons to assume that cognition has an impact on group size. None is sufficient on its own, but I think that together they make the case sufficiently strong. The first reason is that, when group size becomes too large – Lehmann and colleagues (2007: 1624) suggested around 40 individuals – grooming time tends to become asymptotic. This is the case not only across species but also within taxa. It indicates that primates are unable or unwilling to memorize more social relationships or to process them more rapidly. In any case, the asymptotic relationship suggests a cognitive or motivational constraint on grooming. The second reason is that increasing group size seems to be a good predictor of fission, at least in some species. The best evidence comes from mountain baboons, for which fission events are best predicted by group size (Henzi, Llycett and Piper 1997; Henzi, Lycett and Weingrill 1997). Given the absence of inefficient foraging or exacerbated predation, cognitive constraints are the most probable causal mechanism behind fission. Unfortunately, the presence of the same mechanism is hard to assess for most other species. Indeed, many primates live in small groups that do not tend to split apart (e.g., species living in onemale groups), and factors such as predation and feeding competition 156



Hierarchy without the State



usually explain fission patterns adequately in species that live in large multimale groups (e.g., apes, baboons; Aureli et al. 2009). The third reason is that very large primate groups are less structured and less stable than smaller ones. This is the case with gelada or hamadryas baboon troops that comprise smaller, tightly bonded matrilineal cliques (Kummer 1968). It suggests that individuals living in very large groups are unable (or unwilling) to invest in grooming sufficiently to maintain a high level of social cohesion at the troop level. These are probably not knockdown arguments, but in the absence of any counterevidence, it is reasonable to maintain that group size in primates is, at least in some way, constrained by the ability and the motivation of primates to build and maintain social relationships. Interestingly, such constraint can be taken to support a functionalist account of group size in primates. Groups will tend to reach a “functional” size; that is, a size that allows individuals to avoid social conflicts and instability, as well as predation and exacerbated feeding competition. To be sure, primates are not under cognitive stress all or even most of the time, but cognition does constrain group size in some interesting ways. Can the same be said of humans? 4.5 GROUP SIZE AND THE COSTS OF SANCTION



Humans are primates, and it would be surprising if the cognitive constraints affecting group size in their closer relatives were totally missing in them. I take it to be uncontroversial to say that predation and feeding competition have exerted opposing pressures on group size in human evolutionary history. As with other primates, hominins likely faced a trade-off between the protection from leopards and lions offered by larger groups and the weaker feeding competition typical of smaller groups. Australopithecines, early members of the genus Homo, and Neanderthals probably arrived at different arrangements on the basis of their body weight, feeding habits, and environment. What seems clear, however, is that extinct humans – and probably also most modern Homo sapiens until the Holocene, some 12,000 years ago – lived in small foraging bands that did not significantly exceed the size of primate groups. At least, we have no trace of any larger settlement. The most intuitive way to explain the limited group sizes of extinct humans is to refer to ecological factors. Hunter-gatherers, especially if they practice no food storage, cannot reach a very high population density. Consequently, larger settlements appear only when humans adopt 157



Human Evolution and the Origins of Hierarchies



a predominantly sedentary way of life and began to rely more heavily on food storage. Once storage relieves the constraint on food availability, human settlements can grow beyond traditional limits. However, does that mean that they can grow indefinitely in size? If one considers modern metropolitan areas comprising millions of people, the answer seems to be affirmative. However, if this is true, it would mean that cognition does not limit group size in humans as it does in primates or, at least, that it does not limit group size in the same way. My contention, for the rest of this chapter and the following, is that cognition does constrain group size in humans, although modern humans, because of the cognitive changes discussed in the previous chapter, have the capacity to overcome these limits through institution-building. For traditional game theory, cooperation in large groups is impossible to sustain because of the inability of players to control free riders (Olson 1965). More recent – and more empirically grounded – approaches have criticized this view. As argued in Chapter 1, humans’ disposition to follow norms and to sanction deviant behavior transforms traditional problems of collective action in an important way. Once a significant number of players in a group are ready to incur costs to punish defectors, the interest in free riding decreases rapidly. The possibility of cooperation among a large number of unrelated individuals could thus be explained by their willingness to punish defectors (Boyd and Richerson 2005; Fehr and Fischbacher 2004). This idea seems to me basically correct, but it is insufficient for my inquiry. First, it does not explain why larger societies come with more complicated social hierarchies. Second, one can imagine a species that would be disposed to follow norms and to sanction deviant behaviors, but that would be incapable of building large-scale societies (Dubreuil 2008c). If the evolutionary scenario that I proposed in Chapters 2 and 3 is accurate, we can even say that such species existed in the past: I am referring here to Homo heidelbergensis and arguably Homo erectus and Neanderthal. I return to this point later. Let us start with the hypothesis that social cognition in humans, just like in other primate species, faces processing and memory constraints. Although we can come across thousands of people within a day, most of our interactions take place within small social networks composed of relatives, colleagues, and friends, in which trust and gossip play a central role. Different methods can be used to estimate the size of these networks. For instance, Roberts and colleagues (2009) asked their subjects to list all their relatives and all the unrelated people in their network with 158
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whom they felt they had some sort of personal relationship and with whom they had some sort of contact during the course of the year. They found a mean network size of 72 people, and despite important variations between individuals, no network extended beyond 170 people. Their results suggest that there is an upper bound on total network size, which might be determined by people’s limited cognitive and emotional capacity to maintain personal relationships with a very large number of people. The point is rather intuitive. We need time to familiarize ourselves with others, and we sometimes struggle to remember who is who and whom we should trust. Professors who regularly teach large undergraduate classes know what this means. They are usually incapable of rapidly assessing the trustworthiness of students when they ask for extensions and other privileges. This inability to monitor free riders often prevents professors from identifying fair exceptions to the rules. In such circumstances, applying the rules too strictly might endanger a professor’s reputation of fairness and bring students to abandon him or her for more liberal colleagues. In sum, the inability to monitor students’ trustworthiness makes sanctioning more costly and less effective. It has been shown that, when sanctions are more expensive, people tend to sanction less (Fehr and Fischbacher 2004). I offer the following hypothesis: sanctioning people close to us is generally cheaper and more efficient than sanctioning strangers. There are two reasons to support this hypothesis. The first is that being sanctioned hurts more when it comes from a person close to us. This effect can be explained both by the fact that we care for the people close to us and that we (usually) cannot avoid seeing them everyday. We are caught in iterated games. Consequently, very subtle disapprobative cues toward our friends and loved ones can be well understood and effective. The second reason is that sanctioning someone familiar is less risky. As I argued in Chapter 1, sanctioning is only efficient when the person to be sanctioned recognizes that he or she has broken a rule and is disposed to experience guilt. The risk associated with sanctioning is that of punishing someone who is not disposed to experience guilt and therefore is likely to seek revenge. The risk is lower for people close to us, not only personally but also socially and culturally, because we better understand how they will frame the situation. In contrast, sanctioning strangers is more hazardous because we are not very good at detecting how their personal, social, and cultural backgrounds color their assessments of normative violations. It seems reasonable to hypothesize that these psychological features make 159
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sanctioning more costly beyond the circle of people with whom we have frequent contact, and consequently, they exert a limiting pressure on group size. However, larger groups are not necessarily detrimental to sanctioning in all respects. Being sanctioned by many persons can be more compelling than being sanctioned by a few. In Chapter 1, I argued that third parties are usually less motivated than second parties to incur high costs to punish deviants. However, sanction by third parties can become pretty costly in large groups. If I break a rule of etiquette and my wife looks at me with a disapproving frown, I feel shame. If 10 persons stare at me for the same reason, the shame is multiplied by 10, and I want to disappear. In Chapter 1, I mentioned Haley and Fessler’s (2005) original experiments with the dictator games: stylized eyes on the computer are sufficient to increase people’s contributions significantly. In larger groups, there are more eyes to watch and hence more social pressure in favor of following the rules. In sum, some of our psychological dispositions will push group size upward, because the aggregate value of punishment is higher when there are more people to punish. Others will push group size downward, because punishing strangers is less tempting. Experimental research on group size and cooperation is scarce, but there is some evidence of these opposing effects. Alencar and colleagues (2008) showed that contributions in a public goods game played with children between the ages of 7 and 11 were significantly lower for groups of 12 to 24 individuals than for groups of 5 to 7. This finding seems to support Mancur Olson’s (1965) classical hypothesis of larger groups’ inability to provide public goods. Yet there is a hitch. In the game of Alencar and colleagues (2008), contributions to the public good were anonymous, and players could not even monitor, let alone sanction, free riders. As in dictator games, complete anonymity is expected to have a detrimental effect on generosity. The portrait changes radically if one lifts the anonymity constraint even partially. In a classical study, Isaac, Walker, and Williams (1994) compared contributions in groups of 40 to 100 to contributions in smaller groups of 4 to 10. Subjects were interacting through computers, but they could monitor each other’s contributions. Contrary to Olson’s hypothesis, larger groups were actually more efficient in providing public goods than smaller ones. In this experiment, subjects could not formally punish defectors, but they could reduce their own contribution to the public good in response to other players’ uncooperative behavior. 160
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To get a clearer picture, Carpenter (2007) compared contributions in groups of 5 and 10 players in public goods games with punishment. He noticed that, although large and small groups are both apt to provide for public goods, the dynamic of cooperation is not exactly the same in both. In large groups, subjects tend to be less motivated to sanction free riders and less sensitive to sanction. This can be explained either by a bystander effect or by the difficulty involved in monitoring other players’ behavior. Yet larger groups have some advantages over smaller ones. First, even if each player in larger groups is less apt or willing to monitor defectors, there are still more eyes to track them than in smaller ones. Second, as there are more punishers in larger groups, the aggregate costs of sanction rise quickly. This is the case because players who sanction free riders tend to do so without consideration of the fact that other players might also punish (Carpenter 2007: 48). The decision to punish is largely independent across players. It is not hard to imagine the role of such a feature of decision making in the tragic practices of lynching or stoning, in which a high number of low-cost sanctions aggregate into a lethal punishment. Experiments that allow for punishment are more realistic than those that do not, but we are still far from real life. In most economic experiments, subjects are seated at a computer terminal and do not know each other. The stakes are usually pretty low because it would be otherwise impossible to finance experiments. Despite its limits, experimental economics allows us to examine and underscore specific features of decision making that would go unnoticed in the flow of real life. It is then possible to compare experimental results with real-life situations and see how they fare at explaining specific behavioral patterns. If what I have said is correct, our limited ability to follow and sanction social norms should make the emergence of large-scale societies difficult. Larger groups are advantageous because of the presence of more potential punishers, but the marginal benefits associated with new members decrease beyond a certain limit. I can imagine that being punished by 20 persons is worse than being punished by 2, but I am not sure that I see a big difference between 20 and, say, 200. For this reason, my best guess is that the optimal group size for humans, at least in terms of social monitoring and control, will be around a few dozen people, which is about the size that has been documented for foraging bands around the world (Kelly 1995: 211). This group size is large enough for aggregate sanctions to function as deterrents, but not so large as to make the monitoring of other members difficult. Above this size, groups will 161
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tend to be less stable and to split apart, because monitoring problems will cause the costs of sanctioning increasingly unfamiliar individuals to rise. If this argument is sound, we should expect cognition to constrain group size in humans as in nonhuman primates. However, we still need to explain how human societies managed to grow beyond the size of the band and to encompass millions of unrelated individuals. This growth is possible, I will argue now, because humans create institutions that control the rising costs of sanction. 4.6 BEYOND THE BAND



The practice of punishment is present in every human society, although the normative expectations underlying this practice are culturally encoded. One interesting difference can be found between modern and traditional societies. Citizens of modern industrial nations do use soft sanctions to discipline their peers in numerous ways. Think about ridiculing a rude and patronizing colleague or ending contact with someone who behaves in an unacceptable way. However, they do not usually consider avenging a murder by organizing a vendetta against another family group. In traditional societies, the absence or weakness of a police force and judicial system creates a situation in which individuals can resort to both soft and violent sanctions. This does not mean that punishment in traditional societies is fully unstructured. Customary law is often intricate, and the practice of violent sanction can be highly ritualized (Tilly 2003). The argument that I now propose is that humans must deal with the problem of controlling the rising costs of sanctions when societies grow in number. To see how they do so, we need to return to our earlier discussion of neoevolutionism in social anthropology. One trait of small foraging bands is their relative egalitarianism. Egalitarianism, to be sure, is a contested concept, and I discuss later some of the problems associated with it. For now, it suffices to say that small foraging bands have no leader – or, more precisely, no leader with coercive power – and are intolerant of bullying and patronizing individuals, as well as of opportunists who contribute insufficiently to public goods. Equality is thus not an accidental social outcome, but the result of practices favoring social leveling (Clastre 1977; Flanagan 1989). Such practices include social norms concerning marriage, food sharing, gift exchange, and warfare, as well as conscious strategies of socio-political leveling.
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Anthropologist Christopher Boehm (1993, 1999) has conducted an impressive survey of the strategies adopted in stateless societies to intentionally level socio-political relationships. He reviewed the ethnographic record and identified 48 cultures from all around the world for which there were reported episodes of intentional leveling. The survey included not only nomadic hunter-gatherers and pastoralists but also sedentary horticulturalists and pastoralists. In most of the cases, reports were more or less anecdotal, because socio-political leveling has rarely been the main focus of ethnographers. Nevertheless, a number of regularities have emerged from the data. Chief among them is the similarities in the types of sanctions employed (Boehm 1993: 230, 1999: 84). The first group of sanctions can be described as “moderate” because they involve no physical violence. Criticism and ridicule are the strategies used most frequently to remind people of their duties. In societies where leadership is institutionalized, desertion of the headmen can have the same effect. Moderate sanctions are interesting because they can be applied at low cost and, when applied by a large number of people, have a strong deterrent effect on potential defectors. Stronger sanctions include ostracism or expulsion and – in the case of institutionalized leadership – deposition or desertion of the leader. Such sanctions go farther, in that they explicitly deprive an individual of a status or privilege or recommend shunning his company. Finally, there are ultimate sanctions – assassination or execution – which are far from exceptional in stateless societies. Boehm (1993: 236) emphasized the importance of small communities in maintaining an egalitarian social order. This stance is far from exceptional among anthropologists. As I said in Chapter 1, people do have a passion for equality, but this passion is not so strong that it cannot be overridden by other considerations. In small communities, informal sanctioning usually suffices to maintain social order, and in the absence of opposing leanings, social arrangements should tend toward equality. This raises an intriguing question. If small communities are so efficient in maintaining social order and equality, why would larger hierarchical societies emerge in general? I examine this question in two ways. First, I need to give more details about how larger societies can maintain social order at all (4.6.1, 4.6.2, and 4.7). Then I explain why people living in hierarchical societies often, but not always, end up compromising on equality (4.8 and 4.9).
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4.6.1 The Logic of Corporate Groups The fact that humanity can move beyond the band is intriguing in the light of what I said in the previous section. When people struggle to monitor who is who, punishing defectors becomes more risky and less effective. People can thus go unpunished and break social norms with near impunity. The risk to the group of fission increases. Fission is indeed far from exceptional among foragers, horticulturalists, and pastoralists, as bands and villages regularly split along lines of kinship or affinity. For instance, Yanomamo¨ villages rarely exceed 200 members, and when they do, they split shortly thereafter (Carneiro 2000: 12928). Fission can result from open conflict, but not necessarily. It can also be a conscious strategy to escape authoritarian leaders who try to push their prerogatives too far (Boehm 1993). My contention is that local groups that grow beyond the level of a few dozen individuals have to find a cheaper strategy to monitor individual behavior. One way to do this is to focus monitoring on salient individuals and to take them as indicators of the trustworthiness of less salient ones. It is not surprising that most functions of headmen in egalitarian societies have to do with representing corporate groups (clans, lineages, tribes, and other sodalities). The chief must welcome guests, organize rituals, lead foreign affairs, and serve as an intermediary between the group and supernatural beings (Clastres 1977; Testart 2005). The point is intuitive. If the chief represents the group, there is no more need for members of other groups to monitor the behavior of each member of the group; it is sufficient to focus one’s attention on the most prominent ones. I say that leaders and headmen are “salient” because their reputation extends beyond their own group. My point here is similar to that of systems theorists, such as Niklas Luhmann (2000), who have emphasized the role of information processing in the evolution of societies. From a systems-theoretic viewpoint, the creation of corporate groups is a relational mechanism that relieves the social system of the need to process loads of information that would exceed individuals’ cognitive capacities. I am not sure that I would follow Luhmann (2000), however, when he claimed, in line with Parsons (1951), that “power” is the medium underlying the political differentiation of societies, in the same way that “money” is the medium that underlies economic differentiation. Power is such a multifaceted concept that it is rarely useful to social explanation. For Luhmann, it is primarily associated with the symbolization of negative sanction that 164
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comes with the differentiation of societies. This association is partly true of state societies, but not so for many nonstate societies, in which headmen have no specific entitlement to impose negative sanctions. How do we explain the complexification of societies where there is no institutionalization of sanction? This is typical of a larger problem facing systems theorists. Rarely do they clearly state what kind of information must be processed and how the inability to process it brings social systems to collapse. For instance, Krisztina Kosse (1990, 2001) suggested that memory constraints limit information processing and explain growing complexity, but she did not specify exactly the link between information processing and the social order. The argument sketched earlier should help bridge the explanatory gap. The information to be processed concerns others’ trustworthiness. Insufficient processing makes sanctions more costly, and normative violations increasingly go unpunished. Conflicts become more frequent, and the probability of fission increases. In contrast, the creation of corporate groups facilitates the processing of information about trustworthiness by focusing monitoring on salient individuals. For an individual to function as a reliable indicator of other individuals’ trustworthiness, however, certain conditions must obtain. Most important, the corporate group must be well ordered, avoid open conflict, and behave as one body. The interest of individuals in keeping the group to which they belong orderly is thus strengthened by the fact that one’s trustworthiness is attached to that of the group. It is also through corporate groups that individuals gain access to larger social networks. This is true of almost all stateless societies. Because of their partially functional nature, representatives of corporate groups can be more or less salient depending on the social context. This point has already been made by Fried (1975) regarding the task-oriented nature of tribes. Take, for instance, the contrast between Algonquian foraging bands and Iroquoian villages (Trigger 1985; Viau 2005). Algonquian headmen played a prominent role principally during summer gatherings, when a few hundred tribesmen grouped together. In contrast, Iroquoian villages often consisted of as many as two or three thousand inhabitants. They had complex and permanent political structures, including matrilineal clans, war and peace councils, tribal councils, and confederative councils (for the Huron and Iroquois Confederacy). Carneiro (2000: 12928) also stressed the functional role of corporate groups when he compared Yanomamo¨ and Kayapo´ villages 165
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in Amazonia. He found that corporate groups were more numerous in larger Kayapo´ villages than in smaller Yanomamo¨ ones: Yanomamo¨ villages rarely exceed 200 in size, and on those occasions when they do, usually fission not long afterward. Kayapo´ villages, on the other hand . . . , often attained a population of 600 or 800, and yet successfully resisted the tendency to split at levels which Yanomamo¨ villages could not even approach. What accounts for this difference? Structurally, a Yanomamo¨ village had only a few simple patrilineages, whereas Kayapo´ villages had developed a fairly complex social segmentation consisting of clans, moieties, and age grades.



Larger local groups imply more segmentation, but there is more to segmentation than simply having some individuals speaking on behalf of others. The creation of corporate groups is usually accompanied by a change in the way people understand the enforcement of social norms. As their reputation and trustworthiness are bound to that of their follow clansmen or tribesmen, they have an interest in keeping the relationships within the corporate groups and with other groups orderly. The concept of honor usually functions as an indicator of the value or the reliability of a group. Groups are honorable if they are able to maintain their internal order and to engage reliably in social interactions with other groups. Failure to do so brings dishonor not only to specific individuals but also to the entire group. 4.6.2 The Social Division of Sanction Because normative violations have implications for collectives, certain members of a corporate group are often made implicitly or explicitly responsible for enforcing norms within the group. I term this second relational mechanism the “social division of sanction.” By that, I mean that in such societies not everybody is equally responsible for sanctioning normative violations. Rather, normative expectations are created about who should sanction normative violations. In modern societies, for instance, there are explicit rules that specify that the right to sanction the burglar belongs to the judge and not to the victim. Philosopher of law Herbert L. Hart (1961: 91–92) has aptly captured this point with his distinction between primary and secondary rules. To put it briefly, primary rules are rules of conduct. They prescribe how people should behave. In prelegal systems, their content is culturally defined by the disapprobation that attaches to specific actions. Rules 166
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of etiquette are probably the best examples of primary rules, but one can also think of rules prohibiting violence or prescribing help. In legal systems, primary rules can also be fixed by secondary rules; that is, rules that are defined with respect to other rules. Secondary rules can identify the validity (or domain of validity) of other rules, specify how normative violations should be adjudicated, or describe how new rules might be created or old ones abrogated. Their content is defined in terms of normative expectations about other normative expectations and not about behavior. In Hart’s theory of law, constitutional, legislative, and judiciary rules are the principal examples of secondary rules, but the category also includes all rules that specify who should decide if a primary rule has been violated and how the violation should be punished. My point here is that creating secondary rules is another way of coping with cognitive constraints on group size. In nonstate societies, coping with such constraints is mostly done through rules that prescribe how normative violations should be adjudicated or sanctioned. The idea is basically the same as stated earlier. These rules make some individuals more salient and, consequently, relieve the burden of monitoring less salient ones. The range of possible institutions that might serve this purpose is obviously infinite, but we can examine a few prominent examples. One of the first to come to mind is the creation of rules of adjudication, which determine which person or council is entitled to decide if a rule applies or not. For instance, Iroquoian councils of war had the authority to decide if the community was at war and thus if the rules connected with that situation applied (Viau 1997, 2005). Such rules of adjudication do not imply that the chief or the council has any coercive power to enforce their interpretation of the primary rules, but simply that contesting this interpretation would violate higher order normative expectations. This goes beyond the implicit expectations concerning the mediating role of headmen in many nonstate societies. For example, Evans-Pritchard (1940) ascribed to leopard-skin chiefs among the Nuers a prominent role in the settling of disputes, especially of blood feuds. The power of leopard-skin chiefs relies on religious and personal prestige, as well as on their ability to rally large coalitions (Greuel 1971; Haight 1972). The point of view of the chief has more weight – it is more salient – but contesting his interpretation does not violate higher order normative expectations. Another set of secondary rules creates normative expectations about who should enforce norms. This relational mechanism is what I call 167
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the social division of sanction. In traditional societies, such expectations often exist within kinship groups. Most of these expectations have become obsolete in our day, but not all. For instance, we still expect parents to sanction their unruly children. When children go unpunished, we do not feel that we should sanction them, but rather that we should sanction their parents for not enforcing norms under their responsibility. This is the kind of normative expectations that come with corporate groups in most human societies. The division of sanction within the kinship group goes much farther in some traditional societies. Fathers and uncles in many African lineages are obliged to sanction their sons and nephews. A similar obligation can be found in the patria potestas in ancient Rome; that is, in the father’s power of life and death over his wife, slaves, and children (Testart 2005: 109–112). Comparable rules also explain the persistence of honor killings in many traditional cultures today, where it is considered the duty of male family members to punish the indecent or adulterous conduct of female members. The case of honor killings shows that the social division of sanction often goes hand in hand with the corporate logic discussed in the previous section. To take the most prominent example, kinship groups often have secondary rules guiding the enforcement of primary rules concerning taboos, etiquette, and cooperation. These two relational mechanisms often reinforce each other, because individuals’ reputations are tied to that of the corporate group. Therefore, maintaining one’s reputation implies enforcing primary rules. However, this point should not distract us from the wide gamut of possible variations in social arrangements. Among American Indian clans, for instance, parents usually have no coercive power over their heirs. In contrast, explicit subordination of children to uncles and fathers in African lineages often extends into adulthood. Similarly, even in modern industrial societies, many people still consider that they are obligated (in a moral sense) for the debts contracted by adult members of their family. They feel that not ensuring the payment of these debts could be detrimental to their personal reputation. It should also be noted that kinship structures, despite their predominance in the anthropological record, are not the only institutions on which the division of sanction can build. Non-kin-based sodalities such as age grades, village councils or assemblies, curing societies, or so-called secret societies can serve similar functions. I am aware that I cannot give anything like a full appraisal of the diversity of political institutions in human societies here. Fortunately, 168
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this is not my objective. My contention is that, although the range of possible arrangements can vary indefinitely, growing group size depends on the ability to find institutions that relieve the burden on cognition by focusing social monitoring on a few salient individuals. If these individuals are turned into reliable indicators of the trustworthiness of larger groups, the costs of sanction may be prevented from rising. People obviously do not need to be consciously aware that institutions have such effects, although I think that they frequently are. Indeed, we often consciously consider the benefits created by an institution or a practice when assessing its normative validity. Here I agree with these remarks of Hume (1998: 26–27): “The matter, however, is not so obscure, but that even in common life we have every moment recourse to the principle of public utility, and ask, what must become of the world, if such practices prevail? How could society subsist under such disorders?” Granted, Hume is wrong to think that this is a universal principle underlying all moral judgments. Otherwise, it would be difficult to explain why people disapprove so strongly of crimes with no obvious victim, such as consensual incest or bestiality. Considerations of public utility probably play a minor role when it comes to the question of the permissibility of practices that elicit strong emotional reactions of disgust or empathy (Nichols 2004). Yet not all norms are backed by such strong affects. Secondary rules, arguably, are not. We can thus more freely consider their effect on social order when assessing their validity. Institutions that sustain win-win social interactions appear to us as valid, and the fear of social disorder gives weight to existing arrangements. The social division of sanction and the multiplication of corporate groups allow stateless societies to control the rising costs of sanction and to build groups of thousands of individuals. However, this does not mean that sanction is always cheap or efficient in stateless societies. In fact, corporate groups sometime engage in violent conflicts, which can involve dozens or hundreds of individuals. In fact, one might object to my argument that the multiplication of corporate groups might also be detrimental to security and social order, because private conflicts between individuals can degenerate into more violent conflict between corporate groups. In this case, the multiplication of corporate groups would be detrimental to cooperation by increasing the risk of violent conflict. Before answering this objection, let us return once again to Chapter 1. Sanctioning is cheap only when combined with the emotions of guilt and shame. If the punished person is not disposed to experience these emotions, sanction is more likely to elicit anger. This 169
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happens most commonly when the punisher and the punished person frame the situation differently. The punisher believes that she rightly asserts a norm that has been violated, whereas the punished person thinks that she has been wrongfully harmed. In such cases, punishment opens the way to vengeance and, eventually, to the vicious cycle of retaliation. The possibility of resort to private violence is common to all stateless societies, where no supreme power claims a monopoly on legitimate violence. Vengeance and retaliation often involve corporate groups – and predominantly kinship groups, as in the cases of blood feuds or vendettas – but this is not always the case. In his ethnography of the Jivaros, for instance, Philippe Descola (1996) emphasized the importance of friends and acquaintances in enforcing violent sanction. Corporate groups can also play a double role in the case of violent conflict. On the one hand, they can increase the level of violence by rallying to the aid of an offended relative. On the other, they can put an end to the cycle of retaliation by paying compensation (e.g., wergild, among early northern European societies; Tilly 2003: 94–97). Customary rules prescribing how to settle blood feuds are extremely common in nonstate societies and are often efficient in preventing the escalation of violence. Thus, even if the development of corporate groups can increase the intensity of some episodes of violence in stateless societies, there is no reason to think that they cause an increase in violence in general. 4.7 THE EVOLUTION OF SOCIETIES AND THE EVOLUTION OF THE MIND



One final point that I want to emphasize before returning to neoevolutionary typologies concerns the link among the creation of corporate groups, the division of sanction, and the cognitive changes discussed in the previous chapter: higher theory of mind and perspective taking are essential for creating both corporate groups and secondary rules. Consequently, only a species in which these abilities are well established would be able to generate the institutional arrangements that make it possible for human groups to grow beyond the size of the band. If higher theory of mind and perspective taking are unique to behaviorally modern humans, as I have argued, then archaic humans could not have created either local groups significantly larger than a few dozen individuals or tribal systems based on the aggregation of corporate groups. 170
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The rapid emergence of symbolic artifacts among behaviorally modern humans, as well as the development of long-distance exchange, could be evidence of new social dynamics induced by the creation of corporate groups and by the circulation among them of high-value goods. Yet why are higher theory of mind and perspective taking essential for creating corporate groups and secondary rules? Let us begin with corporate groups. The first point to mention is that corporate groups in humans are far from equivalent to social groups that can be found among other animals. To understand this clearly, consider one of the most complex animal societies: baboon troops. Just like humans, baboons have prosocial emotions and motivations that make life in society pleasurable and solitude distressing. Just like humans, they have socio-cognitive abilities to recognize conspecifics, as well as the different types of social affiliations among third parties: mother–child relationships, dominance hierarchies, matrilineal affiliation, etc. They also have the ability to recognize goal-directed behavior in conspecifics or, more mundanely, to recognize what other baboons are up to. By contrast, all research seems to confirm that baboons – like other nonhuman primates, but unlike humans – do not have the complex mind-reading ability associated with understanding false beliefs and level-2 perspective taking (Cheney and Seyfarth 2007; see also Section 2.2). For this reason, they do not ascribe to others explicit intentional states and, a fortiori, explicit intentional states that conflict with their own. However, this ability is essential for creating the kinds of corporate groups discussed earlier. Why? One typical trait of corporate groups in humans is that we ascribe to them an autonomous point of view (Pettit 2004). In everyday life, we say that corporate groups have beliefs and desires that cannot be reduced to – and may even conflict with – that of their members. Let’s put aside the metaphysical question of whether this use of the intentional idiom should be understood metaphorically or literally. The fact is that people are generally pretty comfortable with ascribing intentional states to corporate groups. A large philosophical literature has attempted to come to a definition of the mental states involved in collective intentionality. Several philosophers – most famously Margaret Gilbert (1992), John Searle (1995), and Raimo Tuomela (1995) – have argued that collective intentions are not reducible to a set of individual intentions. I share this view, broadly speaking, but my focus is different from theirs. My contention is not that collective intentions must be distinguished from 171
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individual intentions at the conceptual level, but that imbuing corporate groups with a mind of their own (i.e., independent of the minds of their members) depends on the presence of full-fledged theory of mind and perspective taking. My point here is similar to the view defended by Sperber (1996: 76) on institutions and meta-representations. In institutions, higher level representations govern lower level representations and the conditions under which they can be produced. The higher level regulatory representations are thus causally relevant to the existence of the institutions (see also Heintz 2007). This applies to marriage, money, and corporate groups alike. This point might help clarify what I said in the previous chapter about the rise of tribal networks and the use of personal ornaments in early Homo sapiens. In discussing the implications of early symbolic behavior in southern Africa, Coolidge and Wynn (2009: 241) contended, The kinds of social categories implied by the Blombos beads (I belong to group A, as opposed to group B, with whom we exchange spouses; group C with whom we fight; group D who are occasional but unreliable allies, etc.) are not abstract, and do not combine elements from distinct categories. . . . So, although the Blombos beads imply category formation processes, they did not, we believe, require executive functions and enhanced working memory.



My view is that the beads imply more than what Coolidge and Wynn described. Indeed, the creation of corporate groups goes beyond simple social categorization – of which nonhuman primates are capable – such as “I belong to group A, as opposed to group B.” It implies an understanding of the fact that group A and B have a viewpoint of their own that may differ from that of their members. This understanding requires full-fledged theory of mind and perspective-taking abilities, which, in turn, depend on attentional abilities realized in the temporoparietal cortex (or, in other words, on some enhancement of working memory). However, this is not to say that every kind of collective intention depends on these abilities. A great deal of our everyday collective action does not involve explicit deliberation about group minds. We go out for a walk with our partner without giving a thought to the idea that we form a “collective.” We intuitively track her or his movements and automatically adjust our own. Moreover, there is no problem in saying that young children, who fail the false-belief task but who engage in shared attention, have irreducibly “collective” intentions in Searle’s 172
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sense (Rakoczy and Tomasello 2007). Indeed, they do not simply happen to pay attention to the same object simultaneously: they actively track the gaze of the other agents to make sure that they all engage in the same action jointly. The presence of such collective intentions in nonhuman primates is debated and debatable, but what is implausible is to claim that they believe that the group to which they belong has a mind of its own – in other words, to claim that baboons believe that the troop to which they belong can have, as a troop, a belief that they do not have as individuals. That claim implies an ability to hold in mind and manipulate conflicting beliefs that they, just like young preschoolers, apparently lack. In contrast, human adults are pretty comfortable with the claim that the government of the United States, for instance, can have a belief (“there are weapons of mass destruction in country X”) that is not shared by all of its members. I now want to highlight the importance of higher theory of mind and perspective taking for explaining some similarities between the way we think of ourselves and of groups as subjects. I argued in Chapter 3 that higher perspective taking underlies our ability to distinguish appearance and reality and thus to be concerned with our appearance. This ability is essential to thinking of ourselves and of others as fully fledged subjects whose identity is embedded in a social context. I also mentioned that higher theory of mind and perspective taking are essential to the development of episodic memory, the ability to recall situations as they have been experienced. Episodic memory, in turn, provides agents with the possibility of creating autobiographies in which relevant memories are assembled in coherent narratives. In sum, higher theory of mind and perspective taking support the creation of social identities and of autobiographies, two defining traits of subjects. In everyday life, we apply these constructions with the same ease to individuals and to corporate groups. This explains how some of the mechanisms traditionally associated with corporate groups became possible in modern Homo sapiens. For instance, the idea that a corporate group must preserve its honor makes sense because we are able to distinguish the reputation of the group from that of its members. The same thing could be said of the possibility of speaking on behalf of the group, which is essential to the construction of aggregated tribal networks. Representing the group is probably the most widespread function of chiefs and headmen in stateless societies. Yet fulfilling that function is only possible if people believe that the group has a point of 173
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view of its own. Constructing an autobiography for the group – that is, a history or a tradition – provides leaders with guidelines about the point of view they must represent. This might be sufficient to explain the link between perspective taking and corporate groups, but what about secondary rules? Following Hart (1961), secondary rules are rules about rules – that is, rules that do not prescribe behavior, but that specify how rules should be created, applied, sanctioned, abrogated, etc. I said that secondary rules underlie the social division of sanction, because they allow specific individuals to be put in charge of sanctioning the violation of certain rules. It is important to note that we not only expect these individuals to sanction normative violations but we also believe that we are entitled to sanction them if they do not. For such rules to appear, we need to have a good idea of what others have in mind when they punish. Indeed, we have to be able to tell apart two types of cases: (1) cases where X sanctions Y because Y has violated a rule and (2) cases where X sanctions Y because there is a secondary rule that specifies that she must sanction rule violations by Y. Making this distinction implies more than understanding goaldirected action. It implies that one can consider an action as potentially determined by one of many different motives. This ability, once again, implies higher theory of mind and perspective taking. To understand this point, think of how deception activates the same cognitive abilities. Deception involves appearing to conform to a rule, but with the idea of misleading others about one’s actual intentions. In other words, it entails holding in mind different perspectives on the same action. The same can be said of secondary rules. They entail contrasting the perspective from which X sanctions the violation of a rule and the one from which X acts under a secondary rule that prescribes the same sanction. By contrast, understanding primary rules simply requires the accurate categorization of goal-directed actions in others, without engaging in complex counterfactual thinking. From an evolutionary viewpoint, it is therefore reasonable to associate the emergence of secondary rules, just like that of corporate groups, with the evolution of higher theory of mind and perspective taking. If my reading of the archaeological record is accurate, the emergence of secondary rules must be associated with the evolution of modern Homo sapiens. This does not mean that archaic humans were not living in complex social groups or that they were incapable of following and sanctioning social norms, but it certainly suggests that they lacked the 174
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specific cognitive ability that explains the creation of corporate groups and secondary rules in humans today. 4.8 INEQUALITY OF WHAT?



Despite modern humans’ disposition to follow norms and to sanction their violation, large-scale cooperation poses cognitive problems for them, as it probably did for their ancestors. However, modern humans are able to overcome the cognitive constraints on group size by building corporate groups and developing secondary rules. Many traits traditionally associated with the rise of hierarchies and inequalities correspond to this kind of institution-building. For example, chiefs or headmen are often spokesmen for corporate groups. We consider them to have a higher status because they have the privilege of representing the group and speaking on its behalf. In contrast, secondary rules often entitle some individuals (but not others) to create, sanction, change, or abrogate social rules. This is also a form of inequality and, arguably, of hierarchy. If the creation of corporate groups and secondary rules is required to maintain social cohesion, we can soundly affirm that, because of the way human cognition functions, larger populations will come with increased social inequality and hierarchy. However, the causal link between cognition and social organization is indirect and certainly does not exhaust the question of the origins of inequality. Indeed, it says nothing about the particular factors that bring inequalities into existence in particular times and places. It does, however, identify the micro-level causal mechanisms underlying the correlation between group size and social organization. As I argued earlier, the fact that different causal mechanisms are relevant depending on the explanatory level that one considers should not be disturbing, at least if one adopts, as I do, the methodological ecumenism promoted by Philip Pettit (1993). Functional explanations can provide satisfying explanations of the stability of some social arrangements, but provide no account of the way these arrangements come about. One difficulty, however, has not been addressed. I mentioned it earlier when discussing neoevolutionism. It is the persistent inability of evolutionary typologies to arrive at a satisfying correlation between group size and socio-political forms for intermediate societies; that is, societies fitting somewhere between small egalitarian bands and large hierarchical chiefdoms and states. Many anthropologists share the assumption that larger societies are less egalitarian and more hierarchical, but no 175
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ideal type seems to cover the data in any satisfying way. I think that I now have the tools to address this problem more fully. I suggest that the problem pertains to the fact that neoevolutionary typologies do not work with a very clear picture of the concepts of inequality and hierarchy. In Service’s original framework, for instance, the forms of inequality associated with the different stages are not at all clear. Bands are egalitarian, but tribes and chiefdoms can come with different levels and forms of hierarchy. In Fried’s alternative proposal, things get a bit clearer: (1) Inequalities of prestige, influence, sex, and age can exist in all kinds of societies; (2) inequalities of rank and status exist in all societies except for egalitarian societies; and (3) significant inequalities of wealth appear only with stratified societies and states. Carneiro’s framework, for its part, does not give a prominent role to the question of hierarchy and inequality. It groups societies in which social inequalities and hierarchies play very different roles under the label of “autonomous villages.” Among neoevolutionary typologies, Fried’s is thus the one that is the most directly focused on the question of inequality. His framework nevertheless presents a difficulty, in that inequalities of wealth (associated with stratified societies) are said to appear after – and to depend on – rank inequality. This argument is questionable. In many societies (e.g., so-called big man societies), ostentatious inequalities of wealth exist without an explicit system of rank. It is always possible to present the position of the big man as a form of rank (this seems to be Fried’s view), but doing so blurs the distinction between rank and stratification. One way to overcome this problem is to consider wealth and rank as two distinct dimensions of inequality. From this point of view, wealth inequalities do not entail rank inequalities, and rank inequalities do not entail wealth inequalities. This point is far from original. For instance, archaeologist Robert Paynter (1989: 381) criticized the equation he saw in neoevolutionism between complexity and inequality, which he understood as differential access to strategic resources: Recent studies do show that egalitarianism can be maintained despite underlying social differences. One reason that inequalities don’t arise is that members of the group lack the means to monopolize strategic resources. In egalitarian societies, there are too many leveling devices, too many places to escape to, too many authorities, and too many weapons too widely spread throughout the population to foster accumulation of power by the few. 176
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These considerations find echoes in Robin Osborne’s (2007) introduction to a special issue of World Archaeology on “The Archaeology of Equality.” He argued that the development of hierarchies does not imply differential access to resources and wealth: “The politics of equality play themselves out in hierarchical and non-hierarchical societies alike as the politics of personal relationships” (Osborne 2007: 146). One instance of hierarchy without inequality was discussed by Frangipane (2007) in her comparison of Halaf and Ubaid cultures in Mesopotamia during the fifth and sixth millennia BC. She argued that, although the later Ubaid culture was arguably more hierarchically structured than the Halaf culture, including a wider range of ranks and statuses, there is no evidence that it was less egalitarian, at least in terms of access to strategic resources. Gregory A. Johnson (1982: 396) pointed toward a similar idea with his distinction between sequential and simultaneous hierarchies. Sequential hierarchies are defined by temporary or task-oriented leadership roles that do not entail disparities in the distribution of wealth or prestige goods. In contrast, simultaneous hierarchies involve permanent positions of power and wealth inequalities. Johnson correctly stressed the possibility of finding an egalitarian alternative to cope with growing population size and complexity. Once again, hierarchy does not entail inequality. The opposition between simultaneous and sequential hierarchies unfortunately comes with its own problems, in that it conflates the permanent or impermanent character of hierarchies with the presence of wealth inequalities. This cannot account for the fact that in many societies – think again of Melanesian big man societies – wealth inequalities do not entail permanent leadership. Conversely, many African segmentary societies have permanent positions of leadership though very few wealth inequalities. An alternative though similar framework has been advanced by Blanton and colleagues (1996) under the label of “dual-processual theory.” This theory aims to account for the evolution of socio-political organizations in pre-Hispanic Mesoamerica, but has been subsequently applied to other regions. Feinman and colleagues (2000), for instance, proposed a “dual-processual” account of the evolution of socio-political organizations in the American Southwest, where, between 200 and 900 AD, sedentary agriculturalists lived in villages of semi-subterranean pithouses. These villages gave rise, in a later period (900–1600 AD), to the famous Pueblos. There has been considerable debate on the nature of the socio-political organization of the pithouse villages and, especially, 177
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figure 4.1. Comparing corporate and network strategies.



on the presence of social hierarchies and inequalities. Some villages had undifferentiated house structures, public storage, and massive communal buildings, whereas others presented important differences in house structures, significant private storage in some houses, and less emphasis on public buildings. To explain these differences, the dual-processual theory suggests the existence of two typical strategies to cope with complexity. Building on previous discussion on the evolution of hierarchy (Feinman 1995; Renfrew 1974), it distinguishes a “network strategy” and a “corporate strategy” (see Fig. 4.1). In the first case, hierarchies appear when leaders use personal networks, including clients and slaves, to expand their power, wealth, and authority. In the second, leadership is depersonalized and shared among corporate groups, and economic and political differences are suppressed. Between pure network and corporate strategies, the dual-processual theory sees a continuum on which different forms of inequalities can be plotted. When network strategies are prevalent, hierarchies come with significant personal inequalities in wealth and power. Such inequalities are less apparent when corporate strategies prevail. More energy and resources are then invested in public buildings or monumental rituals. From this point of view, Melanesian big man societies or Northwest Coast societies use predominantly network strategies, because of the place of aggrandizing leaders, patron–client relationships, and ostentatious displays of wealth. An apt depiction of such big men is also found in Jan Vansina’s (2004: 130) account of Herero cattle nomads in West Central Africa: 178



Hierarchy without the State At the other end of the scale were the rich. They were powerful since everyone’s survival depended on access to their cattle. Hence those rich in cattle had many dependents. When nineteenth-century rumors speak of owners of over ten thousands head of cattle, such persons probably had between one and two hundred client families, at least as many servants, and occupied a very large grazing territory to match. Hence the term omuhona 5/6 “rich person” also designated a political leader.



By contrast, in the Pueblos of the American Southwest or in the Ubaid culture of Mesopotamia predominantly corporate strategies are manifest in the faceless nature of power and limited wealth inequalities. The Iroquois during the seventeenth century could be considered as slowly moving from corporate to network strategies, because of the rising influence of aggrandizing war chiefs in a context of endemic war (Testart 2004: 84–87). The movement of nonstate societies back and forth between these two poles has been well described by Edmund Leach in his classical study of gumsa and gumlao social forms among the Kachin of Highland Burma. This movement is possible even though in theory the two concepts designate two radically distinct types of political organizations: In brief, the gumsa conceive of themselves as being ruled by chiefs who are members of an hereditary aristocracy; the gumlao repudiate all notions of hereditary class difference. Gumsa regard gumlao as commoner serfs who have revolted against their lawful masters; gumlao regard gumsa as tyrants and snobs. But while the two terms represent in Kachin thinking two fundamentally opposed modes of organization, both are consistent with the same general set of cultural trappings which we recognize as Kachin. (Leach 2004: 198)



In practice, however, there is a continuum between these two poles and a constant movement between them. Jan Vansina (2004: 233) described a similar continuum, this time involving sodalities and big men, in West Central Africa: In some places, such as among the Sala Mpasu, individual big men held more power than the ruling sodality, while in other places the balance of power tilted in favor of the sodality, as among the Kongo-Dinga. The exact layout of villages differed somewhat in the region and the terminologies used were not uniform. Still, in essence, it remained the same system: everywhere society was structured by a hierarchy of agesets and governed collectively by an oligarchy. 179
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One could contest the application of the concept of hierarchy to societies in which corporate strategies prevail. Corporate groups usually have more salient members, but present no political centralization of coercive power. Instead headmen and leaders of equal status share political authority. One possibility would be to reserve the concept of hierarchy to describe coercive authority and political centralization and to opt instead for the concept of “complexity” (or differentiation). Many anthropologists, however, prefer to avoid the concept of complexity altogether, because it obscures the intricate nature of socio-political behavior in allegedly “simpler” societies (Testart 1982, 1988). For my part, I do not find especially problematic the use of the concept of hierarchy to refer to situations in which there is no political centralization of coercive power. The power of headmen and leaders, even if it is limited to the representation of the group, implies contrasting a level at which one speaks in one’s own name with another level at which one speaks on behalf of the group. Thus, the status of headman and the function of representation cannot be understood without articulating these two levels hierarchically. The same can be said of secondary rules. They are meta-rules that are articulated hierarchically with reference to lower level rules. For example, the content of a rule of adjudication can only be understood in connection with the lower level rules that are to be adjudicated. Consequently, it is reasonable to claim that corporate strategies, as they imply the creation of secondary rules and the representation of the group as having its own mind, introduce a form of hierarchy in human societies. Strictly speaking, one could also say that corporate strategies come with a form of inequality. Even if a headman has no wealth or coercive power, he is not equal to other members of the group if he is entitled to mediate conflicts or to interpret the group’s will. In the rest of the book, however, I will avoid using the concept of inequality in this sense and stick to the conventional meaning in anthropology and archaeology. Consequently, when I use the term “inequality” without further specification, I refer to wealth inequalities or to informal inequalities in political influence or value. I reserve the concept of hierarchy to refer to the kinds of relationships involved in the creation of corporate groups and secondary rules. A concept that I have avoided but that could also be useful is “heterarchy.” Anthropologists coined this term to refer to horizontal power sharing among corporate groups. It avoids the problems associated with the concept of complexity and emphasizes the importance of coordination processes among multiple centers. 180
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Let me give an example of how these concepts could work together in the case of gender. Gender inequality would refer to unequal access to wealth for men and women, as well as to informal expectations about the value and power of each gender. In contrast, hierarchy would refer to the fact that men (or women in some cases) are entitled to speak on behalf of corporate groups (the family or the clan) or to sanction norm violations by members of the other gender (it is usually women on the receiving end of these sanctions, as in the case of the Roman patria potestas). Finally, heterarchy would refer to the horizontal link between family groups represented by their (male or female) head. 4.9 THE PERSISTENCE OF INJUSTICE



The distinction between network and corporate strategies is useful because it permits a more nuanced account of the connection between hierarchy and inequality. This was impossible in the frameworks proposed by Service, Fried, and Carneiro. This new distinction suggests that the presence of aggrandizing leaders and resource inequalities is not necessary to cope with population growth. Larger settlements imply the existence of social hierarchies, but social hierarchies can coexist with broad egalitarianism. This last point is important for my overall discussion. If hierarchies are indispensable but resource inequalities are not, what exactly does the functionalist argument explain? As noted earlier, functionalist explanations are most valuable when they account for the stability of beneficial social arrangements by specifying a relevant feedback mechanism. They fare poorly in accounting for differences in evolutionary pathways. In particular, the functional link proposed earlier between group size and socio-political forms can explain the evolution of hierarchies, but not why some societies show large resource inequalities whereas others do not. If humans have a preference for equality, even a defeasible one, as argued in Chapter 1, why do not all societies tend toward egalitarianism? I do not intend to provide a general evolutionary answer to this question, but before concluding this chapter, I want to sketch how the functionalist explanation of hierarchies presented earlier is compatible with the persistence of important wealth and resource inequalities in many nonstate societies. From the perspective of game theory, if all players have a preference for equality, egalitarian arrangements should count as Pareto-optimal outcomes. If a set of stable outcomes depart from equality, it is reasonable to suppose that other interests conflict with equality and explain 181
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the creation of suboptimal outcomes. Human societies are full of such cases. Imperfect institutions are often created and sustained because they correspond to the most reasonable choices of individuals in the contexts in which they are embedded. It would be optimal to eradicate corruption, for instance, but it is often impossible to do so because of intricate problems of collective action. If social arrangements are sometimes optimal, they are often only locally so. One typical way to account for the persistence of inequality in human societies is to refer to the symbolic or narrative constructions that sustain these inequalities. For instance, Maurice Godelier (1986), in his ethnography of the Baruyas, an acephalous tribe in the Highlands of Papua New Guinea, reconstructed the complex myths and narratives underlying strong gender inequalities in the tribe. Godelier found that Baruya boys, for instance, practice over many years a secret ritual of fellatio, in the belief that drinking the semen of other men allows young males to maintain their strength and beauty prior to marriage. After marriage, the belief continues in a way, with the idea that women need the sperm of their husband in order to produce milk. In Baruya belief systems, sperm counts as the ultimate source of life and strength. In contrast, their mythology presents women as a source of pollution and disorder. According to Godelier, these beliefs justify the enforcement of the strict segregation of women in numerous areas of life and especially during menstruation. As I mentioned earlier (see Section 1.5), beliefs about what is beneficial or polluting contribute to determining normative expectations about how people should behave. The exchange of semen between young boys through fellatio becomes a mutually beneficial practice, and the norms supporting the segregation of women help prevent the pollution and contamination of men. There is obviously nothing wrong with explaining persistent situations of inequalities by referring to the way mythologies and narratives shape beliefs and normative expectations. In the case of the Baruyas, gender inequality is explained at least in part by the fact that women consider it immoral to refuse the sperm of their husbands (and thus to deprive their children of high-quality milk) or to pollute their husband during menstruation. Godelier argued that the belief system of the Baruyas constitutes a redoubtable support to male domination. Nevertheless, explanation by ideology has its limits. In the case of the Baruyas, we just cannot help wondering why women adhere to narratives that are so obviously disadvantageous to them. It is as if they were
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more attached to the narratives than to their own well-being. This is a common difficulty in the social sciences. Ideological explanations raise doubts about the rationality of agents (Heath 2000). Are Baruya women foolish to accept myths that are so detrimental to them? Aren’t there any more charitable interpretations of their behavior? The problem is even more acute if one considers, as we saw in Chapter 1, that humans have self-serving biases. They tend to give interpretations of moral problems that benefit them. This does not imply that people cannot hold beliefs or adhere to norms that are detrimental to them, but it does suggest that these norms and beliefs will be more frequently questioned and less stable. Godelier was aware of this problem and remarked that Baruya women remain unconvinced that their milk is actually their husband’s sperm. Yet this actually weakens his ideological explanation of gender inequalities. If they are unconvinced, why do they comply? The problem of interpreting the behavior of subordinate individuals pertains to all societies in which there are considerable inequalities. I call this the “problem of voluntary servitude,” following the French ´ moralist Etienne de La Bo´etie (1975). Why do people accept servitude when they are not overtly forced to do so? I return to this problem in more detail in the following chapter (see Section 5.3), because it becomes more pressing in the context of state societies. Yet it might be useful to raise the question in the context of the opposition between network and corporate strategies. In principle, the persistence of inequalities in societies where network strategies prevail could be explained by idiosyncratic cultural developments. Because cultural evolution is largely unpredictable, different societies would come to develop different normative expectations about how much wealth inequality is acceptable, embedding these beliefs in myths, narratives, and symbols. Here again, there is no question that normative constructions contribute to the explanation of unequal social arrangements. Nevertheless, the frequency of inequality remains disconcerting, given the presence of self-serving and egalitarian biases in humans. We can give one general argument to account for this frequency. The argument is that, although people are unsatisfied with inequalities, the individual costs associated with their eradication often exceed the benefits. One reason why eradicating inequalities can be costly is that they are often functional. This is the argument developed earlier. When some individuals become more salient, they can be transformed into indicators of other individuals’
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trustworthiness and function as nodes in larger social networks. Thus, the economic, political, or ideological benefits associated with these larger networks get tied to the unequal status of these more salient individuals. Inequality can engender rebellion, but rebellion in turn can cause disorder and motivate a return to inequality. This is basically how Edmund Leach explained the movement between the gumlao and gumsa social types in Highland Burma: Both systems are in a sense structurally defective. A gumsa political state tends to develop features which lead to rebellion, resulting, for a time, in a gumlao order. But a gumlao community, unless it happens to be centred around a fixed territorial centre such as a patch of irrigated rice terraces, usually lacks the means to hold its component lineages together in a status of equality. It will then either disintegrate altogether through fission, or else status differences between lineage groups will bring the system back into the gumsa pattern. (Leach 2004: 204)



A related reason, which I have not yet discussed, is that making some individuals more salient almost necessarily empowers these individuals. Headmen, chiefs, or leaders are the nexus of nonstate societies. They have increased access to information, social networks, and prestige, as well as a greater capacity for organizing collective action. Less salient individuals can thus face collective action problems when they attempt to oppose the opportunistic behavior of more salient ones. Leaders can take advantage of their prominent role to accumulate wealth and power. In the following chapter, we will see that this problem is even more severe in large state societies. As we saw earlier, leadership and inequality are generally weak in foraging societies, just as in most pastoralist and horticulturalist societies in areas where dispersal is easy. These groups are usually efficient at controlling ambitious individuals who try to take advantage of prominent social positions (Boehm 1993; 1999; Salzman 1999). This can be explained by the fact that the functional need for salient individuals is restricted to intergroup exchange and alliance and does not extend to everyday preservation of the social order. In larger groups, leaders become more difficult to control because the benefits associated with their function are greater. People’s capacity to oppose exploitative arrangements will hence depend on the larger political and institutional context. This brings us back to the opposition between network and corporate strategies. When network strategies are predominant, headmen 184
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and leaders use personal connections and relationships of dependence to accumulate wealth and influence. When corporate strategies prevail, inequalities are more limited and power remains faceless. This difference in access to resources is often related to a difference in access to power. In groups in which corporate strategies prevail, the source of power is generally located in the approval of councils or assemblies that function as powerful checks on headmen’s authority (D´etienne 2003). When network strategies prevail, the source of power lies in one’s ability to multiply the number of one’s clients, slaves, wives, and other dependents. Personal networks do not function as a check on leaders in the same way that assemblies do. For reasons that will become clear in the following chapter (see Section 5.3), the relationship of dependents to leaders creates disincentives for sanction among dependents that do not exist among equal members of a corporate group. Thus, it is reasonable to suggest that individuals who have access to leadership positions through network strategies will be in a better position to take advantage of collective action problems among less salient individuals and to create and sustain situations of inequality for their own benefit. If people have a preference for equality, then, all other things being equal, corporate strategies should be preferable to network strategies. Yet all other things are rarely equal. Human societies are full of conflicts and distrust, and creating perfect institutions is easier said than done. Existing institutions and expectations constrain possible evolution in important ways. This is what social scientists often call “path dependence”: new institutional arrangements are constrained by older ones. In societies in which network strategies prevail, opposition can directly try to eradicate the personal power of leaders, but it is often safer to look for indirect ways of constraining their action and restoring some equality. Bullying or opportunistic leaders can be disobeyed, ridiculed, or deserted (Boehm 1993, 1999). Normative expectations can be created to force leaders to redistribute wealth or to support individuals in need. A significant part of private wealth can thus be turned into de facto common wealth. With time, a balance of power can appear, supported by checks against abuse by leaders. The particular social arrangements that ensue are often intricate and can only be explained in the light of a thorough examination of historical and contextual circumstances. Here, however, are the limits of a natural history of hierarchies. We might have a clearer idea as to why humans form hierarchical societies in general, but this will never account for how different societies arrive at specific hierarchical and unequal outcomes. 185



Human Evolution and the Origins of Hierarchies



CONCLUSION



At the beginning of this chapter, I argued that the opposition between lumpers and splitters was not necessarily counterproductive in science. Lumpers provide splitters with useful distinctions and concepts, whereas splitters force lumpers to amend unsatisfying frameworks. By proposing a natural history of hierarchies, it seems that I must inevitably side with the lumpers and propose a universal system to account for the entirety of the anthropological data on stateless societies. My goal, fortunately, was more modest. This chapter did not put forward an extensive empirical survey of the variation of social hierarchies in stateless societies. For this reason, I cannot and do not intend to offer a new theory to substitute for neoevolutionary typologies. That would be presumptuous. Even the best anthropologists and archaeologists have failed to agree on a simple and convincing scheme to account for the rise of hierarchies and inequalities. The objective of this chapter was nevertheless to save one core assumption underlying neoevolutionary approaches. I am not referring to the idea of linearity or directionality of evolution, but to the assumption that there is some functional link between large societies and the emergence of hierarchies. I argued that this link can be explained by the cognitive and motivational mechanisms that make punishing strangers more expensive than punishing familiars. Growing group size thus depends on the existence of institutions that control the costs of sanction. These institutions can be corporate groups, indicating the trustworthiness of their members, or secondary rules, allowing for a social division of sanction. This explanation can be defined as “naturalist” because it explains constraints on social outcomes on the basis of evolved features of human psychology. Yet I must concede that a naturalist approach has its limits. It will never tell us, for instance, how and why a specific group at a specific time arrived at specific institutional arrangements. Specific cultural beliefs and preferences matter, despite the focus of neoevolutionary approaches on functional analysis. Yet the methodological ecumenism that I adopted excludes neither multiple pathways to the evolution of hierarchies nor evolutionary reversals. It acknowledges the existence of important variations in the level of wealth inequalities, exploitation, and personalization of power across societies of similar size. Despite its focus on macro-level correlations and its openness to particular historical explanations, my naturalist account remains open 186
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to empirical challenge. Meeting this challenge would have required a systematic survey of the ways corporate groups and secondary rules vary with size across all known stateless societies. I believe that this challenge can be met successfully, but do not pretend to have addressed it methodically here.
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5 THE ORIGINS OF THE STATE



hierarchies and inequalities are not unique to state societies, but there is little doubt that the rise of the state introduced a radical change in the realm of human politics. For the first time in human history, political systems brought millions of individuals under one rule, creating unknown opportunities for collective action as well as exploitation. This chapter aims to explain this phenomenon from a viewpoint that may look unfamiliar to students of the state and of its origin. I am not seeking to legitimize the existence of the state, as contract theorists have traditionally done, by identifying the reasons that people would have to accept its rule. Nor am I looking for an explanation of specific transitions to statehood, as historians, anthropologists, and archaeologists do with great competence. Instead, as in the previous chapter, my goal is to explain how the recurrence and stability of certain institutional outcomes can be explained by the cognitive and motivational mechanisms underlying human cooperation. It is the recurrence and stability of certain types of outcomes that I seek to explain, not the emergence of specific outcomes, such as the construction of the state in China or in Mesoamerica. The underlying epistemological assumption is simple. Some explanatory factors might be essential to account for regularities at the population level, but these same factors might be only loosely relevant in accounting for particular cases. Factors such as the intensification of agricultural production, insecurity, or the presence of antagonistic social classes do play a central role in explaining specific trajectories. However, I contend that a theory of the emergence of the state in general must ultimately explain how the nature of human cooperation constrains the range of stable social arrangements. Even though this explanatory 188
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strategy departs in important ways from the ones usually favored by archaeologists, sociologists, and political scientists, my focus on the nature of sociality aims to supplement, not replace, other forms of explanation. This being said, the first problem with explaining the regularity of the state as an institutional outcome is that there is apparently no consensus on what it is to be a state. The most common definition today is still that proposed by Max Weber in his lecture of 1919, Politics as a Vocation, according to which the state is an entity that claims a monopoly on the legitimate use of violence (Weber 1965). Yet this definition has always raised several problems. The most important problem is that all states have always recognized the legitimacy of various forms of private violence (Tilly 2003), particularly premodern states, in which the daily enforcement of social norms remains mostly beyond the reach of state authorities. One way to counter this conceptual difficulty is to say that the state claims no monopoly on the legitimate use of violence, but rather a monopoly on the right to authorize the legitimate use of violence. From this viewpoint, the state claims to be the only institution that is “authorized to authorize” other groups or organizations to use violence. This is a cogent solution, but a note of caution is that this definition includes two different types of claims that could in principle be distinguished. The first is the claim “to be authorized to authorize the use of violence,” and the second is the claim “to have a monopoly on such authorization.” I will refer to institutional arrangements that are based on the first claim as realizing a “delegation of sanction.” In the previous chapter, I used the concept of “division of sanction” to refer to the relational mechanism through which specific individuals have the right to sanction a set of normative violations. The delegation of sanction goes further in that it entitles specific individuals to authorize others to sanction a set of normative violations. It is still a form of secondary rule – in H. L. A. Hart’s (1961) sense – in that its content concerns another rule and not a behavior. Just like the division of sanction and the creation of corporate groups, this relational mechanism depends on higher theory of mind and perspective-taking abilities that I think are unique to modern Homo sapiens (see Sections 3.6 and 4.7). Indeed, to understand how delegation works, one has to hold in mind two perspectives on sanctions.
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One has to know whether sanctions are (1) appropriate responses to violation of primary rules and (2) appropriate applications of delegated entitlements. Conflict between these two perspectives typically produces legitimacy problems, as when an appropriately delegated authorization to sanction is used to produce inappropriate sanctions or, the other way round, when someone carries out an appropriate sanction but is not entitled to do so. Young preschoolers typically fail to understand such conflicts, just as they fail to understand false beliefs and level-2 perspective taking. For instance, they can develop specific normative expectations about how police officers should behave. They can grasp that it is the officers’ duty to arrest thieves and burglars. Nevertheless, they have no idea as to how they come to have this duty. Imagine the following scenario: “Mr. X dresses like a policeman and behaves like a policeman, arresting thieves and burglars. The only problem is that he was never sworn in as a policeman, nor is he recognized as such by other police officers. Is Mr. X a policeman?” Adults quickly understand that Mr. X is not a policeman, but an impostor. In contrast, young children are puzzled by such atypical scenarios. The mechanism of the delegation of sanction is central to our understanding of the state. In nonstate societies, this mechanism is normally nonexistent, as the division of sanction is fixed by custom. I write “normally” because there are some exceptions. A father might have the customary obligation to sanction his children, but delegate this obligation to a slave or a client on a temporary basis. Similarly, a tribal council might have the right to delegate to a military leader the right to punish defective warriors under his command for the duration of a military campaign. I suggest that the emergence of the state follows from the expansion of this mechanism and the ensuing competition among organizations claiming a right to delegate sanction. As commonly understood, the concept of the state refers to the situation in which one organization successfully claims the monopoly on the legitimate delegation of sanction. As my objective in this chapter is to explain why the state must partly be understood as a product of human nature, I have to explain why the motivational and cognitive mechanisms underlying human cooperation make the delegation of sanction optimal in a number of settings. I have to explain why they give rulers the capacity to organize collective action among – and provide public goods to – an indefinitely growing number of individuals.
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This chapter begins with a quick review of the most influential theories about the origins of the state (5.1). Although none of them is really satisfying, the review is instrumental in identifying the circumstances in which the delegation of sanction is likely to occur, the way in which it is likely to occur, and the consequence it is likely to have on social organization. Most importantly for the rest of my discussion, it highlights the importance of the delegation of sanction in supporting collective action and the dangers of exploitation concomitant with the emergence of states (5.2). I argue that this dual nature of the state – the fact that it might favor both cooperation and exploitation – can be explained by the relationship of dependence and gratitude created by the delegation of sanction (5.3). Because of this peculiar relationship, subordinates are unlikely to punish their superiors, hence creating a context of impunity that rulers exploit – sometimes to their own advantage, sometimes to the advantage of the common good. On the one hand, the benefits of the delegation of sanction in terms of collective action can support a functionalist account of the transition to statehood (5.4). On the other hand, the difficulty of sanctioning rulers can explain why this transition is often partial and subject to reversal (5.5). The overall account thus provides support both to those who regard the state as a problem solver and to those who regard it as an exploitative device. Because the argument builds on the general impact of gratitude and dependence on the willingness to punish, it also explains why the state, although a social and historical construction, is also a predictable outcome of human nature. In the two last sections, I put forward a naturalist argument to link the democratization of the state with the emergence of practices facilitating the punishment of rulers (5.6) and to explain why democratization has been generally correlated with the expansion of state capacity (5.7). Although our limited passion for equality, presented in Chapter 1, is generally insufficient to disrupt the rule of despots, it explains the tendencies of dominated groups in despotic regimes to insulate themselves from exploitative rulers, as well as the relative strength of democratic polities. 5.1 THE ORIGINS OF THE STATE



Political theorists have questioned the origins of the state at least since the beginning of modernity. Philosophers in the social contract tradition, such as Hobbes, Locke, and Rousseau, have offered perhaps the most
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famous discussions of the question, but they were not the first to do so. Early in the 16th century, Machiavelli was already speculating about the origins of political societies: For since the inhabitants were sparse in the beginning of the world, they lived dispersed for a time like beasts; then, as generations multiplied, they gathered together, and to be able to defend themselves better, they began to look to whoever among them was more robust and of greater heart, and they made him a head, as it were, and obeyed him. (Machiavelli 1996: 11)



Machiavelli clearly linked the origin of the state to population growth – a point to which I return in section 5.4 – and anticipated social contract theory in that he related the existence of the state to its function: security. To be sure, it is not clear if modern social contract theorists following Hobbes seriously intended to explain the origins of the state or if they merely aimed at justifying its authority. Their accounts often give the impression of being naive because of this ambiguity. As noted in the previous chapter, the function of an institution is insufficient to explain its appearance. Robert Carneiro (1970) characterized social contract theories as “voluntarist” because they suggest that the state was more or less created voluntarily to produce some kind of benefits. Historically, there has certainly never been a point when a group consciously decided to create a state from scratch. To paraphrase philosopher Otto Neurath, reforming a society’s political institutions is like revamping a boat voyaging on the open seas. Existing expectations and values constrain the range of possible innovations, and people rarely have all-encompassing views of what they are doing. Moreover, if the state evolved from societies in which political hierarchies and economic inequalities were already pervasive, there is no reason to think that it was equally willed by everyone. Functionalist accounts cannot ignore the fact that institutions are sometimes more “functional” to some individuals or groups than to others. Several alternative theories about the origins of the state have been proposed during the 19th and 20th centuries, prompted by the professionalization of anthropology and archaeology. Empirical research on early civilizations has encouraged the construction of new frameworks about the social and ecological context that gave rise to the state. I briefly review the most informative and influential hypotheses. Exposing their limitations will help clarify why we need to supplement these 192
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traditional accounts with a naturalist view on human cooperation and normativity. 5.1.1 The Class Struggle Hypothesis In his Discourse on the Origin of Inequality, Rousseau linked the origin of the state primarily to the invention of private property: “The true founder of civil society was the first man who, having enclosed a piece of land, thought of saying, ‘This is mine,’ and came across people simple enough to believe him” (Rousseau 1999: 55). Rousseau argued that private property provoked a rise in inequality, envy, and, incidentally, insecurity. As did other social contract theorists, he contended that the function of the state is to maintain security, but in contrast to Hobbes or Locke, this security would primarily benefit the rich: Lacking valid reasons to justify himself and sufficient strength to defend himself; handily overpowering an individual but overpowered himself by bandits; alone against all and, owing to mutual jealousies, unable to form alliances with his peers against enemies banded together in the shared hope of plunder, the rich, goaded by necessity, eventually conceived of the shrewdest scheme ever to enter the human mind: to employ on his behalf the very forces of his attackers, to make his opponents his defenders, to inspire them with new slogans, and give them new institutions as favourable to him as natural rights was detrimental. (Rousseau 1999: 68)



Because of the central role it gives to inequality, conflict, and deception, the Discourse clearly anticipated Marxist ideas about the origins of the state. In his lengthy discussion of Morgan’s Ancient Societies, Engels (1972: 228) also presented the state as the functional outcome of class struggle: But here was a society which by all its economic conditions of life had been forced to split itself into freemen and slaves, into the exploiting rich and the exploited poor; a society which not only could never again reconcile these contradictions, but was compelled always to intensify them. Such a society could only exist either in the continuous open fight of these classes against one another or else under the rule of a third power, which, apparently standing above the warring classes, suppressed their open conflict and allowed the class struggle to be fought out at most in the economic field, in so-called legal form. The gentile constitution was 193
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Rousseau and Engels are certainly correct when they emphasized the importance of economic inequalities in the evolution of societies, but their account faces serious limitations. The first problem is that they do not really explain why people would accept so easily the rise of an exploitative state. Their explanation is basically ideological: the rich man gives the state an appearance of neutrality in order to bring the poor to obey. Yet this account faces the same problem as other ideological explanations. It does not shed a very favorable light on the rationality of the poor (Heath 2000). Why would they accept so easily an ideology that is so detrimental to them? A second problem is that private property – and especially of land – was not a common feature of early state societies. In fact, collective ownership of land by kinship groups was a central feature of premodern states in the Valley of Mexico, Highland Peru, Mesopotamia, China, and Africa (Trigger 2003: 320). Rousseau and Engels are certainly right to point toward the centrality of economic inequalities in early civilizations, but it is far from obvious that political hierarchies can be understood as a simple effect of these economic inequalities. The possibility cannot be excluded that political hierarchies came first and made it possible for economic inequalities to grow. A final point is that Rousseau’s and Engels’ accounts face the same limitation as any functionalist theory: they explain the benefits created by the state (specifically, the benefits for the ruling class), but not the process by which the state appeared. Through what process did people come to accept exploitation and servitude? 5.1.2 The Agricultural Hypothesis A second classic hypothesis emphasizes the role of economic production and agriculture in the origin of the state. The basic idea, presented most notably by archaeologist V. Gordon Childe (1951), is that the state can evolve only when it is possible to produce an agricultural surplus and relieve the ruling class from the burden of food production. It is true that all known states have arisen in an agricultural context in which the ruling class appropriated the agricultural surplus. However, if agriculture is a necessary condition of the transition to statehood, it is certainly not a sufficient one. It is not the case – not by far – that 194



The Origins of the State



all agricultural societies have given rise to a state. As Robert Carneiro (1970: 5) underscored, the invention of agriculture does not entail the creation of a food surplus and its seizure by a ruling class. In fact, many agriculturalist societies in Africa, Asia, and America maintained broad political and economic equality. In addition to agriculture, V. Gordon Childe (1930) linked the rise of the state to the invention of metallurgy. He contended that the production of metal farming implements favored the development of more productive agriculture and accelerated the centralization of power. Yet here again, the argument is not universally valid, because the state emerged in regions such as the Valley of Mexico and the Maya Lowland where all agricultural implements were made of wood and stone. Even in Egypt, it was not until the New Kingdom that metal farming implements became common (Trigger 2003: 280). Although the rise of early civilizations, broadly construed, did foster agricultural innovations, the transition to statehood did not depend directly on metallurgy, animal-drawn plows, and other specific agricultural advancements. 5.1.3 The Hydraulic Hypothesis German sinologist Karl Wittfogel proposed another influential theory of the origin of the state in his book, Oriental Despotism (1957). He claimed that the state originated from the need to organize irrigation in arid or semi-arid regions such as Egypt, Mesopotamia, the Indus Valley, and the Yellow River Valley. The people of these regions would have accepted the authority of a ruling class because of its ability to organize large-scale investment in irrigation works. The hydraulic hypothesis proposes an account that is similar to that proposed by social contract theorists: at some point, people simply realized that they needed the state and decided to invent it (Carneiro 1970: 5). Wittfogel’s hypothesis has lost most of its appeal following the accumulation of archaeological knowledge of early civilizations. In Egypt, the Pharaoh did not probably play a central role in organizing agricultural production, whereas in Mesopotamia and China, extensive irrigation postdated the origin of the state. A more nuanced thesis would say that the state can be instrumental in the production of some large-scale public goods, but that its existence does not entail specific investment in agricultural production. That being said, Wittfogel’s theory suffers from the limitations of functionalist explanations. Given that collective 195
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action problems pervade human societies, the fact that an institution might be functional is not sufficient to explain its emergence. 5.1.4 The Warfare Hypothesis The warfare hypothesis is designed to offer a counterweight to social contract theories, which present the state as an instrument of cooperation and neglect its violent and exploitative nature. Franz Oppenheimer (1926) is probably the most prominent author to have seen warfare as the principal mechanism behind the transition to statehood. From his viewpoint, the state originates in the subordination of the vanquished by the victors, who subsequently arrange their dominion to ensure the long-term economic exploitation of subordinate classes. Oppenheimer mostly had in mind the conquest of agrarian peoples by pastoralists or sea nomads. Yet the connection between warfare and the origin of the state is far from straightforward, although episodes of conquest pervade human history. First, the conquerors are often organized in states before they make the conquests, and thus conquest cannot explain the origin of the state (Lowie 1927). Second, warfare is ubiquitous in nonstate societies and does not typically lead to the permanent dominion of the vanquished by the victors (Chagnon 1968b; Clastres 1977). Military victories and defeats play a central role in the evolution of societies – and often foster major institutional rearrangements – but this role is not unique to state societies. 5.1.5 The Circumscription Hypothesis Robert Carneiro has probably offered the most ambitious answer in neoevolutionary theory to the question of the origin of the state. I presented in the previous chapter the close link between neoevolutionary theory and cultural ecology. Societies evolve in the context of environmental and cultural constraints to which they must adapt to survive. According to Carneiro (1970), the natural environment in which early states evolved was that of circumscribed agricultural land. The Valley of Mexico, mountain and coastal valleys in Peru, as well as the valleys of the Nile, the Tigris-Euphrates, and the Indus, were all surrounded by natural barriers (see Fig. 5.1). Sea, mountain, and desert delimited the land available for farmers to occupy and cultivate. By contrast, in regions such as the Amazon basin or eastern woodlands of North 196
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figure 5.1. Early civilizations in the Old and New Worlds. Map drawn by MariePierre Chouinard.



America, people could easily escape dominant neighbors by dispersing into the unbounded forest. In a circumscribed environment, flight is no longer an option. Thus, any growth in population transforms land into a scarce resource. A growth in population would have prompted the inhabitants of these circumscribed regions not only to increase the productivity of agriculture but also to attempt to take control of the land of their neighbors. Competition between growing political units would have created incentives for political centralization and favored the establishment of long-term domination through the subordination of the vanquished. Carneiro’s hypothesis integrates some elements of the agricultural hypothesis (increased productivity) and warfare hypothesis (domination of the vanquished) within a more comprehensive ecological framework. As with many of the approaches described earlier, it is implicitly based on a functionalist assumption that links political centralization with some kind of population growth. I come back to this assumption in Section 5.4 and explain in what sense it can be correct. For now, I just want to mention that the circumscription hypothesis falls short of accounting for several cases of the transition to statehood around the world. As Carneiro himself acknowledged, the Maya Lowlands in 197
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Mexico and the Yellow River Valley in China are not areas of circumscribed agricultural land. Yet he contended that these exceptions can be dealt with by supplementing the idea of environmental circumscription with that of social circumscription. This notion was introduced by Napoleon Chagnon (1968b) to account for a phenomenon observed ¨ Although the territory of in the Amazon basin among the Yanomamo. Yanomamo¨ is noncircumscribed, villages at the center of the territory are closer to one another and wage war more frequently. Villages at the center also tend to be larger and the influence of headmen greater than at the periphery. Just like environmental circumscription, social circumscription encourages competition among villages, frequent warfare, and the development of political hierarchies. Carneiro (1970: 17) speculated that this dynamic can also explain the rise of the state in noncircumscribed areas such as the Maya Lowlands and the Yellow River Valley. Nevertheless, the theory of circumscription still raises questions, in that not all early states have a high population density. This is the case of many African kingdoms, for instance among the Yoruba people (Trigger 2003: 399). The benefit of the circumscription hypothesis is that it offers a synthesis of various mechanisms underlying a plausible evolutionary scenario leading to the concentration of power (Flannery 1972). Circumscription encourages innovation, competition, and, ultimately, domination. Yet the mechanism of circumscription does not specifically explain the origins of the state. It is present in nonstate societies, such as the ¨ but also among states themselves. For instance, Norbert Yanomamo, Elias (1982) has described how a similar process of competition among small fiefs during the High Middle Ages led to the construction of the modern state in Europe. These fiefs were arguably already organized as states at the collapse of the Carolingian Empire. Thus, the circumscription mechanism does not explain what is specific to the transition to statehood. 5.1.6 The King’s Men Hypothesis Explaining what is specific to the origin of the state is the explicit goal of Alain Testart (2004), who has suggested a hypothesis that goes beyond economic and ecological explanations. It is focused on political factors, but not in the same way as the circumscription and warfare hypotheses. Although Oppenheimer (1926) and Carneiro (1970) paid much attention to conflict between groups, Testart is interested in what is going on 198
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within the group at the origin of the state. His focus is on relationships of dependence that can be created between prominent and less prominent members of a group. Such relationships exist within kinship structures – as when children or women depend on the head of the household or of the lineage – but they can exist also outside of kinship, as when prominent individuals are linked to clients, servants, serfs, and slaves. To put it briefly, Testart sees a strong correlation between the emergence of the state and the expansion of personal networks outside of kinship. Of all the relationships of dependence, slavery is arguably the most significant. It takes a person out of traditional kinship structures and places him or her under the authority of a master. Because they are entirely dependent, war and debt slaves often develop a total allegiance to their masters. Leach (2004: 160) described such a situation among the Kachin of Highland Burma: Nearly all slaves were owned by the chief or village headman. In most cases the status of slave amounted to that of permanent debtor. But, as we have seen, the role of debtor in Kachin society is not necessarily one of disadvantage. The slave might be in debt bondage to his master; but he also had claims on his master. His overall position resembled that of an adopted son or bastard (n-gyi) of the chief, or even more perhaps that of a poor son-in-law (dama) working to earn his bride. Thus by a kind of paradox the “slave” though reckoned to be the lowest social stratum stood nearer to the chief than the members of any other named class.



Jan Vansina (2004: 177) made a similar point regarding the central role of slaves in the kingdom of Bailunda in present-day Angola: Slaves, having no kin, were entirely dependent on their masters, a situation nineteenth-century (and earlier?) kings seem to have exploited when they began to choose most of their ocinduli 7/8 [specialized state officials, B. D.] among their slaves. Eventually this even reached the point in Bailundu that royal sons by a slave woman came to be preferred as successors to the throne.



Testart contended that the presence of loyal dependents is of the greatest use for those seeking to reach dominant positions within their group. Moreover, there seems to be a strong correlation between the practice of slavery and the development of the delegation of sanction. Slavery is ubiquitous in early states in which kings and princes keep close to them a group of dependents supporting their authority 199
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and political prominence. In contrast, slavery is absent from egalitarian societies of horticulturalists, pastoralists, and nomadic foragers. Testart’s hypothesis has the advantage of explaining how the state can appear politically “from within” instead of through external conquest. One could object that slavery is not a universal feature of state societies and that many modern states prohibit slavery. This is true, but it does not pose a serious problem to Testart’s theory. Slavery might be instrumental to the emergence of the state, but vanish with its consolidation. Formal bureaucratic structures, when they are institutionalized, can support the exercise of authority more efficiently than personal relationships of dependence. But this is not where the state begins. A more serious problem is that slavery is present in many inegalitarian nonstate societies in Eurasia, Africa, and America, and it is at the core of network strategies of complexification (see 4.8). Unfortunately, Testart did not explain under what circumstances the delegation of sanction might be introduced within personal networks and might lead to political dominion. I return to this question in the following section. For the moment, let me emphasize that Testart’s theory implies that the state appeared under the sign of personal dependence and wealth inequalities. The state was first despotic and could only subsequently democratize. As Testart (2004: 103) acknowledged, this is probably the most obvious limitation of his theory, which is probably more a theory of the origin of despotism than of the origin of the state. Yet was the state originally despotic? Usually evolutionary anthropologists take for granted that it was, but it is not clear how much the data support this hypothesis. The problem is made more acute by the fact that it is often difficult for archaeologists to reconstruct the beginnings of early states, let alone define exactly what is a state. In the previous chapter, I presented the distinction between corporate and network strategies. They correspond to two different ways to bring political hierarchies into a political system. Under network strategies, people become salient by developing relationships of personal dependence. Under corporate strategies, individuals gain salience by representing corporate groups. Whereas network strategies coincide with the development of personal power and economic inequalities, corporate strategies preserve some equality through impersonal power. Although there are no transitions to statehood for which a dominant corporate strategy could be documented, there are instances in which coercive authority has been delegated to a corporate group on a temporary basis. One instance is the delegation of authority during wartime. 200
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Many nonstate societies have been capable of adopting state-like military discipline to improve their cohesion. Another instance is found in Lowie (1927) who described, among the Indians of the Plains, the delegation to a corporate group of the authority to sanction individuals during bison hunting. The chosen corporate group was transformed into a temporary police force, whose task was to prevent individual initiatives that would endanger the success of the communal hunt. Most people would be hard-pressed to see in these transient delegations of authority the origin of the state. Indeed, we do not generally think of the authority of the state as temporary or task related. In Weber’s words, we think of it as a permanent monopoly on violence, not as a transitory right to use violence in one specific context (e.g., during wartime or bison hunting). Yet what would have prevented a nonstate society from first delegating a right to sanction within a specific domain and then gradually extending this right to other domains? In this case, the transition to statehood would have been gradual and would not have entailed the rise of personal power and economic inequalities. Such innovations are clearly within the reach of nonstate societies. 5.2 WHAT CAUSES THE TRANSITION TO STATEHOOD?



It appears clearly from this quick review that there is probably no single answer to the question of the origin of the state. All hypotheses either fail to account for some historical trajectories or are too broad to account specifically for the transition to statehood. This is not to say that they are uninformative. In fact, every hypothesis highlights one or several important factors underlying the transition to statehood. Table 5.1 summarizes those factors that seem to me to be most informative. Social science will probably never attain the level of precision of the natural sciences. In this context, proposing strict law-like generalization might not be the best way to move forward. A more modest objective for understanding the transition to statehood would be to look for what Jon Elster (2007: 36) and others call “mechanisms”; that is, “frequently occurring and easily recognizable causal patterns that are triggered under generally unknown conditions or with indeterminate consequences.” To recognize such mechanisms, we can first take a look at the factors enumerated in Table 5.1. What do they have in common? A first point to note is that they all imply some kind of transformation in the distribution of interests and opportunities among agents. In fact, they 201



Human Evolution and the Origins of Hierarchies table 5.1. Factors Promoting the Transition to Statehood The transition is facilitated by the presence of . . . A pressing need for security A need to invest in infrastructure Increased agricultural productivity



Production of an economic surplus Groups with conflicting interests and identities



Accumulation of means of coercion A competition for scarce resources such as land Environmental or social barriers preventing dispersal Individuals with numerous loyal dependents



Examples Social contract theories Circumscription hypothesis Hydraulic hypothesis Hydraulic hypothesis Agricultural hypothesis Circumscription hypothesis Agricultural hypothesis Warfare hypothesis Class struggle hypothesis Circumscription hypothesis King’s men hypothesis Warfare hypothesis Circumscription hypothesis Circumscription hypothesis Circumscription hypothesis King’s men hypothesis



do this in two ways. First, they refer to the appearance of new collective action problems, such as the pressing need for security or the need to invest in infrastructure. Second, they point toward circumstances favoring the establishment of the dominion of one group over another, whether through external conquest or through an internal transition to despotism. In sum, theories of the origins of the state point toward what I call the “dual nature of the state.” Put briefly, it is the classic idea that the state functions both as an instrument of exploitation and as a provider of public goods. Consequently, explaining the origin of a specific state consists in examining how people could have sought the benefits associated with the delegation of sanction or could have been incapable of opposing the exploitation that ensued from it. Debates on specific trajectories should thus be focused on the question of what relative weight to assign to “integrative” versus “conflictual” factors (Cohen and Service 1978). However, my goal in this book is not to explain specific transitions to statehood. It is to examine whether there is a link between the general nature of cooperation in humans and the creation of states. I am looking 202



The Origins of the State



for cognitive and motivational constraints that could shed light on the general circumstances under which humans will be unable to resist the delegation of an exploitative authority or will need to delegate authority to solve a collective action problem. Let us recall a basic fact. Countless nonstate societies have resisted the emergence of an exploitative authority and have overcome severe collective action problems without institutionalizing a delegation of sanction. We live in a world of states, but historically speaking, this situation is both recent and, in some way, exceptional. On the one hand, it is tempting to see in the appearance of the state an accidental and maybe tragic event in the course of human history. Yet, on the other hand, the state has independently arisen in a number of areas around the world, building in each case recognizable institutions. In Africa, Egypt, China, and Mesoamerica, the appearance of the state was concomitant with that of institutions in which sanction was delegated. Everywhere there was some form of centralization of military and political power. Everywhere a jurisdiction was created that aimed at the preservation of some coherence in the adjudication of social norms. If the transition to statehood was accidental, the space of possible transitions was not unconstrained. 5.3 GRATITUDE AND VOLUNTARY SERVITUDE



These considerations bring me back to the methodological ecumenism I have advocated previously. I reviewed earlier some of the factors and mechanisms that have been invoked to account for particular transitions to statehood. However, there are different levels of explanation in the social sciences. It is one thing to explain particular transitions and another to explain constraints on possible transitions. From my viewpoint, constraints on possible transitions are best understood in the context of the human mind or, more precisely, in the context of how social motivations and cognition bias the evolution of institutions. For instance, I argued in the previous chapter that the frequency and stability of political hierarchies and economic inequalities in nonstate societies were best explained by general features of our psychology. Can the same be said of the state and of its dual nature? Let me summarize our conclusions at that point. Humans enjoy cooperation and are prone to punish defectors, but their motivation to do so is limited. For punishment to remain efficient, its cost must be kept under control. However, doing so becomes difficult when the number 203
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of people interacting becomes too high. The rising cost of sanction in large groups is a major incentive for fission, but fission is not the only solution. The other way out is to forget about tracking every individual whom one might encounter on a daily basis and simply to focus on salient individuals to determine the trustworthiness of less salient ones (4.6). This can happen in two typical ways. The first is when an individual represents the reliability of his or her network, and the second is when the individual represents the reliability of his or her corporate group. Each strategy introduces political hierarchies into nonstate societies, but one is more favorable to equality than the other (4.8). The crucial question regarding the origin of the state is why there is a point at which these relational mechanisms of representation and division of sanction are supplemented by the delegation of sanction. I propose the following answer: the delegation of sanction is a frequent and stable institutional arrangement because it multiplies the number of dependents whom salient individuals can count on. Having more dependents, salient individuals have more opportunities not only to generate benefits for less salient ones but also to abuse or exacerbate collective action problems among them. We should remember that relationships of dependence are not unique to state societies. They are also central to nonstate societies in which the network strategy predominates. Clients depend on patrons, slaves on masters, wives on husbands, and children on fathers. However, nonstate societies can constrain the expansion of relationships of dependence by institutionalizing corporate groups and choosing their leaders on the basis of age or merit. In contrast, no state society is completely free of relationships of dependence. Indeed, the very act of delegating a right to sanction creates a relationship of dependence in which subordinates owe their status to a superior. There is no delegation without dependence. I noted in the previous chapter that relationships of dependence create disincentives for punishment in networks that do not exist in corporate groups. This is what we might call the La Bo´etie effect, in reference to the French moralist’s famous account of voluntary servitude: It is not the troops on horseback, it is not the companies afoot, it is not arms that defend the tyrant. This does not seem credible on first thought, but it is nevertheless true that there are only four or five who maintain the dictator, four or five who keep the country in bondage to him. Five or six have always had access to his ear, and have either gone to him of their own accord, or else have been summoned by him, to be 204



The Origins of the State accomplices in his cruelties, companions in his pleasures, panderers to his lusts, and sharers in his plunders. These six manage their chief so successfully that he comes to be held accountable not only for his own misdeeds but even for theirs. The six have six hundred who profit under them, and with the six hundred they do what they have accomplished with their tyrant. The six hundred maintain under them six thousand, whom they promote in rank, upon whom they confer the government of provinces or the direction of finances, in order that they may serve as instruments of avarice and cruelty, executing orders at the proper time and working such havoc all around that they could not last except under the shadow of the six hundred, nor be exempt from law and punishment except through their influence. (La Bo´etie 1975: 77–78)



La Bo´etie explained the stability of political hierarchies by linking the delegation of sanction to the creation of an emotion of gratitude toward the superior. This emotion can be contrasted with the one that ordinarily prevails between members of a corporate group and their leaders. Leaders are ordinarily selected because of their value, which is measured on the basis of traits such as courage, eloquence, age, or wisdom. This process of selection usually nourishes an attitude of awe toward leaders. In fact, awe is so important that its loss almost necessarily leads to deposition. In the literature on emotions, awe and gratitude are both categorized as “other-praising emotions,” but they differ in important ways (Haidt 2003). First, they are not elicited in the same circumstances. Gratitude is a response to a favor, whereas awe follows from a positive appraisal of someone else’s action or character. Second, they differ in their action tendencies. Awe motivates people to be close to the admired person and to emulate her remarkable actions. By contrast, gratitude motivates reciprocation to the benefactor of the favor received (Algoe and Haidt 2009). Consequently, awe and gratitude will interact quite differently with the motivation to sanction. The violation of a social norm by a respected person provokes a loss of reputation, which can be understood as a form of punishment. In contrast, the violation of a social norm by a benefactor gives to the indebted person the opportunity to repay a previous favor. This repayment can be done, for instance, by failing to punish the benefactor. In other words, gratitude encourages a form of impunity by inhibiting the motivation to punish. The fact is rooted in the nature of human sociality and is essential for understanding the impact of the division of sanction on social organization. 205
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In the previous chapter, I argued that social hierarchies can be functional because they make it possible to maintain trust in large networks. Now it should be clear why hierarchies are not always functional and why they often come with substantial inequality and domination, both in state and nonstate societies. Leaders and rulers often gain access to positions of power because they have numerous dependents, who are ready to give their benefactors a free ride. Even though relationships of dependence are of great value for those who seek to dominate, there are constraints on the number of such relationships that one can sustain. The most obvious one is probably the difficulty of accumulating the resources necessary to oblige others. Trigger (2003: 669) summarized the problem in connection with early civilizations: “Leaders need to possess wealth to reward their supporters and sustain subordinate officials. Unless those in command control sufficient material resources, a hierarchical system can not be created or maintained.” Another constraint comes from the fact that the emotion of gratitude is probably stronger in the context of face-to-face interaction with the benefactor. Because of these constraints, networks of dependents in nonstate societies are habitually of modest size. However, the possibility of delegating sanction transforms the situation significantly. Once integrated vertically, networks of dependence can grow exponentially. This is what La Bo´etie explained so powerfully. Each level of the hierarchy maintains the face-to-face interactions necessary for subordinates to experience gratitude toward their superiors. The state, so to speak, is an institution that emerges from this vertical integration of networks of dependence that ensures the impunity of the agents at the higher level of the hierarchy: the rulers. I say “the state” although, in fact, any vertically integrated organization functions in the same way: General Motors, or Greenpeace, or the Roman Catholic Church. In all these organizations, punishment of rulers is made costly by the fact that subordinates owe their status to their immediate superiors. As argued in the previous chapter, the presence of relationships of dependence creates both risks and opportunities. On the one hand, they generate a risk in that they make some individuals more difficult to punish. On the other hand, they make large-scale collective action possible in that they transform some salient individuals into indicators of the trustworthiness of their dependents. This is true in both state and nonstate societies. However, in state societies, the indirect control of rulers 206



The Origins of the State



over their subordinates’ dependents paves the way to an indefinite growth in their political power. In practice, the expansion of the state will be limited by various factors, such as the presence of competing entrepreneurs or constraints on the extraction of the resources that are needed to support the relationships of dependence at each level of the hierarchy. 5.4 GROUP SIZE AND THE FUNCTIONAL STATE



I have not yet considered the commonly accepted hypothesis according to which the rise of the state is principally caused by rising population. It is one of the core ideas underlying neoevolutionism, processual archaeology, and nearly every functionalist account of the origins of the state. It is also a fairly intuitive idea. Human rationality is bounded, and thus large-scale collective action implies the existence of institutions that facilitate information processing. I discussed in the previous chapter how the link between group size and political organizations in nonstate societies could be explained by our limited social memory and the rising costs of sanction in large groups. I now turn to the state to see whether we can make sense of the functional link between the delegation of sanction and group size. Before I begin, let me reiterate that functional explanations are not and will never be legitimate accounts of specific historical trajectories. The fact that an institution would be functional does not entail that it will come about. This being said, functional explanations can be valuable if they push us to identify the micro-level mechanisms that contribute to the stability of some institutional outcomes. Another clarification concerns demography. It is far from clear what is actually meant in various functionalist accounts by “demography,” “population,” or “group size.” I set this question aside in the previous chapter, but cannot escape it any longer. Neoevolutionary anthropology has alternatively linked demography or population to the size of local groups (bands, villages, and cities), to that of social and political corporate groups (clans, lineages, and tribes), or to population density in a certain area (Boserup 1965; Carneiro 2000; Fried 1967). Each of these approaches raises specific problems. For instance, population density can hardly be a sufficient criterion because it tells little about actual cooperative relationships between groups and individuals. The size of local groups is also not a perfect criterion because groups of modest size can be incorporated into larger political units. 207
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The size of corporate groups (clans, societies, lineages, tribes, and cities) is probably a better criterion because these groups are usually created with the idea of realizing a certain type of collective action. If trust is needed to realize these actions, the growth of corporate groups will closely depend on the institutionalization of norms that prevent the costs of sanction from rising. The sole limitation of this criterion is that the problem of trust does not pervade every type of collective action. The speakers of one natural language, say English, do share an interest in a public good (the language), but under normal circumstances the risks of defection remain pretty low. Native speakers have a personal interest in investing in the public good (e.g., by raising their children in English and by using the language in their daily lives). They can also think of themselves as a corporate group comprising hundreds of millions of speakers, but which is not properly hierarchically structured. The link between the size of corporate groups and political organization is probably stronger when the risks and the costs of defection are high. When that is the case, people will refuse cooperation unless they are convinced that they can afford the costs of sanctioning defectors. Military and diplomatic alliances, as well as economic and matrimonial exchanges, are probably domains in which the costs of defection are high. It is not accidental that traditional political organizations play a central role in securing alliances and exchanges. There can a functional link between the institutions of the state and group size when the delegation of sanction is instrumental in securing cooperation in very large groups where defection is tempting. I think this is the case. I noted earlier that relationships of dependence can be functional in that leaders generally indicate the trustworthiness of their dependents (4.9). The delegation of sanction and the hierarchical integration of networks potentially expand this principle to an indefinite number of agents. For instance, an army can grow indefinitely through the creation of new regiments. However, it is insufficient to argue that the state can be functional in supporting large-scale collective action. Neoevolutionists have traditionally argued that the state was the only functional way to secure cooperation among indefinitely large numbers of people. This view implies that, above a certain threshold, other mechanisms supporting large-scale cooperation become less efficient than the delegation of sanction. Is this the case? In principle, the creation of corporate groups can support cooperation in indefinitely large networks. Individuals can be regrouped in lower level corporate groups represented by a 208
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headman, and headmen can be subsequently incorporated into higher level groups with their own representatives. Iroquoian tribes were traditionally organized in such a way, with lower and higher level corporate groups (extended families, clans, villages, tribes, and tribal confederacy) integrated in a more or less hierarchical structure. This structure was efficient in supporting military and trade alliances of as many as 20,000 or 30,000 individuals (Trigger 1985). The same could be said of African segmentary lineages, in which maximal lineages can support large-scale collective action among thousands of individuals (EvansPritchard 1940). Traditional functionalist and systems-theoretic approaches have apparently ovelooked this potential of corporate groups. Yet, as soon as groups can represent groups, something that occurs commonly in nonstate societies, there is no reason why the corporate strategy could not expand and support cooperation among indefinitely large numbers of individuals. Yet the state is still a robust outcome. In groups with more than a few tens of thousands of individuals, the delegation of sanction and the vertical integration of networks become universal features of human societies. There are two possible explanations for this phenomenon: the first, the functionalist explanation, is that vertical integration is more efficient in providing certain public goods in very large groups. The second, which is more consistent with the conflict theory of the state, is that this integration is so powerful that, once in place, it creates new collective action problems that make it hard for subordinates to oppose exploitation. I think that both explanations are correct and help us understand the stability of the state as a political arrangement. Let us take a close look at the functionalist explanation. Why would the corporate strategy be less efficient when new levels of representation are added? Traditional functionalist and systems-theoretic approaches – because of their focus on information and their neglect of social motivation – propose no answer to this question (Clarke 1968; Flannery 1972; Johnson 1978). For instance, Flannery (1972: 411) argued that “one of the main trends in the evolution of bands into tribes, chiefdoms, and states must be a gradual increase in capacity for information processing, storage, and analysis.” This argument might be correct, but the vertical integration of corporate groups should be sufficient to process information among an infinite number of people. Processing information in large groups simply implies that headmen function as “brokers” – linking previously unconnected groups (Tilly 2007) – and not as “rulers.” Yet 209
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the delegation of sanction creates rulers. In what sense can they be said to be functional? The problem can be solved by linking information processing to social motivations. In nonstate societies, tribes and villages sometimes comprise up to a few thousand individuals who are regrouped into subgroups represented by chiefs or headmen. Individuals cannot track each other, but they can track the reputation of chiefs and headmen, who in turn have strong incentives for disciplining and maintaining the honor of the group that they represent. When an additional level of representation is added – through the creation, for instance, of a tribal confederacy or a supra-village council – higher level headmen now have to speak on behalf of individuals whom they can trust only through the intermediary of lower level leaders. In sum, individuals become responsible for maintaining the honor of a corporate group whose members are unfamiliar to them. My supposition is that higher level corporate groups are relatively inefficient in preventing the costs of sanction from rising. They have only weak control over their base and are not that efficient in ensuring punishment of defective lower level groups. This is arguably the case in African lineages in which higher levels of the lineage include more people but exert only weak control over the bottom of the hierarchy (Testart 2005: 112). In this context, lower level groups might succeed in insulating themselves from punishment from above. This is not to say that higher level corporate groups are useless, but they should be expected to be involved more in transient interactions with low ambiguity (e.g., temporary commercial or military alliances), rather than in everyday social control. I contend that vertically integrated networks do not face a similar problem. The higher levels of the hierarchy can reorient more easily the behavior of lower levels because of the delegation of sanction and of the relationships of dependence and gratitude that exist between the different levels. In very large populations, vertical integration thus has a critical advantage over corporate strategies in securing social interactions. Typically, the transition to statehood implies the appearance within the hierarchy of individuals specifically in charge of monitoring and sanctioning normative violations: members of armed forces, police forces, and courts. State agents are not only allowed to sanction; their very place in the hierarchy depends on their ability to satisfy the expectations of a superior.
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This ability of the state to secure social interactions and provide public goods is at the center of social contract theories, as well as almost all functionalist accounts. Without the state, how could large cities be turned into safe places? How could long-distance trade between such cities be established, and how could this trade be protected from conquest and pillage? To be sure, saying that the state is likely to be a functional outcome does not entail that it was consciously designed to be so. Nor does it entail that its emergence is necessary in all possible worlds. It only explains why it could become a stable social outcome under the right circumstances; that is, under circumstances in which individuals expect costly public goods such as military protection and infrastructure to be provided. Once again, its functionality does not rest on its capacity to process information, but on the immense power that rulers extract from the uninterrupted chain of relationships of dependence and gratitude below them. Yet saying that the state can be functional does not deny that it can also be turned into an exploitative device. The dialectic between cooperation and exploitation is similar to the one described in connection with personal networks in nonstate societies (4.8 and 4.9). Salient individuals facilitate collective action, but they are difficult to punish. The same can be said of state authorities. They can secure social interactions and provide public goods, but can also be very costly to punish because of the allegiance of subordinates to their superiors. 5.5 PARTIAL TRANSITION AND REVERSALS



One of the most common sources of dissatisfaction with neoevolutionism in social anthropology is its conception of evolution as unilinear (Carneiro 2002). Critics correctly emphasize that there is not a single way to move from bands to states or from egalitarian to state societies. Yet unilinearity can take different meanings depending on one’s focus. When one considers the big picture, it seems that the world of egalitarian foragers 10,000 years ago has been entirely replaced by a world of states. This is not to say that there have been no reversals. World history offers countless examples of centralized polities that collapsed and opened a space for the resurgence of tribal systems. Failed states today offer instances of such a process. The question of the origins of the state conflates various levels of explanation, and many authors fail to note that the same explanatory
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factors will not be similarly relevant depending on the level of explanation on which one focuses. An explanation of the general tendency toward statelike organization over the last 6,000 years will not focus on the same factors as an explanation of the emergence, decline, and vanishing of the city-state of Ur in Mesopotamia. Agriculture is not a sufficient explanation to account for individual transitions to statehood, but the correlation between the domestication of plants and the emergence of statelike organizations is still sufficiently important to have a certain explanatory value. My own explanatory focus on human cognition and motivation helps explain general constraints on the evolution of societies, but says nothing about the direction of evolution. In this chapter and the previous one, I proposed to shift the discussion on the evolution of hierarchies from a focus on types of societies to a focus on relational mechanisms that alter the connections between individuals and groups. I argued that nonstate societies use the division of sanction and the creation of corporate groups to deal with the rising costs of sanction in large groups, whereas state societies use the delegation of sanction within vertically integrated hierarchies to the same end. It might thus appear from this argument that the transition to statehood is rather unambiguous and that it is clearly associated with the institutionalization of one particular relational mechanism. The idea that there is a radical distinction between state and nonstate societies is certainly not novel. For instance, Pierre Clastres (1977: 169) argued, The extraordinary diversity of types of social organization, the profusion, in time and space, of dissimilar societies, do not, however, prevent the possibility of discovering an order within the discontinuous, the possibility of a reduction of that infinite multiplicity of differences. A massive reduction, seeing that history affords us in fact only two types of society utterly irreducible to one another, two macroclasses, each one of which encompasses societies that have something basic in common, notwithstanding their differences. On the one hand, there are primitive societies, or societies without a State; on the other hand, there are societies with a State.



The emergence of a delegational hierarchy claiming a right to enforce social norms is certainly a qualitative shift in the evolution of a society. However, that should not detract us from the fact that constructing such
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hierarchy is itself a partial and often imperfect process. Relationships of dependence must be supported by important resources. Hence, emerging states do not easily expand and replace the institutions of nonstate societies. Those who neglect this reality might lose sight of the fact that many early states – and also failed states – have more in common with nonstate societies than with modern states. A first mistake would be to think that it is in the nature of the state to exert a direct control over the interactions among its subjects. A central feature of most premodern states is their weak control over communal justice and its enforcement. Rulers exert strict control over the military, fortifications, palaces, markets, and trade routes, but leave a large space for their subjects to enact their own justice. In brief, they are more likely to employ vigils to prevent troops in arms from plundering marketplaces than to hire criminal police to investigate cases of rape and adultery. To have justice done, subjects of the premodern state have to rely on traditional forms of collective sanction (e.g., lynching, vendettas) or reparation (e.g., wergild). As the efficiency of those mechanisms often depends on the presence of loyal friends, relatives, and dependents, the transition to the premodern state does not entail the dismissal of traditional networks and corporate groups. Moreover, some premodern states are not interested in interfering in the daily lives of their subjects, preferring to focus on a purely exploitative strategy. For instance, protecting subjected peasant communities against plunder can be seen as a kind of public service, but above all as a way to secure the collection of taxes, corv´ees, and tributes. The ultimate goal remains the expansion of the state hierarchy through the redistribution of extracted resources. The case of the Aztec king, described by Trigger (2003: 392), is typical of many others: “The Aztec king’s control over the distribution of tribute greatly enhanced his power amongst his subjects. They looked to him for material rewards and social advancement. He used his wealth to support and expand state institutions, feed a large palace staff, and reward and win the support of officials and warriors.” Obviously such an exploitative strategy is compatible with the persistence at the lower level of largely autonomous communities, using forms of governance typical of nonstate societies. In many ways, the premodern state is not an organization that replaces traditional political arrangements, but one that finds its place above traditional arrangements. In fact, as I argue later (see Section 5.7), peasant communities around the world responded to the transition to statehood by
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insulating themselves from the world of nobles, thereby preserving a form of equality and normative autonomy. Another mistake would be to see the delegation of sanction as an almighty mechanism that local rulers or communities can hardly resist. In fact, delegation of sanction takes many forms, many of which give rulers only modest room for maneuvering. The political evolution of Europe during the Middle Ages provides good evidence of this feature. During its period of consolidation, the Carolingian Empire was divided into counties, and central decisions were enforced by comes (or counts) and missi dominici (envoys of the lord) who were directly appointed by the Frankish king or emperor and could be deposed at will. Under the reign of Charlemagne, comes were often chosen from among local magnates, but the emperor made sure to recover their lands at their death. Charlemagne thought that his control over comes was as strong as their economic and military dependence on him. He was correct. However, by the end of the ninth century, the title of comes had became hereditary and the political centralization of the empire a vague memory. Feudalism preserved the subordination of nobles to kings across Western Europe – with vassals formally obliged to offer military support and protection to their monarch – but nobles could now de facto expand their wealth and the number of their dependents by waging war one against another. The construction of the modern state during the Late Middle Ages mainly consisted in opposing this trend by depriving nobles of their economic base, attracting them to royal courts, and reintegrating them into a centralized administrative and military hierarchy (Elias 1982: 161–225). Africa has never known the economic and political system of feudalism – at least if feudalism implies a system of land ownership in which peasants are tied to the soil and to a particular lord (Mair 1962: 157; Testart 2005: 116–117) – but many traditional African kingdoms clearly illustrate how vertical integration is consistent with weak control from the center over lower levels of the hierarchy. The key concept to refer to this phenomenon is probably that of the “segmentary state.” Aidan Southall, applying the concept to Alur kingdoms in Central Africa, defined a segmentary state as one in which the “spheres of ritual suzerainty and political sovereignty do not coincide” (Southall 1999: 31). More precisely, the segmentary state is one in which the ritual centrality and superiority of the king are recognized and accepted, but his political authority does not extend beyond a central region. Outside of this central region, subordinate chiefs reproduce the central structure 214
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of governance by creating their own courts, armies, and dependents. The king of a segmentary state is not a Weberian sovereign, but he can, thanks to his moral authority, play a central role in the balance of power: The Alur had the right of self-defence, and short-term fighting between neighbouring groups was legitimate. But continued fighting brought down the wrath of the king as an affront to his stool. The king’s only means of enforcement was to call upon other loyal local groups to join with him in plundering the recalcitrant groups. Such reprisals were greatly feared, for the king would establish himself in the disobedient group and eat up their substance of grain and livestock. This plunder mechanism is one of the most elemental and effective forms of political coercion. (Southall 1999: 33)



The relationship of dependence between the suzerain and his most powerful vassals was ordinarily weak, but could play a crucial role in the overall dynamic of the system. Just as for feudalism in medieval Europe, understanding the segmentary state in Africa implies a comprehension of the economic and symbolic foundations of the relationship between the kings and their vassals. Providing this understanding is obviously beyond my competence and, fortunately, beyond the objective of this book. Yet segmentary states and feudalism illustrate that, although the delegation of sanction is a powerful mechanism, political centralization is constrained by numerous forces. States appear but they also collapse. In the same way, the insulation of peasant communities from ruling classes and the persistence of traditional networks and corporate groups remind us that premodern state societies do not entirely replace the institutions of nonstate societies and that the continuity between the two cannot be neglected. 5.6 DEMOCRATIZING COLD MONSTERS



Humans got rid of dominance hierarchies during their evolution, but hierarchies definitely come back in human history with the transition to statehood. The argument presented earlier does not entail a form of evolutionary determinism, according to which the rise of the state was the unavoidable outcome of world history. Instead it recognizes the variety of transitions to statehood and the frequency of evolutionary reversals. It explains why, given the nature of the human mind, we should expect the delegation of sanction and the vertical integration 215
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of networks of dependence and gratitude to recur in societies where hundreds of thousands and even millions of individuals engage in highrisk collective action. In this section, I want to return to some central features of human cooperation and explain how they color the quest for equality and democracy in state societies. I start from the idea that there are different kinds of states, and some are more favorable to equality than others. To be sure, by its very nature the state is incompatible with the kind of equality enjoyed by generations of foragers, pastoralists, and simple horticulturalists. As an institution, the state itself implies dependence among individuals at different levels of the hierarchy. Inequality of wealth and access to resources is not necessary to the state, but inequality in sanction certainly is. I will argue that democracy implies the institutionalization of mechanisms counterbalancing this inequality in sanctioning authority. I do not want to get into the normative debate about whether what we call democracy is really democracy. Some authors, such as Robert Dahl (1998), have argued that no regime has ever really satisfied the ideal of democracy and that, for this reason, democracy is condemned to remain something like an ideal. This might be the case, but I want to focus on the concept of democracy as it has been used in the comparative study of regimes, from Aristotle to Montesquieu. From this viewpoint, democracy can be contrasted with aristocracy and monarchy, and it refers to a regime in which the many play a central role in decision making. I noted earlier that the rise of the state introduced a novel problem in human politics. I called it the La Bo´etie effect: the delegation of sanction entails the vertical integration of networks of dependence and thus makes rulers costly to punish. As humans’ motivation to sanction is rather limited, the main political problem of state societies is to find a way to sanction rulers. To put my point perhaps too simply, I argue that despotism is a regime in which punishing the state is costly, whereas democracy is one in which it is cheap. This is not to say that despotic regimes never get sanctioned, but when they are it is usually in a more irregular and violent fashion. Let us return to an argument proposed earlier (1.2.4). Third parties are frequently willing to punish unfair behaviors, but their motivation to do so is somewhat limited. In contrast, punishment by second parties is frequently motivated by a more visceral emotion, commonly known as
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righteous anger. In opposition to some commonly held views (see Elster 1998), I argued that righteous anger is not simply triggered when one is directly insulted or victimized, but rather when one is unexpectedly insulted or victimized (van Winden 2007). Violations of social norms do not make us angry if we are used to them. If I expect to be treated unfairly, but I am actually treated less unfairly than I expected, my overall emotional reaction might turn out to be positive. In a despotic regime, the dangers of sanctioning rulers for being unfair are high. The risk of repression is real. For this reason, the sanctioning of despots mostly occurs when subjects are motivated by the visceral emotion of righteous anger. This emotion, in turn, is only triggered when despots behave more unfairly than expected. Students of political regimes have long observed this phenomenon, but without explaining the underlying psychological mechanism. For instance, La Bo´etie (1975: 60) argued that custom is one central mechanism underlying voluntary servitude: It is true that in the beginning men submit under constraint and by force; but those who come after them obey without regret and perform willingly what their predecessors had done because they had to. This is why men born under the yoke and then nourished and reared in slavery are content, without further effort, to live in their native circumstance, unaware of any other state or right, and considering as quite natural the condition into which they are born. . . . [T]he powerful influence of custom is in no respect more compelling than in this, namely, habituation to subjection.



The general idea is clear, although the claim that slaves are content with their condition is probably an overstatement. According to the viewpoint that I am presenting, even if slaves were fully conscious that slavery is not a legitimate institutional arrangement, the fact that they are habituated to this form of domination might deprive them of any powerful motivation to rebel. The urge to rebel is not triggered by a judgment about the unfairness of the situation, but by an unexpectedly unfair action from the despot. Criticism of slavery as an unfair institution might justify punishment post hoc, but punishment is not simply motivated by the judgment that “slavery is unfair.” There are countless examples of the importance of the violation of expectations in the decision to sanction despotic regimes. The structural causes of the French Revolution certainly included rising economic
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tension and the inability of the monarchy to adapt the regime to structural changes in French society. Nevertheless, it was the king’s dismissal of finance minister Jacques Necker on July 12, 1789, that really triggered the rage of the French populace. The people regarded Necker as a savior. The king simply pushed his luck too far by dismissing him unexpectedly. I could also give an example from a contemporary despotic regime: Burma. Since 1962, the country has been ruled by a repressive military regime that, despite its catastrophic economic performance, has been rarely overtly contested. In 1988, massive protests shook the foundation of the regime and brought some promises of democratization, but a new military junta took power, rapidly returning to a policy of repression and isolation. What is interesting is that, for about 20 years, between 1988 and 2007, the regime pursued this exploitative approach without facing any significant opposition in the population. Following La Bo´etie, the lack of overt contestation can be explained by two factors. First, sanctioning the regime was risky, given its total control over the means of coercion. Second, people’s motivation to sanction was limited by the fact that they were accustomed to some level of exploitation. Yet the preference for servitude can be reversed by the emotion of righteous anger. The deterioration of the Burmese economy in 2007 strongly increased the feeling of exasperation in the population. When, on August 15, 2007, the regime unexpectedly decided to raise the price of fuel by 100%, that exasperation suddenly turned into rage. For several weeks, the regime had to face its most significant protests in 20 years. Here again, many protesters explained their participation in demonstrations by the despotic nature of the regime. Strictly speaking, however, the protest movement had not been triggered by despotism per se, but by unexpectedly despotic action. Machiavelli is another author who understood particularly well how human social motivations condition the political dynamics of various types of regimes. In his councels to The Prince, he explained with the greatest clarity how to preserve a despotic regime while avoiding popular sanction: The wise prince is careful, . . . , to avoid everything that makes him hatred and despised, and any prince who avoids that does what is needed, and in the other kinds of bad repute encounters no danger. It makes him hatred above all . . . , to be rapacious and to seize upon the property and the women of his subjects; from this he refrains. So long as the 218



The Origins of the State great majority of men are not deprived of either property or honor, they are satisfied; thus the prince finds nothing to contend with except the ambition of the few, which in many ways and easily can be controlled. (Machiavelli 1965: 67–68)



There is no need for the prince to be fair, but only to refrain from the kind of unfairness that would trigger in his subjects this visceral emotion that Machiavelli called “hatred,” but which I prefer to call “righteous anger.” As long as this emotion is not triggered, the prince can secure his power only by curbing the ambition of a few; that is, a group that will insulate the prince from ordinary low-cost punishment. Of all political thinkers Machiavelli is probably the one who proposed the understanding of democracy that is most closely linked with the features of moral psychology in which I have been interested in this book. Like La Bo´etie, he understood that despots could deploy exploitative strategies because people had only a limited motivation to oppose unfairness and could get used to it rapidly. Yet the corollary of this rule, according to Machiavelli, is that a true republic is possible only where the costs of sanctioning elites’ unfair and exploitative behavior do not go beyond ordinary people’s bounded moral motivations. In other words, a true republic is one in which the relationships of dependence that necessarily come with the rise of the state are not exploited by rulers with impunity. In his Discorsi, Machiavelli (1996: 26) argued that “an orderer of a republic should order that every citizen in it can accuse without any fear or without any respect.” He was acutely aware of the fact that relationships of dependence generate gratitude and fear, two emotions that might inhibit citizens’ motivations to sanction and loosen the ruler’s control over powerful citizens. Yet how is it possible to control the costs of sanctioning those at the top of the hierarchy? The answer, unsurprisingly, lies in the presence of institutions that limit access to these functions. In modern democracies, public opinion, secret ballots, and competitive elections make it possible to punish political elites at low costs. However, the modern democratic solution is only one instance of a general kind of mechanism that can also be found in premodern egalitarian polities. Later in the Discorsi, Machiavelli (1996: 276) proposed an idea that can help us in our inquiry into this mechanism: “a republic without reputed citizens cannot stand, nor can it be governed well in any mode. On the other side, the reputation of citizens is the cause of the tyranny of republics.” In sum, reputation is necessary but dangerous. This is 219
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close to what I said earlier about salient individuals. Because of their reputation, salient individuals can indicate the trustworthiness of less salient ones. Thus, they can contribute to the public good by facilitating large-scale collective action. Yet salient individuals can also put liberty in danger, depending on the way they acquired their reputation. Machiavelli distinguished two ways – public and private – in which salient individuals can acquire a reputation: The public modes are when one individual by counseling well, by working better in the common benefit, acquires reputation. One ought to open to citizens the way to this honor and to put up rewards both for counsel and for works so that they have to be honored and satisfied with them. If these reputations, gained by these ways, are clear and simple, they will never be dangerous; but when they are gained by private ways . . . , they are very dangerous and altogether hurtful. The private ways are doing benefit to this and to that other private individual – by lending him money, marrying his daughter for him, defending him from the magistrates, and doing for him similar private favors that make men partisans to oneself and give spirit to whoever is so favored to be able to corrupt the public and to breach the laws. (Machiavelli 1996: 276–277)



The distinction between public and private credit brings us back to the one proposed earlier between awe and gratitude, as well as to the distinction between corporate and network strategies in nonstate societies. Private credit results from liberality; it generates the emotion of gratitude and inhibits the motivation to sanction. In contrast, public credit obtains when remarkable actions trigger in the audience the emotions of awe and respect. The cases of Cosimo de’ Medici and Julius Ceasar illustrate how disproportionate private credit can lead to the ruin of a republic. On the other hand, the Roman republic exemplifies how a state can avoid despotism for centuries by limiting access to positions of authority to people of great public credit. As long as rulers can be deposed on the basis of popular judgment, a republic can flourish. Indeed, any disgraceful behavior on their part would destroy their reputation and, in turn, put an end to their control over the state apparatus. Broadly construed, democratic and undemocratic regimes differ from one another by the presence of people of great public credit. Machiavelli (1965: 622) summarized this principle in the following way: “For excellent men come in larger numbers from republics than from kingdoms, since republics usually honor wisdom and bravery; kingdoms 220
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fear them. Hence the first cultivate wise and brave men; the second destroy them.” This judgment can be expanded to nonstate societies in connection with the distinction between corporate and network strategies. Leaders of corporate groups are usually owed respect, whereas leaders of networks benefit from gratitude. Thus, in both state and nonstate societies, the preservation of equality among people depends on the existence of institutions favoring the accumulation of public credit. Here again, this rule is anchored in the nature of gratitude and its impact on social control. 5.7 BUILDING MODERN DEMOCRACY



The delegation of sanction enables an indefinite increase in the capacity for collective action. In practice, however, capacity building faces several constraints. This explains why most premodern states remained relatively weak and short-lived. There is no question that the modern state, as it appeared in Europe between the 13th and the 19th century and expanded around the world, developed capacities that are several orders of magnitude higher than in its premodern counterparts. I do not want to give an overview of this process, which so many authors have discussed with more precision and competence than I could do. Nevertheless, I would like to examine briefly in this last section how the modern state succeeded in overcoming traditional constraints faced by its premodern counterparts and then propose a link between these constraints and the cognitive and motivational mechanisms underlying human cooperation. I mentioned earlier that the expansion of the state was constrained by the presence of competing entrepreneurs and by the state’s capacity to extract resources from the population. Regarding the first point, many authors – most famously Norbert Elias (1982) – have examined how the dynamic of competition among ambitious aristocratic entrepreneurs during the Late Middle Ages and the Renaissance led to the consolidation of kingdoms such as France and England. Regarding the second point, Charles Tilly (1990) explored how this process of consolidation has been accompanied by a steady accumulation by European states of capital and means of coercion. In his later theoretical works, Charles Tilly (2004, 2005, 2007) expanded his research on state-building into a general inquiry into the relational mechanisms favorable to the development of democracy. I cannot compete here with the richness of Tilly’s historical account, but 221
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I think that we can get a deeper understanding of the mechanisms that he discussed by explaining how they relate to general features of the human mind. Tilly (2007: 74–79) has focused on three general relational mechanisms: 1. Integration of trust networks into public politics: Trust networks refer to interpersonal connections among individuals that promote risk-sharing practices and long-term investment in public goods. Trading networks, kinship groups, craft guilds, religious sects, peasant communities, and secret societies illustrate what Tilly has in mind. Integration of trust networks into public politics occurs when people are willing to commit themselves to goals and enterprises promoted by the state. 2. Insulation of public politics from categorical inequalities: Categorical inequalities refer to any distinction between sets of people considered as having unequal access to resources, opportunities, recognition, etc. Common inequalities may concern gender, race, caste, ethnicity, nationality, religion, or social class. The process of insulation of public politics from categorical inequalities implies that inequalities do not translate into differential rights, obligations, or privileges. 3. Elimination or neutralization of autonomous power centers: Autonomous power centers operate outside the control of the state and have the capacity to extract resources and allocate rewards on their own. The existence of such centers poses a severe obstacle to democratization, especially when they exert control over coercive mechanisms. Warlords, guerrillas, militias, criminal organizations, and military or police forces unsubordinated to the authority of the state are all instances of autonomous power centers. Tilly has been mainly interested in state societies, but it is possible to apply his concepts to nonstate societies. For instance, in egalitarian nonstate societies, trust networks form autonomous power centers (corporate groups) and are insulated from categorical inequalities (except for gender inequalities, obviously). To paraphrase Morton Fried’s (1967) definition of egalitarian societies, such societies offer as many positions of prestige as there are people of value to fill them. Inequalities in prestige are present, but they are subject to fluctuation depending on everyone’s behavior. The use of network strategies and the rise of economic inequality transform this situation. Categorical inequalities 222
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enter trust networks along with relationships of dependence between patrons and clients or masters and slaves. Slaves and clients are precisely the kind of people whom patrons and masters can trust because they are indebted to them and expected to express gratitude. In inegalitarian nonstate societies, trust networks are no more insulated from categorical inequalities, but remain autonomous centers of power. The transition to statehood, through the elimination or neutralization of autonomous centers of power (Tilly’s third mechanism), further alters the portrait. However, this process can have different consequences for trust networks. In most historical cases, the transition to statehood apparently came with social stratification; that is, with the construction of a vertical hierarchy in which different levels were separated by categorical inequalities. Yet the fact that public politics was not insulated from categorical inequalities does not mean that inequality pervades all trust networks. In fact, in most premodern states, just as in many failed states today, peasant communities, craft guilds, and many other lower level corporate groups remained more or less egalitarian and autonomous. When they could not insulate public politics from categorical inequalities, egalitarian trust networks often chose to insulate themselves from public politics. They might not have considered this as the best possible institutional arrangement, but probably as a locally optimal way to maximize equality and cooperation. I think that the psychological mechanisms underlying human cooperation strongly color the nature of interaction between state authorities and insulated trust networks. As we saw earlier (1.2.4), the presence of inequalities tends to make people uncooperative and insensitive to sanction. It is thus not surprising if insulated trust networks are resistant to state demands on resources, whether in the form of tribute, tax, conscripts, or corv´ees. In a context of categorical inequality, we should expect trust networks to consider demands from the state as unfair. This should not be explained simply by the state’s capacity to impose unequal arrangements but also by a self-serving bias found in insulated trust networks. Yet this does not mean that subjects will punish the state for being unfair. It goes without saying that the state’s coercive power is ordinarily sufficient to enable it to pursue its exploitative strategies without risk. Yet this is not the sole reason why subjects will not punish the state. Insulated trust networks can get habituated to a certain level of unfair exploitation and lack the actual motivation to engage in risky punitive behavior. Consequently, premodern states often presented a modus vivendi, in which insulated trust networks attempt to avoid as 223
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far as possible interactions with state authorities, at the same time as they get used to a certain level of exploitation that far-sighted rulers will avoid exceeding. Imprudent rulers, in contrast, will exploit their subjects in an unexpectedly harsh way and rapidly face revolts and rebellions. The uncooperative nature of insulated trust networks is probably the main reason for the weakness of the premodern state. It poses severe constraints on the state’s capacity to impose taxation and to draw soldiers and workers. It is thus not accidental that, in modern democratic states, the rise in state capacity is accompanied by the integration of trust networks and the insulation of public politics from categorical inequalities. Building state power is about extracting more manpower, food, and money. However, autonomous peasant communities and craft guilds cannot become less averse to taxation, conscription, or state justice unless they are ensured some social mobility and protection for their property. Rulers are then caught in a dilemma. In the European case, aristocrats needed more resources to survive in the competition for centralization, but they could not extract these resources efficiently unless they accepted some insulation of public politics from categorical inequalities. In other words, having more resources implied integrating commoners into public politics and thus undermining the power of the aristocracy. In the case of the most powerful kingdoms, such as France or England, the integration of the aristocracy within the state administration was concomitant with the rise of the bourgeoisie and led to political innovations such as the rule of law and parliamentarianism, which would become the cornerstones of modern liberal democracy. It is thus tempting to link the frequency of weak states as a social outcome to two universal features of human nature that I explored at the beginning of this book. The first is our tendency to frame privileges in a self-interested manner and our unwillingness to renounce them. The second is our tendency to adopt an uncooperative attitude toward persons who benefit from unwarranted privilege or status. Constructing a powerful modern state usually implies getting out of the social dilemma created by these two opposing tendencies by insulating public politics from categorical inequalities and by integrating trust networks into the state. As these processes facilitate democratization, modern states will tend to be both strong and democratic (see Fig. 5.2). Yet this is far from a universal rule. We can find in Tilly one major type of exception. When the main resources on which a state can build its capacity are manpower and agricultural surplus, as was the case in 224
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figure 5.2. The functional mechanism supporting the transition to statehood and democratization.



early modern Europe, state authorities must often negotiate some sort of long-term agreement with local populations (Tilly 2004: 65). This is not yet democracy, but it is the sort of dialectical relation on which mutual obligations and trust can appear. In contrast, if rulers enjoy exclusive access to high-valued and easily transferable goods, they may be able to increase state capacity without engaging in negotiation with their subjects. Today, states with large oil reserves such as Russia, Venezuela, and the Persian Gulf monarchies illustrate this phenomenon. There will thus be significant correlation between strong states and democratic states, but this will not be a universal rule. CONCLUSION



In many ways, the transition from the premodern to the modern state is as significant as the transition to statehood itself. In premodern states, the insulation of trust networks from public politics allowed for the preservation of many institutions typical of nonstate societies. As my general focus in this book has been on sanction, I conclude by noting that the transition to modern states was accompanied by the waning of many ritualized practices of collective sanctioning. I argued in Section 5.4 that the transition to statehood could be explained at least partially by the kinds of benefits produced by the state, despite traditional criticisms of functionalist explanations in the social sciences. In the premodern world, the benefits produced by the state often took the form of a protection of peasant communities, 225
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cities, and trade routes from invasion and plundering. The inequality of this arrangement and its strong categorical distinctions generally made subjected communities reluctant to see more extensive involvement of the state in their daily life and, more particularly, in communal justice. Consequently, traditional forms of communal justice and collective punishment, such as vendettas, blood feuds, stoning, or lynching, usually persisted long after the transition to statehood. In modern states, the insulation of public politics from categorical inequalities opens the way for ordinary citizens to enter the state apparatus. The absence of strong categorical distinctions between state officials and citizens potentially lessens people’s traditional reluctance for the involvement of the state in communal justice. People can consider the delegation of an exclusive right to sanction to police officers and judges only under the implicit assumption that such officials will not frame sensitive situations in a foreign or unexpected way. As categorical inequality necessarily highlights the fact that state officials might frame normative violations in a self-serving or culturally biased way, it is always an obstacle to the establishment of modern democracy and the rule of law.
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since the early 1990s, the modern state has received considerable attention from political theorists and social scientists. In a context in which discourses on globalization were gaining influence, highlighting the fact that the state was socially constructed, that it was in some way the outcome of recent historical developments in the Western world, became a fashionable project in academic circles (Biersteker and Weber 1996; Held 1989, 1995; Walker 1993). Yet simply saying that an institution is socially constructed does not say much about why it exists or about its future prospects. Every institution is socially constructed, in the sense that it depends on the presence of shared expectations about what has to be done. As I understand it, the naturalist’s contribution to the social sciences is neither to deny that institutions are created through somehow contingent historical processes nor to minimize the astounding diversity of present and past social arrangements, but to explain why regularities still exist in human affairs. Institutions are anchored in expectations, which in turn are always defined contextually, and this suffices to explain why human cultural productions are always unique. This being said, the relevance of human nature for the study of human societies and cultures cannot be denied. I do not intend to offer here a plea in favor of abandoning the “blank slate” view of the human mind, because others have done so with much more eloquence than I could offer (Pinker 2002). I simply want to stress how much social scientists would lose in explanatory power and scientific relevance if they were not to take advantage of the spectacular expansion of the science of the mind and behavior. To be sure, naturalist accounts face important pitfalls. Naturalists often get enthusiastic about one or a few psychological traits and give 227
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them a too prominent role in the explanation of culture and social behavior. In such cases, proponents of more traditional approaches are often tempted to reject the whole naturalist agenda as a dangerous form of reductionism. Such infelicitous encounters might be inevitable. Yet it should be remembered that naturalism does not aim at replacing traditional social sciences as, say, the theory of relativity replaced Newtonian physics. More often than not, naturalism provides new methodologies and variables to supplement traditional accounts, not to supplant them. The process of integrating naturalist approaches into mainstream social science might be facilitated if scholars of a naturalist bent would define as precisely as possible the scope and limitations of their explanations. For this reason, I tried to make it as clear as possible in this book that my argument aims not at explaining specific cases but rather regularities that exist in the political organization of human societies in general. More precisely, my objective was to show that the evolution of society was constrained by universal cognitive mechanisms. In other words, it was to show that, in the realm of socio-political organization, not every arrangement is equally possible. Such explanations admittedly have much more relevance for the elucidation of general evolutionary patterns than for that of specific historical trajectories. In recent years students of human behavior have emphasized the peculiarity of human dispositions for cooperation. They have argued that, because of our specific dispositions for norm following and sanctioning, we are able to sustain cooperation between an indefinite number of unrelated people (Boyd and Richerson 2005; Gintis 2003; Heath 2008). These authors are correct in one important sense: if there were no disposition to follow and sanction social norms, no large-scale societies would ever have evolved. At the same time, they leave an important part of the problem unexplained. Why didn’t cooperation between an indefinitely large number of people appear earlier in human evolution? Why did it necessitate this very peculiar form of institution-building that neoevolutionary anthropologists associate with socio-political “complexity”? The answer proposed in this book appeals to features of the human mind that have not yet received much attention in the literature on cooperation and social norms. The dispositions for norm following and sanctioning do not in themselves pave the way for large-scale societies. One reason is that our limited ability and motivation to track others’ behavior make punishment largely inefficient in large groups. The possibility of extending cooperation to an indefinitely large number of people thus 228
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depends on the presence of institutions that maintain the efficiency of sanction. These institutions are as diverse as one can imagine, but they implicate universally recognizable relational mechanisms such as the formation of corporate groups and the division and delegation of sanction. It is these mechanisms that explain the functional connection, long emphasized by neoevolutionists, between socio-political organization and group size. If my interpretation of human cognitive evolution is correct, hierarchies appeared late in human evolution, because the creation of these mechanisms is more cognitively demanding than simply following and sanctioning social norms. They imply a capacity for highlevel perspective taking and theory of mind, which I think evolved with modern Homo sapiens. In some important way, this book is an attempt to reconcile functionalist accounts of the origins of complexity with what we know of human rationality and decision making. However, this kind of functionalism has well-known limitations, which must be emphasized to prevent misunderstandings. First, my functionalism explains neither how institutions come about nor what they mean in particular contexts; it simply explains why societies need the right institutions to grow above a certain size. Second, my functionalist account does not imply that hierarchies are globally optimal nor that all their effects are functional. Historically, functionalism has repeatedly and rightfully been criticized for downplaying the conflictual nature of social life and the exploitative facets of hierarchical social arrangements. In Chapters 4 and 5, I tried to do justice to this view and to explain the persistence of injustice and exploitation within both states and nonstate societies. In contrast to other approaches, which emphasize the manipulative nature of leaders and rulers, I related the persistence of exploitative arrangements to the context of impunity created by the relationships of dependence and gratitude on which many (otherwise functional) hierarchies are based. In the case of the state, the functionalism that I advocate is thus significantly different from the one invoked by neoevolutionists or, much earlier, by philosophers of the social contract. To be sure, I share with them the general idea that understanding the nature of the state requires an inquiry into what was once called the “state of nature.” Yet neoevolutionists and social contract theorists have largely overlooked the reason why the state is functional. It is one thing to point to the kind of benefits that it provides and another to explain why it can provide those benefits in the first place. Once again, the explanation is to be found in the nature of relationships of dependence and gratitude that link 229
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subordinates to superiors within the state apparatus. This relationship gives rulers the freedom both to provide public goods and to pursue exploitative strategies on an unprecedented scale. It thus transforms the state simultaneously into the most efficient and the most dangerous tool under human control.
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