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Correspondence Hybrid Simulated Annealing and Its Application to Optimization of Hidden Markov Models for Visual Speech Recognition Jong-Seok Lee and Cheol Hoon Park, Senior Member, IEEE Abstract—We propose a novel stochastic optimization algorithm, hybrid simulated annealing (SA), to train hidden Markov models (HMMs) for visual speech recognition. In our algorithm, SA is combined with a local optimization operator that substitutes a better solution for the current one to improve the convergence speed and the quality of solutions. We mathematically prove that the sequence of the objective values converges in probability to the global optimum in the algorithm. The algorithm is applied to train HMMs that are used as visual speech recognizers. While the popular training method of HMMs, the expectation–maximization algorithm, achieves only local optima in the parameter space, the proposed method can perform global optimization of the parameters of HMMs and thereby obtain solutions yielding improved recognition performance. The superiority of the proposed algorithm to the conventional ones is demonstrated via isolated word recognition experiments. Index Terms—Global optimization, hidden Markov model (HMM), hybrid simulated annealing (HSA), visual speech recognition.



I. I NTRODUCTION Visual speech recognition (or lipreading) is to recognize speech by observing the movement of the speaker’s lips. Although speech recognition using the visual signal shows rather lower recognition performance than acoustic speech recognition in low-noise environments, the visual signal is not affected by acoustic noise that is inevitable in real-world applications and can thus be a powerful information source that compensates for the performance degradation of acoustic speech recognition in noisy conditions [1]. The hidden Markov model (HMM) is the dominant paradigm for the recognizer in visual speech recognition, as in acoustic speech recognition [2]. Before the HMMs are used for recognition, their parameters must sufficiently be trained with training data. The expectation–maximization (EM) algorithm is popularly used to train the parameters according to the maximum-likelihood (ML) objective [3]. Although the EM algorithm has successfully been used for training HMMs, its limitation is that it only achieves local optimal solutions and may not provide the global optimum. There have been efforts for global optimization of HMMs for speech recognition. Genetic algorithms, which are inspired by natural evolution and perform stochastic optimization, have been used for global optimization of HMMs [4]. A population of solutions for an HMM evolves by random operators such as crossover and mutation, Manuscript received April 27, 2007; revised February 3, 2008; accepted April 2, 2008. Date of publication January 8, 2010; date of current version July 16, 2010. This work was supported in part by Grant R01-2003-00010829-0 from the Basic Research Program of the Korea Science and Engineering Foundation and by the Brain Korea 21 Project from the School of Information Technology, KAIST. This paper was recommended by Associate Editor S. Hu. J.-S. Lee was with the School of Electrical Engineering and Computer Science, KAIST, Daejeon 305-701, Korea. He is now with the Institute of Electrical Engineering, Ecole Polytechnique Fédérale de Lausanne (EPFL), 1015 Lausanne, Switzerland (e-mail: [email protected]). C. H. Park is with the School of Electrical Engineering and Computer Science, KAIST, Daejeon 305-701, Korea (e-mail: [email protected]). Digital Object Identifier 10.1109/TSMCB.2009.2036753



and the solutions compete with each other to be selected by the “survival of the fittest” rule based on their likelihood values. The crossover operator leads to regional optimization of HMMs, whereas the mutation operator helps the algorithm to jump out from regional optimization. In [5], an attempt of using simulated annealing (SA) for training HMMs was made. SA is a stochastic optimization algorithm, which exploits an analogy between the cooling process of a metal into the minimum-energy crystalline structure and the search for the global minimum in a general system [6]. Gaussian random numbers are generated and added to the parameters of the HMMs to perturb their values at each iteration. The perturbation is accepted with a nonzero probability even when the new solution is worse than the current one, which enables the algorithm to perform global search of HMM parameters. As the so-called temperature is gradually decreased by the annealing process, the system gets “frozen” and converges to a final state. In [7], another annealing-based approach, called deterministic annealing (DA), has been presented by adopting fundamental principles in statistical physics and information theory. The formulation of DA introduces randomness in the classification rate by HMMs and minimizes the misclassification rate of the HMMs with controlling the level of randomness by annealing. Although these methods have been shown to enhance recognition performance in comparison to the EM method, they have the following limitations. First, their optimization procedures have been designed heuristically, and thus, we cannot guarantee convergence of the algorithms theoretically; the methods of performing the mutation and crossover operations for the GA-based method and the annealing schedules for the SA and DA methods were determined manually without consideration of the theoretical convergence properties of the algorithms. Second, they were developed only for the discrete HMM, while the continuous HMM is much more popular for automatic speech recognition. Optimizing continuous HMMs is more challenging than optimizing discrete HMMs because of largely increased numbers of parameters to be trained in continuous HMMs. In this paper, we propose a global optimization method of HMMs, hybrid SA (HSA), which is supported by mathematical convergence theorems and applicable to training of continuous HMMs, and show its application to visual speech recognition. The proposed method basically adopts the SA algorithm. SA performs global optimization via iterative generation, evaluation, and selection of solutions with a controlled annealing schedule. Starting from an initial solution, we randomly generate a new solution from the current one by using a generating function and evaluate it at each iteration. The amount of the displacement of the new solution is determined by the temperature; a high temperature allows the solution to move by a large distance. The temperature also determines the acceptance probability of the new solution so that, when the temperature is high, the transition from the current solution to the new one of a worse objective value can occur with a relatively high probability. The temperature is gradually decreased by the annealing schedule. The major advantage of SA is an ability to escape from local optima. Because the transition to a solution having a worse objective value than the current one can occur with a nonzero probability, the algorithm has a possibility to reach the global optimum even when local optima exist. Although SA is a good candidate to overcome the limitation of EM, optimizing HMMs’ parameters by SA is not easy because the problem dimension is relatively high and the degree of epistasis between
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parameters is high. To obtain good solutions and reduce convergence time for global optimization of the HMM parameters, we propose the HSA algorithm in which SA is fused with a local optimization technique. The proposed algorithm combines the exploration capability of the underlying stochastic search by SA and the exploitation capability of the local search by the EM estimation so that the algorithm performs global optimization with improved accuracy and convergence speed. We show that the proposed method overcomes the aforementioned shortcomings of the conventional algorithms for global optimization of HMMs. First, we mathematically prove the global convergence of the proposed algorithm. The presented convergence theorems state that both the objective value sequence and the best objective value sequence converge to the global optimum in probability. The convergence analysis of the proposed method provides a suitable, problemindependent combinational choice of the optimization steps such as the probability density function for generating solutions, the annealing schedule, and the selection scheme. This overcomes the conventional methods’ limitation that their optimization procedures were designed heuristically, and thus, they may be problem-dependent and contain additional algorithm parameters to be determined manually. Moreover, the proposed method can be utilized for other parameter optimization problems without modification because we prove its convergence property for a general problem.1 Second, while the conventional methods only dealt with optimization of discrete HMMs, we show that the proposed method can successfully be applied to optimization of continuous HMMs for visual speech recognition to produce HMMs showing improved recognition performance compared to the conventional EM algorithm. We also analyze the effect of global optimization of HMMs by the proposed method by inspecting the alignment of visual speech on the HMM states and the confusion matrices. In the following section, we will explain the proposed HSA algorithm for a general problem and mathematically prove its convergence property. Section III describes the visual speech recognition system. In Section IV, we present experimental results for isolated word recognition tasks. Finally, we conclude this paper in Section V. II. H YBRID SA This section describes the proposed HSA algorithm for solving a general optimization problem and its mathematical convergence property. A specific implementation of the algorithm for optimizing HMMs for visual speech recognition is explained in Section III.
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Step 2: Generation. Generate a new solution yt from the current one xt by yt = xt + Δxt , where t is the iteration index. The amount of change of the solution vector, Δxt , is a random vector that follows the Cauchy probability distribution function (also called the generating function) given by g(Δxt , Tt ) =



an Tt



(2)



(Δxt 2 + Tt2 )(n+1)/2



where Tt is the temperature at iteration t and an is the normalizing constant. The method of generating a random vector following the Cauchy distribution can be found in [10]. Step 3: Local optimization. Mutate yt further to produce zt by using a local optimizer φ: zt = φ(yt ). It must be guaranteed that the solution always gets better by the local optimization, i.e., C(yt ) ≥ C(zt ).



(3)



Gradient-based optimization methods, greedy search methods, and, as in our method for visual speech recognition, the EM algorithm are examples of φ. Step 4: Evaluation. Calculate the objective value of zt , C(zt ). Step 5: Selection. Select the solution of the next iteration, xt+1 , from the current and the new solutions by the Metropolis method [11]: The acceptance probability of zt is obtained by pa (xt , zt , Tt ) = min [1, exp {(C(xt ) − C(zt )) /Tt }] .



A uniform random number between zero and one, α, is generated, and if α ≤ pa (xt , zt , Tt ), zt is selected; otherwise, xt is selected. Thus, zt , which is better than xt , is always accepted; if zt is worse than xt , it is accepted probabilistically. Because a worse solution than the current one has a chance to be selected, the algorithm can escape from local optima. The temperature Tt controls the acceptance probability so that a high temperature enables a worse solution than the current one to be chosen with a relatively high probability and, as Tt becomes small, the probability of accepting a worse solution than the current one becomes small so that we obtain a converged solution at the final stage of the algorithm. Step 6: Annealing. Decrease the temperature by the reciprocal cooling schedule given by Tt = T0 /t



A. Algorithm Consider that we are to solve the following general optimization problem: Minimize



C(x),



x∈Ψ



(5)



where T0 is the initial temperature. Step 7: Termination. If the termination conditions are satisfied, stop. Otherwise, go to Step 2.



(1)



n



where Ψ is the entire feasible space in R and C is the real-valued objective function (or cost function) whose global minimum is C ∗ . Basically, our HSA algorithm utilizes the fast SA (FSA) algorithm in which the Cauchy probability distribution is used for generating new solutions and the reciprocal schedule for annealing [9]. FSA is practically effective in real-world applications compared to the classical SA whose inverse-logarithmic annealing schedule is too slow for practical use. The procedure of the algorithm for solving (1) is written as follows: Step 1: Initialization. Generate an initial solution x0 ∈ Ψ. Set the temperature to its initial value. 1 Recently,



(4)



the proposed algorithm has successfully been applied for parameter optimization of neural networks [8].



B. Convergence Proof The convergence of the HSA algorithm presented in the previous section can be proved in a similar way to the argument in [12]. In this section, we state and prove two theorems. The first theorem shows that the objective value sequence of the HSA algorithm converges to the global optimum in probability. The second theorem analyzes the convergence of the best objective value sequence. Theorem 1: For  > 0 and ξ > 0, let Ψ = {x ∈ Ψ|C(x) < C ∗ + }







Ω,ξ,t = x ∈ Ψ|C ∗ +  ≤ C(x) < C ∗ +  + 1/t







 ξ



(6) (7)



Ω,ξ,t = x ∈ Ψ|C ∗ +  ≤ C (φ(x)) < C ∗ +  + 1/tξ and







C(x) ≥ C ∗ +  + 1/tξ .



(8)
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Assume that ζ(Ψ ) > 0 for every  > 0, where ζ(·) is the Lebesgue measure on Rn , and there exist constants ξ > 0 and R > 0 such that ζ(Ω,ξ,t ) + ζ(Ω,ξ,t ) ≤ R/tξ for all t ≥ t0 . If we impose a lower bound on the random displacement of each dimension of the solution vector at t, σt , which is small enough and monotonically decreases with respect to t, then, for any initial solution x0 ∈ Ψ, the objective value sequence {C(xt ), t ≥ 0} of HSA converges in probability to the global minimum C ∗ . Proof: See Appendix I.  The combination of the generating function in (2) and the annealing schedule in (5) is crucial for obtaining the aforementioned convergence property of HSA. If the heaviness of the tails of a generating function and the cooling speed of the temperature by an annealing schedule is not well balanced, we cannot obtain such a property; for example, if we use the reciprocal annealing schedule (5) together with the Gaussian distribution (having shorter tails than the Cauchy distribution) for the generating function, the aforesaid theorem is not valid. In the existing annealing-based algorithms, unlike our method, choosing the generating function and the annealing schedule is based on heuristics, and thus, no convergence proof for them was made. The SA method in [5] used the Gaussian distribution for the generating function and the cooling schedule that is initially linear and then exponential, which is determined experimentally. In the DA method in [7], an exponential annealing schedule given by Tt = T0 η t was adopted, where a suitable value of the constant η should be determined manually. In Theorem 1, it is required that every component of the displacement of a new solution (Δxt ) is greater than or equal to the lower bound σt at each iteration. Thus, generation of Δxt with (2) should be repeated until this lower bound condition is satisfied. Next, we consider the convergence of the sequence of the best objective value in the algorithm. This is the case when the best objective value up to the current iteration and the corresponding solution are stored in an auxiliary memory. Theorem 2: For  > 0, let Ψ = {x ∈ Ψ|C(x) < C ∗ + } Ψ = {x ∈ Ψ|C (φ(x)) < C ∗ +  and C(x) ≥ C ∗ + } .



(9) (10)



Assume that ζ(Ψ ) > 0 and ζ(Ψ ) > 0 for every  > 0, where ζ(·) is the Lebesgue measure on Rn . Then, for any initial solution x0 ∈ Ψ, the best objective value sequence {min0≤j≤t C(xj ), t ≥ 0} of HSA converges in probability to the global minimum C ∗ . Proof: See Appendix II.  When we are concerned only with the convergence of the best objective value sequence, we do not need the lower bound σt imposed on the displacement of the solution in the generation step. III. V ISUAL S PEECH R ECOGNITION Visual speech recognition is performed by the following procedure. When a person speaks, a camera records the movement of the lips. Then, salient and compact visual features are extracted from the recorded image sequence. Finally, the recognizer (a set of HMMs) performs recognition with the extracted features and determines what the speaker said. In the following sections, we explain the databases for the experiments in Section IV, the method of extracting visual speech features, and the HMMs for recognition. A. Databases We use two databases of isolated words: the digit database (DIGIT) and the city name database (CITY)2 [13]. The former contains the 2 We



are planning to make the databases public for academic purposes.



Fig. 1.



Procedure of extracting visual features.



digits from zero to nine (including two versions of zero) in Korean and the latter the names of 16 famous Korean cities. These databases contain more significant amounts of data for speaker-independent recognition experiments than many of previously reported databases [14]–[16]. Two existing audiovisual speech databases that are thought to be significant, namely, IBM AV-ViaVoice [17] and AV-TIMIT [18], are not publicly available. In the DIGIT and the CITY databases, pronunciations of 56 speakers (37 males and 19 females) are contained. Each person pronounced each word three times. A digital video camera focused on the face regions around the speakers’ lips and captured the lips’ movements at the rate of 30 Hz. The recognition experiments are performed in a speakerindependent manner. To increase the reliability of the experiments, we use the jackknife test method. We divide the data of 56 speakers into four parts so that each part contains the data of 14 speakers. Then, we train the recognizer with the data of three parts (42 speakers) and run the recognition test with the data of the remaining one part (14 speakers). We repeat this procedure four times with different combinations so that the whole database is used for the test. B. Feature Extraction For good visual speech recognition performance, we must obtain appropriate visual speech features from the recorded image sequence. The features must contain crucial information that can discriminate between the utterance classes and, at the same time, is common across speakers having different colors of skins and lips and invariant to environmental changes such as illuminations. There are two major approaches for extracting visual speech features from images: the contour-based approach and the pixel-based approach [1]. The former concentrates on identifying the lip contours; after the lip contours are tracked in the image sequences, the features are defined by geometric measures such as the height or the width of the mouth [19] or the parameters of a model describing the contours [20]. In the latter approach, the image containing the mouth region is used after image transformations [21]. It is known that the contourbased approach has disadvantages such as degradation of the recognition accuracy due to errors in tracking the lip contours and loss of important information describing the characteristics of the oral cavity and the protrusion of lips [22]. Thus, our visual speech recognition system adopts the pixel-based approach. Fig. 1 shows the overall procedure of extracting features in our system. We carefully design the method of extracting the lip area and define an effective representation of the visual features derived from the extracted images of the mouth region [13]. First, we remove the brightness variation across the left and right parts of the images. Then,
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distribution B = {bi }N i=1 . We use the continuous HMM, which is the most popular type of HMM for speech recognition, where the observation probability distribution is given by the Gaussian mixture model (GMM): bi (o) =



M 



cim N (o; μim , Σim )



(13)



m=1



Fig. 2.



Four principal modes of variations in the lip region images.



the pixel values of the images are normalized so that the pixel values of all incoming images have a similar distribution characteristic, which reduces different illumination conditions during different recording sessions and skin color difference across speakers. Next, the two mouth corners are detected by the bilevel thresholding method, and the lip regions are cropped based on the found corners. In the following mean subtraction, the mean value over an utterance is subtracted for each pixel point to remove unwanted constant variations across utterances. Finally, we apply principal component analysis (PCA) to find the main linear modes of variations in the images and reduce the feature dimension. If we let h be a column vector for the pixel values of ¯ the mean of h for all training a mean-subtracted lip region image and h images, then the static feature vector f after PCA is given by ¯ f = U T (h − h)



(11)



where the columns of the matrix U are the eigenvector for a few largest eigenvalues of the covariance matrix of the training images. We found that the coefficients for the first 12 principal components of the pixel values are adequate to perform recognition. In Fig. 2, we show the mean lip region image and the four most significant principal modes of intensity variations by ±2 standard deviations for the training data of the DIGIT database. We can see that each mode explains distinct variations occurring in the lip region images. The first mode mainly accounts for the mouth opening. In the second mode, the protrusion of the lower lip and the visibility of the teeth are shown. The third mode represents the protrusion of the upper lip and the changes of the shadow under the lower lip. The fourth mode largely describes the visibility of the teeth according to the mouth opening. We also use the delta features defined by the temporal derivatives of the static features obtained from PCA [2]:







Δfk =



τ  i=−τ







ifk+i



τ 







2



i



(12)



i=−τ



where fk is the static feature vector at the kth image frame and τ denotes the frame interval for the delta features. We use τ = 2, which was found to be an appropriate choice for good recognition performance. Thus, in total, a 24-dimensional feature vector is extracted for each frame. C. Recognition With HMMs An N -state HMM λ = (Π, A, B) is characterized by the initial state probability distribution Π = {πi }N i=1 , the state transition probability distribution A = {aij }N , and the observation probability i,j=1



where M is the number of Gaussian functions in a state, o is an observation vector, cim is the mixture coefficient for the mth mixture in state i, and N (·; μim , Σim ) is a Gaussian density function with mean vector μim and covariance matrix Σim . In speech recognition, diagonal covariance matrices are usually used for reducing the numbers of free parameters. During the training phase, the features of each speech class are used for training the parameters of the corresponding HMM. The most popular training criterion is the ML. The objective of the ML estimation is to maximize the sum of the log-likelihood values for all training data: L(λ) =







log P (O|λ)



all O =







all O



log



 all q



πq1 bq1 (o1 )



K 



aqk−1 qk bqk (ok )



(14)



k=2



where O = [o1 , o2 , . . . , oK ] is a training observation sequence (i.e., ok = [fkT , ΔfkT ]T ) and q = [q1 , q2 , . . . , qK ] is a hidden state sequence for O. The forward–backward algorithm is used to calculate L(λ) [2]. Conventionally, the solution of this criterion is obtained by the well-known EM method [3]. As we repeatedly apply the reestimation formulas of the method, the likelihood monotonically increases until a local optimum is achieved. In this paper, we use the HSA algorithm developed in Section II for global optimization of (14). The collection of the parameters of an HMM, i.e., {πi }, {aij }, {cim }, {μim }, and {Σim }, forms the n-dimensional solution vector in HSA. Because the ML objective is the maximization while the problem that we stated in (1) is the minimization, we attach a minus sign to the ML objective, i.e., C(λ) = −L(λ).



(15)



We start the optimization process by HSA with a randomly generated initial solution. A new solution is produced by the steps of generation and local optimization. When the random displacement of the solution vector (Δxt ) is generated according to the Cauchy generating function (2), its lower bound (σt ) is determined by (23) and can be set to a very small value by using a very small σ0 , e.g., σ0 = 10−10 , so that generation of a new solution at each iteration is not repeated many times and does not take much time. After the generation step, the new values for πi , aij , and cim are renormalized so that the row sums of the probability matrices are equal to one. We use a few iterations of the EM reestimation for the local optimization, which satisfies the condition (3) by the characteristic of the EM algorithm. Next, we calculate the objective value of the newly generated solution by (15) and choose a solution for the next iteration between the current and new solutions according to (4). Then, the temperature is decreased by (5). The aforementioned steps are repeated until the maximum iteration number is reached. During the recognition phase, a feature sequence whose class is unknown is inputted to the trained HMMs of all classes, and the HMM showing the maximum probability of the data is selected as the winning class.
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IV. E XPERIMENTAL R ESULTS Visual speech recognition results by applying the proposed method are reported in this section. Before showing the results, we demonstrate the global optimization capability of HSA via an experiment of optimizing an HMM with the data generated from an artificial HMM. A. Experiment on Synthetic Data We make a left-to-right HMM having three states and a Gaussian function in each state. The initial state probability is set to Π = (1, 0, 0), and the transition probability is set to



 A=



0.5 0 0



0.5 0 0.9 0.1 0 1



 .



The centers and the variances of the univariate Gaussian functions in the states are μ = (0, 1, −1) and Σ = (1, 0.5, 2), respectively. We randomly generate 100 observations of 20 frames from the HMM. The task is to train an HMM by EM or HSA with the generated data and identify the parameters of the original HMM. When we initialize the HMM in the EM method, the training data are linearly segmented onto the HMM states, and then, the segmental k-means algorithm is iteratively applied [2]. For HSA, the initial temperature is set to one, and the maximum number of iterations is set to 1000 for the termination condition. Moreover, one iteration of the EM algorithm is used for local optimization in HSA. The parameters obtained by EM are



 Aˆ =



0.91 0 0



0.09 0 0.01 0.99 0 1







Fig. 3. Comparison of the objective values of the HMMs trained by EM and HSA for the DIGIT database.



Fig. 4. Comparison of the objective values of the HMMs trained by EM and HSA for the CITY database.



ˆ = (0.81, 0.24, 2.06), which are quite μ ˆ = (0.73, 1.18, −0.98), and Σ different from the original model. On the other hand, HSA produced



 Aˆ =



0.52 0 0



0.48 0 0.89 0.11 0 1







ˆ = (0.92, 0.47, 2.06), which are μ ˆ = (−0.13, 1.00, −0.97), and Σ nearly the same to those of the original model. The sum of the loglikelihood values of the data from the original HMM was −3115, and those from the HMMs trained by EM and HSA were −3227 and −3111, respectively, which indicates that HSA succeeded in finding the global optimum while EM did not. B. Visual Speech Recognition Experiment 1) Setup: We use the whole-word HMM, which is a standard approach in small vocabulary speech recognition systems. The number of states in each HMM is set to be proportional to the number of visemic units of the corresponding word. We use a GMM having three Gaussian functions in each state, which is the best configuration in our experiments. Again, the HMMs are initialized by linear segmentation, followed by iterative application of the segmental k-means algorithm when EM is used for their training. When we use HSA for training HMMs, we set T0 to ten, and the maximum iteration number of 10000 is used for the termination condition. Then, the final temperature becomes 10−3 , which is sufficiently small. As the local optimization operator, we use five iterations of EM. Using less EM iterations leads to slow convergence of HSA, while using more iterations causes longer running time because the computational complexity of the EM iterations is dominant in HSA.



Fig. 5. Comparison of the alignments of the visual speech, “7” (/chil/), onto the states (S1 , S2 , and S3 ) of the HMMs trained by EM and HSA.



2) Comparison of Performance: Figs. 3 and 4 compare the final values of the objective function in (15) for the training data of each class from the HMMs trained by EM and HSA for each database, respectively. We can see that the HMMs trained by HSA always show smaller objective values (larger likelihood values) than those by EM due to its ability of global optimization. This result shows that HSA produces the HMMs that model the visual speech better than EM. Fig. 5 shows an example of the alignments of the visual speech, “7” (/chil/), onto the states of the HMMs trained by EM and HSA. The alignments are obtained by the Viterbi decoding algorithm. It can be seen that the two training algorithms result in different alignments of the utterance. An important difference of the two cases is the alignment of the second frame. While the second frame is aligned on the second state of the HMM trained by EM along with the third frame, the HMM trained by HSA aligns it on the first state with the first frame. Because the second frame corresponds to the silence like the first frame, whereas the third frame corresponds to the mouth opening, the alignment by HSA is more appropriate than that by EM. As a result, the log-likelihood of the datum by HSA is −999, which is larger than that by EM (−1055). The log-likelihoods for the competing class, “1” (/il/), were −1031 and −1052 by EM and HSA, respectively, and thus, HSA gives the correct recognition result while EM does not. Next, we compare the recognition performance of the HMMs trained by EM and HSA. We also include two existing discriminative training algorithms for comparison: the minimum classification error
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TABLE III C ONFUSION M ATRIX O BTAINED BY THE HSA T RAINING FOR THE DIGIT DATABASE . T HE VALUES A RE THE P ERCENTAGES OF E ACH W ORD ON THE V ERTICAL A XIS R ECOGNIZED AS THE W ORDS ON THE H ORIZONTAL A XIS . “0” AND “0 ” A RE THE T WO V ERSIONS OF Z ERO



TABLE II C ONFUSION M ATRIX O BTAINED BY THE EM T RAINING FOR THE DIGIT DATABASE . T HE VALUES A RE THE P ERCENTAGES OF E ACH W ORD ON THE V ERTICAL A XIS R ECOGNIZED AS THE W ORDS ON THE H ORIZONTAL A XIS . “0” AND “ 0 ” A RE THE T WO V ERSIONS OF Z ERO



TABLE IV C OMPUTATION T IMES IN S ECONDS FOR T RAINING HMM S BY HSA AND THE C ONVENTIONAL M ETHODS . F OR HSA, THE AVERAGE T RAINING T IMES PER HMM A RE A LSO S HOWN IN THE PARENTHESES



(MCE) approach [23] and the maximum mutual information (MMI) approach [24], [25]. In these approaches, objective functions related to the classification error are designed instead of the ML objective, and the parameters of HMMs are adjusted according to such objective functions. Although their training objectives are different from that of EM and HSA, comparing their recognition performance with that of HSA can demonstrate how much our method improves the recognition performance in comparison with the existing algorithms that aim a higher accuracy than EM. In the MCE method, a smooth function approximating the classification error rate is defined and minimized by iteratively applying the updating formulas of the generalized probabilistic descent algorithm. The MMI method tries to maximize the mutual information between the training data and the HMMs of the corresponding classes. An estimation algorithm of HMMs for the MMI objective, which is similar to EM, was presented in [25] and is used in our comparison. The MMI and MCE methods have a few algorithm parameters, which are carefully determined via several experiments. In Table I, we compare the recognition performance of the HMMs trained by each method. As shown in the table, the proposed HSA algorithm shows the best performance for both databases. First, we see that HSA shows better recognition performance than EM. The relative error reductions by HSA over EM are 7.5% and 2.7% for the two databases, respectively. This superiority comes from the better objective values after training by HSA than EM, as shown in Figs. 3 and 4. Moreover, the performance by HSA is superior to those by MCE and MMI. MCE and MMI produce HMMs showing improved performance over EM by the use of discriminative training objectives. However, they also use the training algorithms that perform only local optimization and may thus be trapped in local optima, depending on the initial parameters of the HMMs. To analyze the performance improvement by HSA over EM in detail, the confusion matrices for the recognition results by EM and HSA are shown in Tables II and III, respectively. The words whose accuracies are increased the most by HSA are “7” and “9” (8%). The increased accuracy of “7” (/chil/) in HSA is obtained mostly by the decreased misclassification rate of the word as “1” (/il/). In Fig. 5, we have already shown a case where more accurate modeling by HSA than EM prevents the misclassification of “7” as “1.” Also, HSA increases the recognition accuracy of “9” (/gu/) by reducing its misclassification as a visually confusable word with it, i.e., “6” (/yuk/). Similar results are observed in the cases of “5” (/o/) and



“0 ” (/yeong/), where the accuracies are increased by 6% by HSA compared to EM; the misclassifications of “5” as “0” (/gong/) and “0 ” as “4” (/sa/) are suppressed in the case of HSA. These observations confirm that HSA produces the HMMs modeling the speech data of the corresponding classes more accurately than EM through global optimization and thereby enhances discriminability between visually confusable utterances. 3) Computational Complexity: The superiority of HSA over the conventional methods is obtained at the expense of additional computational complexity. Theoretically, training an HMM by applying IEM iterations of the EM algorithm has the computational complexity of order O(N M Ktotal DIEM ), where Ktotal is the total frame length of training data and D is the dimension of the feature vectors [26]. In HSA, the local optimization step by EM is computationally dominant, and thus, the complexity of HSA can be written by O(N M Ktotal DIlocal IHSA ), where IHSA and Ilocal are the numbers of iterations of HSA and EM for local optimization, respectively. Because IEM  IHSA in our experiments, it is apparent that HSA has a much higher computational complexity than EM. Table IV shows the actual computation times of each method in seconds in our experiments. All results in the table are from the experiments performed on the PCs with 2.4-GHz CPUs and 1 GB of RAM under the Linux operating system. We implemented the HSA training of HMMs in a parallel way by using multiple computers to reduce the computation time because each HMM for each word is trained independently. In the table, the sums of the training times for all words are shown with the average times for each word in the parentheses. We observe that HSA requires much more time than the other methods. Even if we consider the parallel HSA for comparison, its time complexity is still much higher than those of the others. However, this complexity is necessary only for the training process that can be done in advance; the recognition process is exactly the same regardless of the training methods. V. C ONCLUSION We have proposed a new algorithm for training HMM parameters for visual speech recognition. We have developed the HSA algorithm by fusing SA with EM for fast convergence and improved solution quality. It has been proven that the sequences of the objective value and the best objective value converge in probability to the global optimum by HSA. The experimental results have shown that HSA can
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successfully be applied to optimization of continuous HMMs and is superior to the conventional algorithms in terms of likelihoods and error rates at the cost of additional computational complexity. As a way of reducing the computational complexity of the proposed method, we are considering parallelization of the method with more processors. For this, we can consider to adopt a parallel implementation method of the EM algorithm [27] or devise a variant of HSA with a population of solutions that simultaneously and parallelly evolves [28]. Also, further study of applying the method to connected words or continuous speech recognition tasks is in progress. Finally, it would be desirable to perform analysis of finite-time behavior of HSA based on the proved global convergence property.



We will show that, for any  > 0 and δ > 0, and initial solution x0 ∈ Ψ, there exists a positive integer I such that ∀t ≥ I.



(16)



 ξ



Θ,ξ,t = x ∈ Ψ|C(x) ≥ C ∗ ++1/t Ψ = {x ∈ Ψ|C (φ(x)) < C ∗ + and C(x) ≥ C ∗ +} .



(17) (18)



Let A(t, u) denote the event that there is at least one transition from Ψ to Ω,ξ,t+j−1 (1 ≤ j ≤ u) during the iterations between t and t + u, B(t, u) be the event that there is at least one transition from Ψ to Θ,ξ,t+j−1 (1 ≤ j ≤ u) during the iterations between t and t + u, C(t, u) be the event that the solution is never in Ψ during the iterations between t and t + u, and D be the event that xt+u ∈ Ψ \ Ψ . Because D ⊂ A ∪ B ∪ C, we have P (xt+u ∈ Ψ \ Ψ ) = P (D) ≤ P (A) + P (B) + P (C).
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P (xt ∈ Ψ \ Ψ ) < δ 



≤
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an T0 2 (n+1)/2 (nσ0 )



×



(24)



where we set M1 = an T0 /(nσ02 )(n+1)/2 and β = 1 − ξ/2. From (22) and (24)







t+u−1



P (A(t, u)) ≤ RM1



(19)



1/j β+ξ .



(25)



j=t



First, we will show that there exists a positive integer t1 such that ∀t ≥ t1 , ∀u > 0.



P (A(t, u)) < δ/3



(20)



Let Aj (t, u) be the event that xt+j−1 ∈ Ψ and xt+j ∈ Ω,ξ,t+j−1 . Then, we have



u



A(t, u) ⊂
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(26)



j=t1



which yields (20). Next, we will show that there exists a positive integer t2 such that ∀t ≥ t2 , ∀u > 0.



P (B(t, u)) < δ/3 P (Aj (t, u)) .
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Let Bj (t, u) be the event that xt+j−1 ∈ Ψ and xt+j ∈ Θ,ξ,t+j−1 . Then
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where 0 < ξ < 1, we can write
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Because β + ξ > 1, j=N1 1/j β+ξ < ∞ for all N1 > 0. Therefore, there exists an integer t1 > N1 such that, for all t ≥ t1 and u > 0
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Because the maximum objective of Ψ and the minimum objective of Θ,ξ,t+j−1 are C ∗ +  and C ∗ +  + 1/(t + j − 1)ξ , respectively,
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where the last line comes from the fact that log(1 − x) ≤ −x for all 0 ≤ x < 1. Here, with vi = maxx,y∈Ψ |xi − y i |, 1 ≤ i ≤ n



C(xt+j−1 ) − C(φ(y)) ≤ −1/(t + j − 1)ξ . Thus 
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Because exp(−1/j ξ Tj ) = j=1 exp(−1/j ξ−1 T0 ) < ∞, j=1 there exists an integer t2 such that, for all t ≥ t2 and u > 0
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Finally, we will show that there exists a positive integer u0 such that ∀u > u0 .
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Here, we have min
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