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Abstract—Using ambient intelligence to assist people with dementia in carrying out their Activities of Daily Living (ADLs) independently in smart home environment is an important research area, due to the projected increasing number of people with dementia. We present herein, a system and algorithms for the automated recognition of ADLs; the ADLs are in terms of plans made up encoded sequences of micro-context information gathered by sensors in a smart home. Previously, the ErroneousPlan Recognition (EPR) system was developed to specifically handle the wide spectrum of micro contexts from multiple sensing modalities. The EPR system monitors the person with dementia and determines if he has executed a correct or erroneous ADL. However, due to the noisy readings of the sensing modalities, the EPR system has problems in accurately detecting the erroneous ADLs. We propose to improve the accuracy of the EPR system by two new key components. First, we model the smart home environment as a Markov decision process (MDP), with the EPR system built upon it. Simple referencing of this model allows us to filter erroneous readings of the sensing modalities. Second, we use the reinforcement learning concept of probability and reward to infer erroneous readings that are not filtered by the first key component. We conducted extensive experiments and showed that the accuracy of the new EPR system is 26.2% higher than the previous system, and is therefore a better system for ambient assistive living applications.
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Mild cognitive decline



4



Moderate cognitive decline



5 6



Moderately severe cognitive decline Severe cognitive decline
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Very severe cognitive decline



Deficits No subjective or objective deficits Some subjective complaints, no objective deficits Mild working memory deficits (attention, concentration) Episodic memory deficits (memory of recent events) Explicit memory deficits (ability to accomplish usual tasks) Severe memory deficits (which cause delusion) All verbal activities are lost



TABLE I L EVEL OF C OGNITIVE D ECLINE AND C ORRESPONDING D EFICITS



an estimated 24.3 million elderly people (aged 60 and above) have dementia, and this number is projected to reach 81.1 million by 2040 [2]. Hence, improving the quality of life for this growing group of affected elderly is an important research issue, particularly in assisting their Activities of Daily Living (ADLs). ADLs are daily tasks performed for personal selfcare, and can be classified into two categories: basic ADLs and instrumental ADLs. Basic ADLs consist of feeding (oneself), bathing and grooming [3], and instrumental ADLs include using the phone, taking medications and sweeping [4]. Recently, several systems [5]–[17] proposed to use ambient intelligence to assist people with dementia in carrying out ADLs independently in their homes (which we denote as the smart home environment). Ambient intelligence is the use of sensors which are sensitive and responsive to the activities of people. By detecting the micro contexts obtained through ambient intelligence, these systems detect the subject’s activities and intelligently guide him in carrying out his ADLs. The purpose is to assist the subject 1 to stay more independent and to reduce the workload of his caregiver. In particular, incorporating multiple sensing modalities is important as it enables us to obtain a wide spectrum of micro



I. I NTRODUCTION We are developing algorithms and software technologies that can help extend independent living, targeting mild dementia patients living alone at home. Dementia is a serious cognitive disorder which affects the sufferer’s memory, attention, language, and problem solving abilities. Table I shows the various stages of dementia. Of these mild dementia is a condition that is still treatable at home. The target group considered in our work is people with mild cognitive decline and moderate cognitive decline as shown in Table I (i.e. levels 3 and 4 and perhaps extendable to levels 2 and 5 in special cases). People with dementia are unable to perform many basic tasks on their own, and care has to be provided to them. Caring for is costly; in USA alone, the annual costs of informal care was estimated at USD$18 billion [1]. Currently,
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Cognitive No cognitive decline Very mild cognitive decline



1 In this paper, we denote a person with dementia living independently at home as the subject.
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contexts, which is crucial for capturing a more complete picture of the subject’s activities. Due to the complexity of capturing and inferring from the data, there are only few studies in ambient assistive living which use more than three sensing modalities. Phua et al. [5] proposed the ErroneousPlan Recognition system (EPR), which is able to handle this wide spectrum of micro contexts. The EPR system monitors the subject in real-time and determines if he has executed a correct or erroneous plan. A correct plan is actually an ADL, while an erroneous plan is simply a sequence of activities that deviates from an ADL.



II. R ELATED W ORK There are several systems [5]–[17] which use ambient intelligence to assist people with dementia in carrying out their ADLs in their homes, but their targeted problems, proposed solutions and used sensing modalities vary. A. Similar ADL and Recognition Method This paper is a natural extension of our previous works in eating activity recognition using Dynamic Bayesian Networks [11], conceptual framework for integration of plan and activity recognition [6], and more importantly, erroneous-plan recognition in a meal-time scenario using both Deterministic Finite-State Automata and Naive Bayes classifiers [5].



The EPR system has two layers. The first layer detects the erroneous plans and helps people with dementia by sending them the appropriate audio and visual prompts. The second layer attempts to capture erroneous plans that are overlooked by the first layer, but is only able to give the subject a general prompting that an unknown error has occurred. In [5], this twolayer system is shown to be accurate for detecting unknown errors, but not for detecting erroneous plans. Detecting erroneous plans accurately and giving the appropriate prompts to the subject are much more useful than detecting an unknown error and giving general prompts as the latter may confuse the subject further.



B. Similar ADL and Different Recognition Method Hong et al. [8] investigated the effect of sensor failures on preparing drink activity recognition, using Dempster-Shafer theory to accumulate evidence from distinct sources of sensor data. Also, the follow up study [7] identified the problem of noisy readings from sensing modalities and proposed a novel solution of using the Dempster-Shafer theory and Belief Revision to tackle this problem. However, no results are reported as they are currently conducting the experiments. Hence, we cannot compare our solution with theirs. Bauchet et al. [12] represented pre-defined meal preparation activities in a hierarchical manner and prompts subject when the activities do not follow the represented sequence. They focus solely on erroneous plans with completion error, while we also worked on initiation and realization errors. In addition, there was no quantitative results presented in their work. Amft et al. [13] proposed modeling activities using probabilistic grammars and sequence mining to identify eating/drinking cycles and different food. However, they used body-worn sensors to detect dietary activities, instead of using ambient sensors.



Correct detection of a subject’s ADLs in real-time is nontrivial because the readings from the sensing modalities tend to be noisy [8], [18]. In the EPR system, this noisiness leads to problems in detecting erroneous plans correctly. In this paper, we improve the first layer of the previous EPR system framework with the following two new key components: 1) We propose modeling the smart home environment as a Markov decision process (MDP) model, with the ADLs as states and the subject’s activities as the actions leading to state or plan transitions. This model is beneficial for our problem as (a) the subject’s decision process follows the Markov property (which will be explained later in the paper) and (b) by learning about the subject’s decision process, we can predict his activities under each ADL. Doing so would enable the EPR system to filter activities that are due to wrong detection by the sensing modalities, given each ADL. 2) We propose using the reinforcement learning concept of activity probability and reward to infer if a detected activity is due to wrong detection of the sensing modalities. We use the Q-learning algorithm, which embodies this concept, to derive a likelihood score for each detected activity under each ADL. A detected activity with a low likelihood score infers that it is likely to be wrong and is filtered.



C. Different ADL and Similar Recognition Method Feki et al. [14] proposed using MDP with fuzzy-state Qlearning algorithm to predict the next activity and state for a user in a smart home environment. However, their system only deals with two sensing modalities, time and temperature, while our EPR system deals with multiple sensing modalities. Our aims are also different, as our system uses MDP with Qlearning algorithm to filter activities wrongly detected, while they use time and temperature to predict the next activity and state. Boger et al. [15] used MDP, together with value iteration to compute optimal policy, to determine when and how to provide prompts to subject during handwashing. However, their scope is limited to a single ADL, while our work handles multiple ADLs.



We conducted extensive experiments on detecting correct and erroneous plans in the smart home environment and we show that the accuracy of our proposed EPR system is 26.2% higher than the previous system. Hence, our significantly better results confirm the effectiveness of our proposed methods, and the robustness of our new EPR system.



D. Different ADL and Recognition Method Rashidi and Cook [16] developed an automated system which uses frequent itemset mining to obtain patterns that can be used to represent correct plans. It presents the CASAS
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Axis IP Camera



Video at Pantry PIR sensor



Axis IP Camera



Video at Dining



RFID antennas



Reed switch at cupboard



Pressure sensors on chair



Reed switch at door



Accelerometer



Activity OPEN-DOOR CLOSE-DOOR OPEN-CUPBOARD CLOSE-CUPBOARD PERSON-PRESENT PERSON-SIT PERSON-EAT



Location Pantry Pantry Pantry Pantry Pantry Dining Dining



PERSON-DRINK



Dining



PERSON-PRESENT REST-HAND



Dining Pantry/ Dining Pantry/ Dining Pantry/ Dining Pantry/ Dining Pantry/ Dining



Accelerometer PIR sensor



Database + Erroneous Plan Recognition System



Sensors readings



HAND-MOUTH



IP Network NTP Server (Hca-Server Linux PC)



HOLD-HAND PICK-HAND



Fig. 1.



Smart home environment with EPR system.



HOLD-CUP



Sensor(s) Reed switch Reed switch Reed switch Reed switch PIR PIR, Pressure Accelerometer, PIR, Pressure Accelerometer, PIR, Pressure PIR Accelerometer



Character a b c d e f g



Accelerometer



k



Accelerometer



l



Accelerometer



m



Accelerometer



n



h i j



TABLE II PANTRY (a-e), DINING (f -i), AND HAND (j-n) ACTIVITIES REPRESENTED AS CHARACTERS . T HIS TABLE IS MODIFIED FROM [5].



system, its components, and the interactions between them. They also modeled the activities using a Hierarchical Activity Model (HAM) and described their user interface. We can use this system as part of our future work to annotate our correct plans. However annotating erroneous plans remains an open problem as erroneous plans are anomalies which cannot be found by frequent itemset mining. Hoey et al. [9] focused on assisting people with dementia during handwashing, by only using video modality with partially observable Markov decision process (POMDP). It is possible that our smart home environment can be modeled by POMDP, but scalability is an issue as a total of few hundred thousand states are generated using POMDP on just a single handwashing ADL.



1) Dining area sensors. Two pressure sensors for detecting if the subject is sitting on a chair, two near-field RadioFrequency Identification (RFID) antennas for detecting if the subject has placed cup and plate on table and two Pyroelectric InfraRed (PIR) sensors for detecting if the subject has walked into the dining area. 2) Pantry area sensors. One PIR sensor, three reed switch sensors for detecting when the subject has opened or closed the cupboard and door. Reed switch and PIR detection are based on two states logic classification (open vs close, presence vs non-presence) according to distinct sensor readings. 3) Sensors in both dining and pantry areas. Two video sensors for detecting the number of people, and for annotating and auditing of ADL plans. The video segmentation is based on mixture of Gaussian with a shadow handling [19], and the video tracking is based on probabilistic hypothesis density filtering [20]. Specific positions of interest for the hand are detected by an accelerometer using Support Vector Machine, and Dynamic Bayesian Network inference is used to detect eating activity based on the four sensor modalities: location, accelerometer, RFID and pressure sensor [11]. Activities detected by the various sensors are continuously mapped into labels (characters) as shown in Table II, and fed into the database as shown in Figure 1. The EPR system monitors this stream of characters to detect the subject’s activities and to determine the current plan the subject is in.



III. S MART H OME E NVIRONMENT People with dementia suffer from memory lapses that prevents them from carrying out Activities of Daily Living (ADL) such as bathing and feeding themselves (eating). A familiar environment is conducive to making them feel more at ease and improving their independence, and it is natural that their own homes are the best place for their living. A smart home environment is a home-based manifestation of ambient intelligence, where sensors are deployed and their readings form a continuous stream of physical status updates pertaining to tracked entities within the home. The challenge is to make intelligent sense of the readings to improve the task performance of subjects in that environment. The types and placement of sensors depend on the activities that they are intended to monitor. In our experimental smart home environment, we focus on the daily activity of eating, so our sensors are deployed in the dining area and the kitchen, to detect activities such as opening of food cupboards and bringing food from a plate to the mouth. Figure 1 presents the general overview of the smart home environment (we use the same environment as in [5]). Table II shows some of the common activities related to eating which we monitor and the corresponding sensors that are deployed in each case. The sensing modalities used are:



IV. E RRONEOUS -P LAN R ECOGNITION (EPR) S YSTEM We present the Erroneous-Plan Recognition (EPR) system for people with dementia in smart homes. Table III shows an example meal-time scenario in the smart home environment with EPR in action. This scenario comprises five correct plans (in italics) and three erroneous plans (in bold). As shown in
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Event Number 1



Correct plan or erroneous plan or prompt by system Start



2



Prepare Utensils Plan



3



Completion Error



4 5



Prompt Prepare Food Plan



6



Initiation Error



7 8



Prompt Phone Call Plan



9



Realization Error



10 11 12



Prompt Consume Food Plan Keep Utensils Plan



13



End



Description of subject’s activities



Start



Patient opened door and entered the pantry area. He has opened and closed a cupboard door to bring out a cup and a plate. He brought the plate with food to the table but not the cup with drink. Patient brought cup to table. He has opened and closed another cupboard door, filled the plate with biscuits from a box and cup with water from a bottle, and brought both food and drink to the table. In the dining area, he is seated with laid-out food and drink, but did not start eating. Patient started eating and drinking. During the meal, he received and answered a phone call. After ending the call, he did not resume eating. He continued eating and drinking. Patient completed eating and drinking. He opened a cupboard door to keep cup and plate, opened the other cupboard door to keep box of biscuits and bottle of water. He opened door and left pantry area.



Character stream



Markov Decision Process based Character Filter



Based on Q Matrix, is character valid?



No



Remove character



Plan Recognition



Plan library Yes



Yes Correct and Erroneous Regular Expressions



Convert Regular Expressions to DFAs



TABLE III M EAL - TIME SCENARIO , WHICH CONTAINS FIVE CORRECT PLANS ( IN italics) AND THREE ERRONEOUS PLANS ( IN BOLD ). T HE EPR SYSTEM



Match blacklist?



PROMPTS THE SUBJECT EACH TIME AN ERRONEOUS PLAN IS DETECTED . T HIS TABLE IS MODIFIED FROM [5].



this example, an effective and timely EPR system would generate prompts (event number 4, 7, 10) immediately after errors made by the subject, so as to assist in the correct execution of plans such as preparing the utensils and consuming the food. We assume there is a continuous stream of characters (representing micro contexts) generated by the sensors of the smart home environment and the EPR system processes this character stream to determine the current plan of the subject. We propose to model the smart home environment as a MDP model, with the EPR system built upon it. Figure 2 presents the framework of the system, which consists of three modules: (1) MDP based character filter module, (2) plan recognition module and (3) plan check module. In the smart home environment, characters can be generated from erroneous sensor readings. The character filter module uses MDP to determine if the activity character is erroneous given the current plan, and removes erroneous characters that do not correctly reflect the subject’s activities. The plan recognition module reads the character stream and detects if an erroneous plan has occurred. As this work focuses on the performance improvement from the MDP modeling, we utilize the same EPR system as presented in [5] for this recognition module. Lastly, the plan check module checks if it is possible that an erroneous plan has occurred, given the current state that the subject is in.



Erroneous DFAs



Yes



No



Is error possible in current state?



Correct DFAs



Plan Check



Match whitelist?



Yes



No Yes



Show error prompt



Update current state



No Processed character stream



Fig. 2. The framework of the robust erroneous-plan recognition system, which consists of three modules. Each module is delineated by a gray box.



action. Figure 3 shows the state diagram of the MDP model. Each oval represents a possible correct plan of the subject at any one time, and each directed edge indicates a possible plan transition via the subject activities. The thickness of the edge is directly proportional to the probability of the activities that lead to the plan transitions. In the smart home environment, the activities of the subject and the outcomes (plan transitions) are determined through the subject’s mental decision process. MDP nicely fits this problem setting due to the following reasons: • The subject’s mental process follows the Markov property; only his activity in current plan affects his next plan, and his previous activities and plans have no impact on his subsequent plan. For example, the fact that the subject had prepared food at the pantry several hours ago does not affect his current plan of making a phone call. • By learning about the subject’s mental processes using the



A. Markov Decision Process (MDP) Model We model the smart home environment as a MDP model, such that each correct plan within the environment is a subject state and each monitored activity corresponds to a subject
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At pantry, preparing food



characters to improve the accuracy in plan recognition.



At dining area, at rest



B. MDP based Character Filter Module Sensor errors during a particular plan may lead to wrong activity characters being introduced into the character stream. This module focuses on determining if a character is erroneous. The task here is different from Section IV-A, where impossible characters are removed by simply referencing the MDP. We propose using the reinforcement learning [21] concepts of activity probability and reward in a MDP model of the smart home environment to predict if an activity character is erroneous, and to filter the unlikely characters for more accurate plan recognition. More precisely, we use the observed occurrences of characters in valid plan transitions and our prior knowledge of which characters should occur in each plan transition to derive a likelihood score for a character; a low score would imply that the activity character is unlikely to occur in the current plan. Put formally, a MDP is represented as the 4-tuple of (S, A, P. (., .), R. (., .)) [22], where • S is the set of states (in our case, the states represent correct plans as shown in Figure 3) • A is the set of actions (which in the context of smart home environment, is the set of activities) 0 0 • Pa (s, s ) = P r(st+1 = s |st = s, at = a) is the transition probability that action a in state s at time t will lead to state s0 at time t + 1 0 • Ra (s, s ) is the reward received after transition to state s0 from state s via action a At time t, the subject is in some state s. He will choose an action a and randomly move into a new state s0 at time t + 1. The subject will then receive a corresponding reward Ra (s, s0 ) for this transition. The main objective of MDP is to find a function π that specifies the action π(s) that the subject will choose when in state s. π(s) is determined such that the expected reward is maximized. More specifically, X Pa (s, s0 )V (s0 )} π(s) = arg max{Ra (s, s0 ) + γ



At pantry, listening to phone calls At pantry, at rest



At dining area, consuming food



At pantry, keeping utensils



Fig. 3. The Markov state diagram of a subject in our smart home environment. Each oval represents a correct plan and the directed edges indicate the possible transitions between plans via activities of the subject. The thickness of the edge denotes the probability of the activities that lead to the plan transitions (the thicker the line, the higher the probability).



MDP model, we can have a better understanding of the subject’s behavior and we can even predict the subject’s most likely activities for each plan. By simply referencing the proposed MDP model, the accuracy of the EPR system can be improved in two ways: • Reducing wrong detection of activities. The sensors of the smart home environment are not completely robust and wrong detection of subject activities may occur, leading to mistakes in plan recognition. By studying the MDP (e.g. Figure 3), we know that some activities are not possible during certain plans and should be removed from the character stream. For example, it is impossible to have a CLOSE-DOOR activity when the subject is executing the ‘At dining area, consuming food’ plan2 . • Reducing the wrong recognition of erroneous plans. By studying the state diagram of the MDP, we know that certain errors cannot be committed by the subject while he or she is executing certain plan, so these error alerts from the EPR system should be ignored in those cases. For example, a ‘Completion Error’ is not possible when the subject is ‘At pantry, at rest’, because a ‘Completion Error’ as defined in our model indicates the non-completion of utensil/food preparation, and therefore can only occur if the ‘At dining area, at rest’ state is detected by the EPR system before the subject has finished preparing his meal. The above improvements can come about depending on whether the EPR system correctly determines the current plan of the subject, so that subsequent errors in activity detection are eliminated. Our premise is that if the initial plan is correct, i.e., if we initialize the proposed EPR system to the correct current plan of the subject, the system should be robust enough to maintain its plan recognition accuracy by automatically eliminating subsequent mistakes in activity detection. In the next section, we present our proposed MDP based character filter module that can effectively filter erroneous activity



a



s0 ∈S



where 0 ≤ γ ≤ 1 is the discount rate and X Pπ(s) (s, s0 )V (s0 ) V (s) = Rπ(s) (s) + γ s0 ∈S



MDP finds an optimal set of actions (activity characters) for each state, but we are interested in determining a score for each action in each state. Hence, we use Q-learning algorithm [23] on the MDP to obtain the scores. Q-learning algorithm computes the Q matrix, where its entry Q(s, a) is the expected utility of taking action a in state s, and then continuing a transition. We take the expected utility of taking action a in state s as the score of the action in state s. Q(s, a) is updated iteratively by Q(s, a) = Q(s, a) + α(Ra (s, s0 ) + γ max Q(s0 , a0 ) − Q(s, a)) 0 a



2 We



where 0 ≤ α ≤ 1 is the learning rate.



are assuming that the smart home environment is for a single person.
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State At pantry, at rest At pantry, preparing food At pantry, listening to phone calls At pantry, keeping utensils At dining area, at rest At dining area, consuming food



Start training



Training character stream



Possible Errors Realization Realization Completion, Initiation -



TABLE IV P OSSIBLE ERROR PLANS IN EACH STATE OF THE MEAL - TIME SCENARIO . Annotate character stream with plans



Construct Transition Probability Matrix and Reward Matrix



Convert plans to Regular Expressions



and erroneous plans are manually annotated as regular expressions. For example, the Consume Food Plan is represented as the regular expression . ∗ [gh]. ∗ [gh]. ∗ [gh]. ∗ [gh]. ∗ [gh], which corresponds to a series of PERSON-EAT and PERSONDRINK activities (Table II). The regular expressions of the correct and erroneous plans are then stored in the plan library. Figure 4 shows how the plan library is obtained. Regular expressions are used instead of strings, due to them having higher expressiveness, ease of representation, and overall simplicity in terms of understanding [25]. Figure 2 shows the flowchart of the plan recognition module. Each regular expressions from the plan library are input using the Deterministic Finite-StatePAutomaton (DFA) representation. A DFA is a 5-tuple (Q, , δ, q0 , F ) [26], where • Q is a finite set of states P • is the set of characters representing the activities (see Table II)P • δ :Q× → Q is the transition function • q0 ∈ Q is the start state • F ⊆ Q is the set of accept states DFAs are P used due to their efficiency; their processing time is O(m| |) and matching time is O(n), where m is the length of the pattern and n is the length of the searchable text. In theory, DFAs can be up to a few hundred times faster than regular expressions, and thus DFAs are appropriate for the EPR system. We utilized a DFA implementation in Java for our EPR system 3 . The character stream is matched against correct plan DFAs (known as whitelist) and erroneous plan DFAs (known as blacklist). If there is a match, a correct or erroneous plan has been detected and the plan check module will conduct further check to reduce the chances of false erroneous plans detection.



Plan library



Q-learning algorithm



Q Matrix



End training



Fig. 4. The Q matrix and the plan library are computed from the training dataset of character stream.



We use a variant of the Q-learning algorithm [24], which uses the transition probability Pa (s, s0 ) to determine which state s0 a particular state s should transit to, during the update of Q(s, a). Figure 4 shows how we obtain the Q matrix. First, we train using a character stream of people with dementia who only execute correct plans, and calculate the probability of each character occurring in each plan transitions to construct a transition probability matrix P. (., .). Next, we create a reward matrix R. (., .) based on our prior knowledge. We award a positive value (a reward) for activities which should take place between plans, and a negative value (a punishment) for activities which should not take place between plans. Both the transition probability matrix and the reward matrix are then used as inputs to the iteratively Q-learning algorithm to obtain the Q matrix, so that a negative score in the matrix indicates that a character seldom occurs in the correct state transitions and its reward is also low. As shown earlier in Figure 2, we use the resulting Q matrix to filter invalid characters. Given a character stream of a subject in the smart home environment, if the score Q(s, a) of an action (activity character) a in the current state s is negative, we denote it as an erroneous character and filter it from the character stream.



D. Plan Check Module As shown in Figure 2, the plan check module is the last key module of the proposed EPR framework. Its input is the result of the plan detection: if there is a match between the character stream and a correct plan’s DFA, the subject is recognized as executing the correct plan, but if there is a match between the character stream and an erroneous plan’s DFA, the module will check if the detected erroneous plan is possible to occur given the current state of the subject. This checking is done by referencing the MDP shown in Figure 3. For each of the six possible correct plans in Figure 3, we identify the erroneous plans that are logically possible to occur. The result is a lookup table shown in Table IV. For example, by looking up this



C. Plan Recognition Module Using the observed character stream of people with dementia who execute both correct and erroneous plans, the correct



3 http://www.brics.dk/automaton/
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Fig. 5. Accuracy of recognizing the correct plans in correct scenarios by different systems. 1 0.8 0.6 0.4 0.2 0
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Precision



A. Experimentation Setup



Recall



V. E XPERIMENTS



We conducted extensive experiments to evaluate the plan recognition accuracy of our new EPR system against the previous version of the system reported in [5]. We implemented the system in Java and the datasets of character stream are stored in MySQL databases on a Windows Vista Business PC with Intel Core 2 Duo 3 Ghz processor and 4 GB memory. We used the meal-time scenario as the test bed, and we asked three human actors to simulate scenarios for the datasets preparation. There are two types of scenarios; the correct scenario, which only involves the correct plans, and the mixture scenario, which involves both correct and erroneous plans. The correct scenario follows loosely the meal-time scenario described in Table III but without the erroneous plans. It involves five correct plans and we allow the actors to vary the sequence of the activities to test the robustness of the systems. An example of the mixture scenario is described in Table III, which involves five correct plans and three erroneous plans. Two correct plans, ‘At pantry, at rest’ and ‘At dining area, at rest’, can be trivially detected, and including them in the scenarios will artificially improve the accuracy results of the systems. Hence, we do not include them in the scenarios. Each actor simulated five correct scenarios and five mixture scenarios, so there are thirty datasets of character streams. The actors followed the scenarios closely during the simulation and did not do deviate extremely, such as leaving the room, watching television, etc. Although this will simplify the plan recognition problem, recognition of pre-defined plans is still a non-trivial problem, as each actor has his own quirkiness of performing the same plan. For training (as explained in Figure 4), we randomly used three datasets of the correct scenario and three datasets of the mixture scenario, two from each of the actors. The remaining datasets were used as the testing datasets. For the training of the Q matrix, we only use the training datasets of the correct scenario. We give a reward value Ra (s, s0 ) = 1 for action a that is possible in transition of state s to s0 , and Ra (s, s0 ) = 0 for action a that is not possible in transition of state s to s0 . We used precision, recall and F-measure to evaluate the accuracy of the plan recognition by the different systems. tp Precision is defined as precision = tp+f p , where tp is the number of plans that is correctly recognized by the system, and f p is the number of plans wrongly recognized by the system, and tp + f p is the total number of plans recognized by the system. Precision measures the ability of the system in recognizing plans correctly amongst the plans that it recog-



old EPR



F-measure



1 0.8 0.6 0.4 0.2 0



Recall
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table, the plan check module is aware that the erroneous plan Completion Error is only possible in the plan ‘At dining area, at rest’, and not possible in the other states. As such, it would reject the erroneous plan as an incorrect recognition by the EPR system. The characters that match to the recognized plan is removed from the character stream and the system proceeds to detect the next plan by the subject.
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Fig. 6. Accuracy of recognizing the correct plans in mixture scenarios by different systems.



nized, but it does not factor in plans that were not recognized by the system. tp Recall is defined as recall = tp+f n , where f n is the number of plans that are not recognized by the system. tp+f n is the total number of plans in the scenario. Recall measures the ability of the system to correctly recognize all plans in a scenario, but it does not factor in the plans that are recognized wrongly by the system. In our previous work [5], we only use recall as the evaluation measure, which does not show the complete picture of the accuracy of the system. F-measure is defined as F-measure = 2·precision·recall precision+recall , which measures the balance between precision and recall. B. Experimentation Results We present the results for the testing datasets in Figures 5, 6, and 7, where our proposed Erroneous-Plan Recognition system is denoted as EPR, and the previous Erroneous-Plan Recognition system [5] is denoted as old EPR. Figures 5 and 6 show the precision, recall and F-measures of recognizing the correct plans in the test datasets of correct scenarios and mixture scenarios, respectively. We can see that the recall values of both EPR and old EPR systems are high, and this result of the old EPR system also conforms to the result shown in [5]. However, the precisions of EPR system are higher than those of the old EPR system across all the different actors, which results in the F-measures of EPR system being higher than those of the old EPR system. Put simply, both systems can correctly recognizes most of the correct plans, but the newly proposed EPR system has far fewer false positives, that is, it gave far fewer wrong recognition of the correct plans. Figure 7 shows the precision, recall and F-measures of recognizing the erroneous plans in the test datasets of the mixture scenarios. From the F-measures in Figure 7, we can see that recognition of erroneous plans is a harder problem than recognition of correct plans. The precisions, recalls and Fmeasures of the EPR system are significantly higher than those
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Fig. 7. Accuracy of recognizing the correct plans in correct scenarios by different systems.



of the old EPR system. In other words, the newly proposed EPR system is significantly better in recognizing the true erroneous plans and produces fewer errors in terms of wrong recognition of erroneous plans. On average, the new EPR system achieved a 26.2% improvement of F-measure over the old EPR system across the three results. Therefore, we have shown that by modeling the smart home environment as a MDP, through incorporating MDP based character filter module and the plan check module, we can significantly improve the EPR system’s accuracy in a smart home environment for people with dementia. VI. C ONCLUSION For mild dementia patients living independently at home, it is important to monitor and assist their ADLs. We have presented a system and algorithms for the automated recognition of ADLs; the ADLs are in terms of plans made up encoded sequences of micro-context information gathered by sensors in a smart home. Correct detection of activities from the noisy readings of sensing modalities in a smart home environment is a challenging task, as shown in the poor accuracy of erroneous plan recognition in the previous EPR system [5]. We proposed to improve the EPR system by modeling the smart home environment with MDP and using Q-learning algorithm to derive likelihood scores for the subject’s activities, to infer and filter activities that are due to erroneous readings of the sensing modalities. We demonstrated in our experiments that the accuracy of the EPR system in detecting plans increased by 26.2% using our proposed method. Currently, incorporation of a new plan requires addition of state in the Markov state diagram, manual annotation of the plan with regular expression, and re-training of the system. This process is strenuous and time-consuming, which limits the scalability of the EPR system to handle more ADLs. For future work, we plan to make the EPR system to be automated and dynamic, so that the system can re-train itself to handle new ADLs accurately and efficiently. We also plan to include spatial and temporal dimensions into the micro contexts to increase the accuracy of the plan recognition. R EFERENCES [1] K. M. Langa et al., “National estimates of the quantity and cost of informal caregiving for the elderly with dementia,” Journal of General Internal Medicine, vol. 16, pp. 770–78, 2000. [2] C. P. Ferri et al., “Global prevalence of dementia: a delphi consensus study,” The Lancet, vol. 366, pp. 2112–7, 2005.
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