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Chapter 1: Introduction 1.1 Integrator realizations: Continuous-time filters find application in high-speed data inks, disk drive read channels, Analog to Digital Converters, and RF applications to name a few. Integrators are the basic building blocks of these filters and a variety of realizations have been reported in the literature: a) Gm-C integrator: as the name suggests it involves the use of a transconductor (Gm) driving a capacitor. It has a large input /output range. b) Gm-C opamp integrator: presence of virtual ground makes this circuit more robust to parasitic capacitances. c) MOSFET-C OTA integrator:



assures a linear V to I conversion. However, the



resistance driving capability must be good.



Owing to their open-loop configuration Gm-C integrators are the most suitable for very high frequencies (VHF). For an ideal transconductor-C cell the transfer function is H ( s) =



vout Gm =− vin sC



The unity-gain frequency of the integrator is wug =



Gm . C



1.2 Gm-C integrator non-idealities: The model described above is that of an ideal integrator, but in practice the transconductor is characterized by non-zero output conductance (gout) and high frequency poles and zeros due to parasitic node effects. If we model the high-frequency poles and zeros by a single pole w2., then in light of these non-idealities the transfer function reduces to: ADC



H (s) = − (1 +



1



s s )(1 + ) w1 w2



Where the DC gain is ADC=Gm/gout and w1=wo/ADC. The phase of the integrator will deviate from the ideal 900 due to the parasitic pole and finite dc gain and will be:



φ ( w) = 900 + tan −1 ( ⇒ Δφ ( w) =



w1 w ) − tan −1 ( ) w w2 w1 w − w w2



Thus non-idealities cause phase shift around critical frequencies close to wo. Hence, in integrator design much attention is given to get high dc gain. 1.3 Phase error ( Δφ ( w) ) reduction Sufficient condition for phase error cancellation is wug = w1w2 . However this is poorly controlled with process and temperature. Another, approach is to introduce a zero in the transfer function to cancel the phase errors (due to w2) around wo. Another drawback of gm-C topologies is that the parasitic capacitance adds directly to the integrating capacitor, so this must always be included in the design. However it requires a detailed knowledge of the process, device models and extreme care during layout. The main type of capacitors involved are gate, miller and junction capacitors related to input and output stage of the transconductors connected to the integrator output and routing capacitance. Depending on the technology in use, not all the parasitics can be fully absorbed in integrator capacitance because they may be non-linear in nature. High frequency applications involve the use of low values integrating capacitor. In this case more noise is produced, matching between transconductors deteriorates and some harmonic distortion is also introduced. 1.4 Input/output range requirements High frequency applications involve the use of low values integrating capacitor. In this case more noise is produced, matching Due to open loop operation of gm-C integrator the input stage must be able to handle large signals. Also large output range must be provided since another similar structure has to be driven. In most cases the non-linearities are introdeuced because of V to I conversion. So some linearization technique must be used, because poor linearity not
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only decreases the dynamic range, but also introduces signal level dependent frequency response deviation in filters, that can not be corrected by tuning. 1.5 Tuning/programmability In order to account for fabrication tolerances and environmental operating conditions the transconductor must be well-defined and be electronically tunable. For bipolar transistors the exponential relationship between collector current and base emitter voltage holds for many decades of collector current and circuit may be tuned over this range. However for MOSFET transconductor the tuning range is limited to 3-4 times. However MOS transconductors can handle larger signals as they are more linear. Note that the transconducor linear range ( and dc gain ) is a function of tuning. 1.6 Thesis structure: Chapter 2: A detailed frequency analysis of some of the Gm-C topologies with special emphasis on phase error at unity-gain frequency. Chapter 3: Based on the understanding of phase error developed in previous chapter an OTA-C cell is proposed whose phase error remains small with Gm tuning. Chapter 4: A circuit is proposed with a better PSRR than the OTA cell in chapter 3. Chapter 5: We discuss the optimum design for low phase error and linearity. In this section we also propose a robust Q/f tuning circuit. These chapters are followed by a conclusion section. A list of references is also included.
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Chapter 2: High frequency behavior of some Gm-C topologies 2.1 Concerns regarding operation at VHF



To achieve high frequency operation in a Gm-C integrator a common feature, shared by a number of candidate topologies is that the transistor parasitic capacitances effectively load only the input or output nodes, this allows their effect to be included a part of the dominant pole created with the integration capacitor. For these types of topologies the highest frequency pole that can be realized is due solely to the Gm of the transistor driving the parasitic capacitance of the output stage itself and that of the following input stage. This limits the theoretical bandwidth of a particular implementation to approximately the Ft of the process used. Practically however the filter characteristics depend sensitively on the deviation of the Gm-C integrator frequency response from that of an ideal 1/s response. [2] has shown that small deviations of the phase shift from 90 degrees at the integrator unity gain frequency result in significant filter degradation. Deviations from the ideal response are caused by finite dc gain and higher frequency poles and zeros due to device parasitics. At VHF, another concern is the phase contribution from the high frequency poles, due to distributed channel resistance and gate capacitance. In [2] an optimum value of length of transistors (Lopt ) is derived to make phase error small. However a square law V to I conversion is assumed. For short channel devices [3] the conversion is more linear than square because of velocity saturation at higher values of electric field. In this regime we have the drain current as : ID =



μ n Cox 2



W (Vgs − Vt ) ESAT



(2.1)



Where Esat is the value of electric field at which carrier velocity saturates. Using (2.1), and proceeding along the same lines as [2] , we have for a differential pair.



1 θ 8 wug L = (Vgs − Vt ) − Qint. L 15 μ n Esat
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(2.2)



Here θ is a parameter that takes into account the channel length modulation, such that



θ = λ L . The value of L at which phase error at fug is zero is given by : 1/ 2



⎛ 15θμ n Esat ⎞ L=⎜ (Vgs − Vt ) ⎟ ⎜ 8w ⎟ ug ⎝ ⎠



(2.3)



Here we will explore the detailed frequency responses of the various candidate high speed Gm-C integrator topologies to understand their frequency limitations. The optimum value of L in (2.3) ensures a very high value of quality factor. However, our analysis here will be in a regime where we can tolerate a certain amount of phase error, while keeping the length to minimum. So we will neglect the phase contribution from distributed channel resistance and gate capacitance. First we will explore a modified differential pair, followed by the differential pair with the tail source omitted, and then examine a recent topology using current domain processing due to [4]. We then compare our analytic work to simulations and conclude by assessing the relative advantages and disadvantages of these topologies for high frequency applications.



2.2 Frequency Analysis of topologies



a) MODIFIED DIFFERENTIAL PAIR AS TRANSCONDUCTOR: The circuit in Fig. 2.1(a) may be used as a transconductor at VHF, owing to the absence of internal nodes. This topology suffers from poor linearity. However, it has certain advantages. Unlike the conventional differential pair it does not require a biasing circuit and as we shall prove its phase response is similar to that of the conventional differential amplifier. The small-signal model is shown in Fig.2.1(b). Here we explore the fundamental limitations of the circuit, so Rs is assumed to be negligible. Phase contribution from zeros due to Cgd capacitances is also neglected. Assuming rds1||rds2 >> 1/gm2, M1=M3, M2=M4 and C1, C2 << Cint. we have vout (v2 − v1 ) = vid vid vout g r(2gm2 + s(C1 + C2 )) = − m1 vid 2 (rCint. (C1 + C2 )s2 + Cint. (1+ 2gm2r)s + gm2 )
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(2.4)



Figure 2.1(a). Modified differential pair



Where C1=Cdb1+Cdb2+Cgs2+Cgs4, C2=Cdb3+Cdb4 and r=rds1||rds2 Assuming, Cint.2 (1 + 2 g m 2 r ) 2 >> 4 g m 2Cint. (C1 + C2 ) r



This



system



has



two



poles



at



(2.5)



gm2/(Cint.(1+2gm2(rds1||rds2)))



and



(1+2gm2(rds1||rds2))/((C1+C2)(rds1||rds2)). The former being the dominant pole. There is a zero at -2*gm2/(C1+C2) which partially compensates the later pole. As 2gm2(rds1||rds3)>>1, the compensation is almost complete. Assuming tan-1(x) =x, at smaller values of x, the phase error at unity-gain frequency is given (approximately) by:



Δφ =



1 g m1r



+



g m1 (C1 + C2 ) 8rCint g . g m 2 2



(2.6)



First term is due to the finite dc gain, while second term is because of the pole-zero doublet. As we increase the fug by decreasing Cintg. phase error contribution from the second term becomes dominant. Thus, for low values of Cint. phase is process sensitive. Hence, the usable frequency is limited by the desired quality factor. Note that other term is also process sensitive, but at very low values of Cintg process dependence of the second term dominates.
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Figure 2.1(b) Small-signal equivalent of the circuit in Fig. 1(a)



b) DIFFERENTIAL PAIR WITHOUT TAIL CURRENT Owing to the absence of tail current, the topology proposed in [5] (shown in Fig. 2.2(a)) has poor CMRR. However, this topology has certain merits. Absence of a tail current ensures more voltage headroom, which is especially relevant with decreasing supply voltage as technology advances. Also, this implies more gate overdrive voltage, resulting in better linearity. The small signal equivalent of the half circuit is shown in Fig. 2.2(b).



Assuming, M1=M3 and M2=M4. Also, gm2>>1/(rds1||rds2) for VHF. vout g m1r ( sC1 + 2 g m 2 ) =− vin ( sC1 + g m 2 )( sC2 r + 1)



(2.7)



where C1=Cgs2+Cgs4+Cdb2+Cdb1, C2=Cdb3+Cdb4+2*Cint and r=rds3||rds4 Phase error at fug, is given as: Δφ =



( g ds 3 + g ds 4 ) g m1C1 − 2 g m1 g m 2 C2



(2.8)



The first term is due to the finite dc gain, while second term is the phase shift due to the doublet. Like topology A, the phase response here is process dependent. As Cintg. tends to a small value the phase error due to the second term dominates.
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Figure 2.2(a). Pseudo-differential pair without current source



. Figure 2.2(b). Small signal equivalent of the circuit in Fig. 2(a)



c) TOPOLOGY USING CURRENT-MODE CIRCUIT The topology proposed in [4] is shown in Fig. 2.3(a) and Fig. 2.3(b) shows the corresponding small-signal equivalent. This circuit is interesting for two main reasons. First, since signal processing is done in current domain, it results in high bandwidth.
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Second, use of polysilicon resistors ensures high linearity and hence prevents phase deviations for large signal level. The effective transconductance of the circuit is given by: Gm =



gm2 1 + gm2 R



(2.9)



For very high frequency applications, we need a large Gm value, so we take R to be small, even though this limits the linearity. vout = −( g m 3vgs 3 + g m 6 vgs 5 )( rds 3 || rds 6 || C2 )



(2.10)



Under the assumptions: a.) For high frequency applications gm2>>1/(rds1||rds2) and gm5>>1/(rds4||rds5). b.) Impedance at the input node is bootstrapped to a high value, so we can drive the transconductor with a low Rs voltage supply. c.) M1=M2=M3=M4=M5=M6 (gm1-gm6 are all equal to gm) d.) Zeros due to gm/Cgd occur at a much higher frequency, however phase shift caused by pole due to miller component of Cgd is taken into account. vout g m r ( sC1 + 2 g m ) =− vid ( sC1 + g m )( sC2 r + 1)



(2.11)



where C1=Cdb4+Cdb5+Cgs5+Cgs6+Miller (Cgd5) , C2= Cdb3+Cdb6+2*Cint. and r=rds3||rds6. The phase error at unity gain frequency (fug) is: ⇒ Δφ =



g ds C1 − g m C2



(2.12)



The first term is the phase lead due to finite dc gain. The second term is due to doublet of the transconductor caused by the pole at the drain of M5.
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Figure 2.3(b). Small signal equivalent of the current-mode circuit



Figure 2.3(a)



. Half-cell of a current mode circuit used as an integrator.
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2.3 Simulation results for the phase error analysis at VHF As we increase the unity gain frequency of the integrator by making Cintg small, contribution from the second term in each of (2.6),(2.8) and (2.12) increases. This term being heavily process dependent causes the phase to vary with process, more dominantly for lesser value of Cintg. However, for topology A, the phase dependence is lesser because of the presence of a large term in denominator of the second term. The second term in (2.6) for topology A is lesser than the corresponding term for other two topologies by an order of gmrds times, making it the most robust to process variations and thus increasing its usable unity gain frequency.



Figure 2.4. Process variation of the phase error Vs. integrating capacitor used



Change in the phase error at unity gain frequency was observed by simulation, as the process corner is changed from slow to fast. As Cintg is increased the process dependence of the phase reduces ( Fig. 2.4 ). For topology A the phase variation is observed to be within .5 degrees for Cintg more than 200fF, while for topology C for a similar phase robustness we need an integrating capacitor of twice the value. For topology B the phase response is still worse, because in the design we took gm1>gm2 (see Equation (2.8)). For an application, the minimum tolerable value of quality factor puts a 11



lower limit on the usable value of integrating capacitor, and hence limits the unity gain frequency. We have analyzed 3 different integrator topologies proposed for use in Gm-C filters and derived analytic expressions for the phase error at unity gain frequency. The relative sensitivity of the phase cancellation by doublets is presented subject to common and reasonable assumptions.



This allows improved understanding and relative



assessment of the merits of each in terms of bandwidth and process sensitivity for a wide variety of high frequency applications.
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Chapter 3: A VHF OTA-C topology utilizing non-ideal current source for phase error correction 3.1 Proposed VHF OTA-C topology



From frequency analysis of topologies in chapter 2, we concluded that for VHF applications choice of OTA-C topologies is restricted to ones which lack internal nodes [2] ,[8]-[9]. The topology proposed in [8] is among the most promising. Apart from good high frequency response some of the advantages of this topology are: First, Output common mode level is stabilized by diode connected PMOS transistors, which eliminates the need of expensive CMFB and CMFF circuits.



Second, use of cross-coupled



differential pairs results in high linearity. Also, constant tail current ensures that for longchannel devices the phase error is small even as the transconductance is varied. However, this topology does not ensures a small phase error for short-channel devices. For this OTA, the transconductance is given by: Gm=2KVB



(3.1)



Where VB which is the difference between gate overdrive voltages of the two differential pairs, is used to tune the Gm.. The circuit presented in this section is derived from this topology. Instead of the VB we propose to use the difference between their tail currents to tune the Gm. of the OTA cell. The proposed OTA cell is shown in Fig. 3.1. The tail current difference is in turn controlled by Vtune. At the source end of M13-M14 a non-ideal current source is used to achieve robustness of phase with Gm. The non-ideal current source is represented by a Norton equivalent model. Biasing and tuning in current-mode (Fig.3.2) ensures good PSRR. The topology offers a large dc gain, as the resistance seen looking into the drain of differential pairs M5-M8 is compensated by negative resistance of the cross coupled PMOS transistors M1-M4. The topology offers a large dc gain, as the resistance seen looking into the drain of differential pairs M5-M8 is compensated by negative resistance of the cross coupled PMOS transistors M1-M4.
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Fig. 3.1. Proposed OTA with a non-ideal current source for robust phase response.



Fig. 3.2 Current-mode biasing for f-tuning voltage and VCQ.
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3.2 Phase robustness with Gm tuning.



The phase error at fug is given by:



Δφ =



1 wug rCint g



(3.2)



r=2(RN||rds5,7||rds6,8), RN being the negative NRL resistance.



⇒ Δφ =



1 1 1 + + RN rds 5,7 rds 6,8



(3.3)



( gm6 − gm5 )



Let us say, initially the NRL resistance fully compensates the NMOS resistance, we calculate deviations ( Δ ) from this ideal case as Vtune is varied. 1 1 1 = gm2 + + − g m1 RN rd s 1 rd s 2



Assuming M5=M7, M6=M8, and applying approximation



(3.4)



1 + x ≅ 1 + x / 2 change in



NRL is given by : Δ(



λ (ΔId 5 + ΔId 6 ) ( K1 − K2 )[ΔId 5 + ΔId 6 ] 1 )≅ − RN 1+ λVds1,2 2(Id 5 + Id 6 )



(3.5)



Since, initially we assumed NRL to be compensating rds5,7||rds6,8 completely, order of ( K1 − K 2 ) / 2( I d 5 + I d 6 )



is same as that of λ , while Δ I d 5 and Δ I d 6 vary with opposite



signs. Thus NRL resistance is practically constant as Vtune is varied. Resistance seen looking into the drain of the diff. pairs changes with f-tuning, according to the equation:



Δ(



λ ΔI d 5 λ ΔI d 6 1 )≅ + 1 + λVds 5,7 1 + λVds 6,8 rds 5,7 || rds 6,8



(3.6)



Since variation in RN is small, for a robust phase we require the positive resistance variation shown in (3.6), to be ideally zero even as Vtune is varied. Assuming M9=M10, 15



M11=M12, M13=M14 (3.6) implies the following condition on changes in drain currents of M13 and M14.



ΔIds13 (1+λVds5,7 ) (1+ λ 'Vds10 ) (1+ λ 'Vds11) =− ΔIds14 (1+ λVds6,8) (1+ λ 'Vds9 ) (1+ λ 'Vds12 )



⇒



ΔI ds13 ≅ −(1 − λVB ) ΔI ds14



(3.7)



λ ' .is the channel length modulation parameter for M9 -M14. Since bandwidth of OTA is determined by high speed operation of M5-M8, minimum L (for a given technology) for these transistors implies λ > λ ' . We ignore the effect of λ ' and higher order λ terms. VB is the difference in the overdrive voltages of the two differential pairs and,



ΔI ds13 , ΔI ds14 in (3.7) are the changes in drain currents of M13 and M14 as Vtune is varied (f-tuning), neglecting channel-length modulation. For purpose of simplicity we consider two extremes of a current source: a.) Current source is ideal For modern day transistors, with larger value of λ an ideal current source does not satisfy the condition (3.7). Thus, use of an ideal current source can not ensure small phase error as the frequency is tuned. b.) A small-valued resistance Assuming the square I-V law to be valid for transistors and assuming ΔVY << ΔVtune and K13=K14, we have :



(V − VCQ − VTH ) ΔVY ΔI ds13 ≅− Y ΔI ds14 (VY − Vtune − VTH ) ΔVtune



(3.8)



and



ΔVY = − RΔI



(3.9)



VY is the voltage at the source end of M13-M14. I is the current through the resistor R. Combining (3.8) and (3.9) and assuming that



ΔI = ΔI ds14 16



We have



ΔI ds13 ≅ −2 RK13 (VY − VCQ − VTH ) ΔI ds14



(3.10)



Combining this with (3.7) the condition for zero phase error is:



2RK13 (VY − VCQ − VTH ) = (1 − λVB )



(3.11)



As the frequency is tuned by changing Vtune, both VB and VY vary, but in opposite sense, so (3.11) remains valid over a wide range of Vtune values. Since for a small resistor value the change in VY is small compared to change in VB , a necessary condition for phase robustness is 2 RK 13 >> λ . This equation puts a limit on the minimum possible value of R we can use, for a given process. Condition in (3.11), must be satisfied for phase error to be small. Any mismatch between the two sides of (3.11) can be adjusted by varying the value of R, hence R is used for Q-tuning. For transistors with appreciable channel-length modulation, a carefully chosen value of R results in small phase error over a larger range of transconductane values than an ideal current source. Note that in the proposed circuit none of the internal nodes carry a high frequency signal.



3.3 Simulation results: a) RESULTS FOR PROPOSED CIRCUIT : Verification of this theory was done in .18u CMOS process. The circuit in Fig. 3.1 was designed for a nominal unity gain frequency of 750MHz. with an integrating capacitor of .1pF. Unity gain frequency was then varied from 250MHz to 1.2GHz by changing Vtune (280mV to 600mV),VCQ=700m. In the design the total tail current (M9 and M10) is 1.8mA at the nominal point. Values of IC=0 and R=200 Ω give a desirable phase response in this process. The simulated phase response is shown in Fig. 3.4. The phase error is within ± . 3 0 over this frequency range. It is well compensated with a
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Fig. 3.3. Variation of NRL conductance (magnitude), conductance looking into the drain of differential pairs and net conductance across integrating capacitor (actual value +.48mS).



Fig. 3.4. Comparison of phase error between proposed OTA (slow, fast and typical corners) and OTA in [8].
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Fig. 3.5. Gain and phase plots for proposed OTA with unity gain frequencies tuned from 300M to 1.2G



convex profile. This is because of a similar variation in 1/(rds5,7||rds6,8) while RN is relatively constant (Fig. 3.3) with f-tuning as suggested by equation (3.3). To measure process sensitivity of the circuit it is simulated at slow and fast process corners also. It is observed that to attain low phase error around the nominal frequency the resistor R need to be adjusted to 110 Ω and 350 Ω for slow and fast process corner respectively. Phase error at slow corner is from



− .3 0



to



+ .3 5 0



with over 400MHz to



770MHz. fug range. For fast process corner the phase error is within ± .3 0 with a fug range of 550MHz to 1.1GHz. For performance comparison the topology in [8] is simulated in the same process with similar bias condition and with same nominal fug. The corresponding phase performance at typical process corner is shown in Fig. 3.4. For a phase error of ± .3 0 the fug range is from 600MHz to 850MHz. To conclude the comparison, for the same allowable phase error, the frequency range of the proposed OTA is almost four times of that of OTA in [8]. Note that for stand-alone integrators RHP may cause instability, but integrator applications usually involve feedback which leads to stabilization. So in our analysis we considered positive phase error also as a possible region of operation.
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b)



PROPOSED CIRCUIT USED IN NOTCH-FILTER



Fig. 3.6. Block diagram of the notch filter, implemented using C=100f and Gm =2m (typically).



Fig.3.7 Frequency response of notch-filter as unity-gain frequency is tuned from 660Mz to 1.4GHz.
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For initially targeted phase error of .3 degree the attenuation in the notch filter should have been more than 40dB, but it so over a very small frequency range, this is because of sensitivity of the circuit to the common-mode input level.
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Chapter 4: An OTA cell using an additional circuit with similarly varying gds. 4.1 Additional circuit and resistance matching



The PSRR of the circuit proposed in chapter 3 may not be satisfactory for some applications. In this section we propose a topology with an improved PSRR. The inbuilt phase correction ensures small phase error with Gm tuning. This we achieve by adding a circuit in parallel with the cross-coupled differential pair. With gm-tuning magnitude of gds of this additional circuit varies in the similar manner as the gds of the diff. amp. circuit, but with opposite polarity. Thus the total sum of the two gds (diff. amp. circuit and added circuit) remains constant. As mentioned previously, the phase error is given as :



⇒ Δφ =



1 1 1 + + RN rds 5,7 rds 6,8 ( gm6 − gm5 )



(4.1)



Here RN is the negative PMOS resistance. In (2.5) we prove that as long as the net tail current remains constant the value of the NRL (negative resistance load) will remain constant. Since, with f-tuning we keep the tail current constant, the phase error will be due to variation in the positive NMOS resistance. The variation of this NMOS resistance with f-tuning is given by :



Δ(



⇒ Δ(



1 rdifferential _ pair



1 rdifferential _ pair



)≅



λ ΔI d 5 λ ΔI d 6 + 1 + λVds 5,7 1 + λVds 6,8



(4.2)



)≅



λΔI λ ΔI − 1 + λVds 5,7 1 + λVds 6,8



(4.3)
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Thus we need a resistance which varies as :



⇒ Δ(



1 radditional _ circuit



)≅−



λ ΔI λ ΔI + 1 + λVds16 −19 1 + λVds 30 − 33



(4.4)



For this we add a block as shown in Fig. 4.1. To satisfy the above condition we need that the source voltage of M17-M20 varies similar to the source voltage of the M6,M8 differential amplifier. Similar condition applies on M30-M33 and the M5,M7 differential amplifier. The conditions to ensure these voltage variations are:



a) As the current I5 (I6) increases, source voltages of M6, M8 (M5,M7) will decrease. Source voltages of M16-M18 will increase, while the source voltage of M30-M33 will decrease. Hence the branch through which I5 flows, the variation is similar to Vds 6,8 and vice-versa. b) By choosing a value of 1/R1 and 1/R2 that are close to transconductance values gm1 and gm2 at the nominal tuning frequency. Equation of a straight line is y = mx + c . For two voltage values (say y ) to match with tuning we must ensure that the they match at a point (say at y=0) and the slope of variation ( m ) is same. Here dc currents Ib1 and Ib2 are needed to match the value of the voltages at a certain operating point and resistances take care of the slope.
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4.2 Q-tuning and f-tuning



Here the Q-tuning and f-tuning are done in the way similar to previous topology. Qtuning is done by changing the tail current through M13-M14 differential pair. While ftuning is done by changing the differential voltage of the PMOS differential pair. Note that as the tail current is changing with process variation the voltages across the resistors change in opposite manner to the corresponding source voltage of differential pair. But, despite this the response is good. This is because for the additional circuit resistance to cancel the variation in resistance of cross-coupled differential NMOS resistance, the quantity VS (M16-M19) – VS (M30-M33) must be same as the difference in source voltages of the two differential pairs. This may be proved as :



.



λ Δ I 5,7 λ Δ I 6,8 λ Δ I16 −19 λ Δ I 30 − 33 + = + 1 + λVds16 −19 1 + λVds 30 − 33 1 + λVds 5,7 1 + λVds 6,8



⇒−



λ 1 + λVds16 −19



+



λ 1 + λVds 30 − 33



=



λ λ − 1 + λVds 5,7 1 + λVds 6,8



(4.5)



(4.6)



Neglecting higher order terms:



− λ (1 − λVds16 −19 ) + λ (1 − λVds 30 − 33 ) = λ (1 − λVds 5,7 ) − λ (1 − λVds 6,8 ) ⇒ Vds16 −19 − Vds 30 − 33 = Vds 6,8 − Vds 5,7



(4.7)



Thus the nature of the circuit is such that even if process change is there, the additional circuit is itself retuned. But, note that tuning the two tail currents also with Qtuning will further improve the circuit performance.
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4.3 Simulation results



Fig. 4.2. Phase error variation of the proposed topology and the topology in [4]



Fig 4.2 shows the phase error curves for the proposed topology and the circuit in [4] using similarly sized differential pair transistors. As is clear from the figure for lower values of frequency the proposed circuit provides good phase correction. The reason for this limitation is that the VDS of the added devices as a linear function (use of the resistances R1 and R2) of Id5 and Id6, which is not the case for differential pair transistor.
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Chapter 5: Linearity and phase error analysis of an OTA cell with robust Q and f-tuning. 5.1 OTA cell and robust Q/f tuning.



The phase error correction method adopted in chapter 4, leads not only to more devices, but also more power dissipation. Also, the use of resistors to mimic transistors leads to phase error correction that is not exact. In this section we try to reduce this phase error variation. Also, we try to relate phase error and linearity, which is another important performance parameter for an OTA cell. The proposed OTA cell with better phase response is shown in Fig. 5.1. The overall transconductance of the cell is given by: Gm =



2 K 6 ,8 I 6 ,8 −



2 K 5 , 7 I 5 ,7



(5.1)



Where, Ki,j is transconductance parameter of transistors Mi and Mj. Unlike [8] where voltage between the source terminals of differential pairs is used for Gm-tuning, we vary the unity gain frequency by changing the tail currents. Vtune is used for f-tuning by changing the difference in tail currents. This ensures an f-tuning, which is process insensitive compared to [8], in which the tuning voltage is dependent on Vgs of the device. Q-tuning is also done in current mode, by changing the total tail current (IQ) of the differential pairs. It makes the Q-tuning robust against supply variation. Note that, in the proposed topology the tuning circuits are decoupled from the main amplifier and hence, reduces the stack of transistors.



5.2 Phase error reduction by resistance cancellation at a nominal operating point. The NRL resistance (RN) due to PMOS transistors M1-M4, compensates the positive rds resistance of M5-M8 differential pairs. This results in low output conductance and hence good phase performance. The phase as a function of frequency is given by :



φ = tan −1 (wrCint g )
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(5.2)



Fig. 5.1. Proposed OTA with current-mode frequency and phase tuning.



As the tail current IQ remains constant with f-tuning, so (ΔId 5 +ΔId 6 ) = 0 . Hence, RN doesn’t varies with frequency tuning. The resistance seen looking into the drain of differential pairs changes as:



Δ(



λ ΔI d 5 λ ΔI d 6 1 )≅ + 1 + λVds 5,7 1 + λVds 6,8 rds 5,7 || rds 6,8



(5.3)



Since, RN is constant with f-tuning, in order to have a constant phase we ideally need : Δ(



⇒



rd s 5 ,7



1 )=0 || rd s 6 ,8



ΔI ds 5 ≅ −(1 − λVB ) ΔI ds 6



(5.4)



VB is the difference between the source voltages of two differential pairs. Since, Δ I d s 5 = − 1 the above condition is satisfied at VB=0. But, as VB changes with Δ I ds 6



f-tuning, the condition in (5.4) is not satisfied over the entire Gm range. However, if we can ensure that the operating point VB=0 is within the frequency region of interest the phase error variation with f-tuning can be reduced. For similarly sized transistors VB=0,
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will mean zero transconductance, thus for VB=0 to lie at a nominal Gm value (say at the middle of the range), we must size the two differential pairs differently. Depending on the location of this VB=0 point, the phase error variation over the Gm range can be controlled, by sizing of the two differential pairs. Note that in [8], the use of drain to source voltage of a transistor as VB , makes VB unipolar. Hence, the phase error reduction technique can not be applied to Schaumann’s OTA. Unipolar VB also means lesser tuning range.



5.3 Linearization of OTA-cell The output current for a differential pair is given by :



vd ) 2V dsat Here vd is the small signal differential voltage, ID is the dc current and Vdsat is the overdrive voltage. Applying taylor series expansion we have : iod =



2 KI D v d 1 − (



iod = g m v d −



gm vd 3 2 8V dsat



(5.5)



For the case of two cross-coupled differential amplifiers , the output current is given as:



⎛ g gm2 iout 1 − iout 2 = ( g m 1 − g m 2 ) v d − ⎜ m2 1 − 2 ⎝ 8V dsat 1 8V dsat 2



⎞ 3 ⎟ vd ⎠



(5.6)



Out of various OTA linearzing techniques have been proposed in the literature [11], this is a popular one for VHF applications. This technique requires:



K 5,7 K 6,8



=(



I d 5,7 I d 6,8



)



1 3



(5.7)



This condition can only be satisfied at a nominal operating point, as current ratio is not constant with Gm-tuning. As is clear from (5.6), for large value of fug widely different tail currents encourage the use of differential pair transistors with skewed size. Thus, both the linearity and phase error variation determine the optimum sizing of differential pairs.
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5.4 Simulation results The technique proposed in this section was verified in a .18u CMOS process.



Fig. 5.2. Change in phase error with frequency tuning for different size ratios.



The design was done for a nominal frequency of 600MHz, with an integrating capacitor of .1pF and IQ=3.2mA. (W/L)5,7 =16u/.18u was kept fixed while (W/L)6,8 was changed, such that the size ratio (W5,7/W6,8) varies from 1 to 1.6. Unity-gain frequency is tuned from typically 250MHz to 1GHz. Fig. 5.1 shows the phase error variation with frequency tuning. The optimum transistor size ratio for low phase error variation is found to be 1.3. At this value the phase error is within .5 0 as fug is tuned from 250MHz to 1GHz. For linearity measurement, third harmonic distortion is measured for a differential input signal (vid) of 400mV. Fig. 5.2 shows the variation in linearity for different transistor size ratios, as the unity-gain frequency is tuned. Size ratio of 1.2 is optimum for good linearity performance. For this ratio the HD3 is always less than -40dB.
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Fig. 5.3. Variation in third harmonic distortion with frequency tuning, for different size ratios.



31



REFERENCES [1] T. Georgantas, Y. Papananos, and Y. P. Tsvidis, “A Comparative Study of Five Integrator Structures for Monolithic Continuous-time Filters”, in Proc. IEEE ISCAS, vol. 2, pp. 1259-1262, May 1993. [2] H. Khorrambadi and P. R. Gray, “High-frequency continuous-time filters”, IEEE J. Solid-State Circuits, vol. 19, pp. 939-948, Dec. 1984. [3] A Review of MOS Device Physics©1996 Thomas H. Lee, rev. September 26, 2001. [4] A. Gharbiya, and M. Syrzycki, “Highly linear, tunable, pseudo differential transconductor circuit for the design of Gm-C filters” in Proc. IEEE CCECE Conf., vol. 4, pp. 521-526, 2002. [5] A. W. M. Snelgrove, and A. Shoval, “A balanced 0.9 um CMOS transconductanceC filter tunable over the VHF range” IEEE J. Solid-State Circuits, vol. 27, pp. 314323, March 1992. [6] R. L. Geiger and E. Sinchez-Sinencio, “Active filter design using operational transconductance amplifiers: A tutorial,” IEEE Circuits Devices Mag., vol. 1, pp. 20-32, Mar. 1985. [7] E. J. van der Zwan, E. A. M. Klumperink, and E. Seevinck, "A CMOS OTA for HF filters with programmable transfer function", IEEE Journal of Solid-State Circuits, vol. 26, No. 11, pp. 1720-1724, November 1991. [8] S. Szczepa´nski, J. Jakusz, and R. Schaumann, “A linear fully balanced CMOS OTA for VHF filtering applications,” IEEE Trans. Circuits and Systems, II, vol. 44, pp. 174–187, Mar. 1997. [9] B. Nauta, “A CMOS transconductance-C filter technique for very high frequencies,” IEEE J. Solid-State Circuits, vol. 27, pp. 142–153, Feb.1992. [10] K. Yadav and K.D. Pedrotti “Investigation of the High Frequency Operation of Gm-C Integrators for Continuous Time Filters” accepted for ICCCAS2006. [11] Y. P. Tsividis, “Integrated continuous-time filter design-an overview,” IEEE J. Solid-State Circuits, vol. 29, no. 3, pp. 166–176, Mar. 1994. [12] A. N. Mohieldin, E. Sánchez-Sinencio, and J. Silva-Martínez, “Nonlinear effects in pseudo differential OTAs with CMFB,” IEEE Trans. Circuits Syst. II, Exp. Briefs, vol. 50, no. 10, pp. 762–770, Oct. 2003. [13] J. M. Khoury, “Design of a 15-MHz CMOS continuous-time filter with on-chip tuning,” IEEE J. Solid-State Circuits, vol. 26, no. 12, pp. 1988–1997, Dec. 1991. [14] S. D. Willingham, K. W. Martin, and A. Ganesan, “A BiCMOS low distortion 8-MHz low-pass filter,” IEEE J. Solid-State Circuits, vol. 28, no. 12, pp. 1234–1245, Dec. 1993. [15] A. Nedungadi and T. R. Viswanathan, “Design of linear CMOS transconductance element,” IEEE Trans. Circuits Syst., vol. CAS-31,no. 10, pp. 891–894, Oct. 1984 [16] Z. Wang and W. Guggenbuhl, “A voltage-controllable linear MOS transconductor using bias offset technique,” IEEE J. Solid-State Circuits, vol. 25, pp. 315–317, Feb. 1990. [17] S. Takagi, T. Anazai, and T. Yanagisawa, “A differential input/output integrator without PNP transistors and its applications to leapfrog filter synthesis,” in Proc. IEEE Int. Symp. Circuits Syst., 1988, pp. 2855–2858.



32



Conclusion: Any Gm-C cell is usually accompanied by a f-tuning and Q-tuning block to take care of process variation of frequency and phase. However, if phase error can be made independent of Gm tuning , we need only one Q-tuning circuit for an all the integrators on a filter. In literature, some circuits have been proposed to accomplish this. But none of them works well for sub-micron devices, which have large channel length modulation parameter. This thesis analyses the problem and proposes some new ways of reducing phase error variation with Gm tuning.
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