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Inferring Residential Location Preferences Using a Sorting Model



Abstract This paper describes a new approach to modelling the residential choice decisions of households. We show that by modelling the competition for available housing as an explicit sorting problem (rather than a utility-maximization problem), it is possible to infer information about housing and neighbourhood preferences using currently observed choices (i.e. current household locations). There are several distinct benefits stemming from this approach. From a theoretical point of view, we note that explicitly modelling preferences and supply obviates the need to model the effect of price, or assume that observed choices are ‘optimal’ (in a utility-maximizing sense). This is particularly valuable for researchers interested in the factors influencing housing preferences, but not in macro-economic factors such as credit availability which affect house prices but (arguably) not housing preferences. From a practical point of view, the model can be estimated using widely available aggregate census data, and, because of the size and spatial coverage of such data, very detailed models can be estimated. Results obtained by applying the technique to both synthetic and real data (for households in Sydney, Australia) are presented. [NOTE TO REVIEWERS: This pdf is the colour/online version, figures will not grayscale if you b+w print, so please view them on-screen or colour-print them.]
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Introduction



Since the pioneering work of Quigley (1976) and McFadden (1978), there have been many studies that have adopted utility-maximizing discrete choice models to model the residential location choices of households. There are many advantages to using this approach. In particular, it provides a common analytical framework for identifying the relative importance of different factors in shaping household location decisions. However, despite technological advances that have made possible the collation and analysis of detailed spatial data sets, data-availability, and in particular, the difficulty & cost of obtaining house price data are still major issues preventing more widespread analysis of residential choice. Limited availability of data still prevents many modern studies into residential choice from detecting small-scale variation in household location preferences. This is troubling, as the importance of neighbourhood and even street level effects is generally accepted. In standard discrete choice models, households are assumed to engage in optimizing behaviour: trading off the utility of features such as house location and house size against the disutility (i.e. the cost) of obtaining those features in such a way as to maximize their total utility. Observed households, by definition, obtain their utility-maximizing choice. In this paper, we show that it is possible to infer the residential preferences of households from observed data by posing the problem differently, and that there are several distinct benefits that result from doing this. In our approach, households are assumed to choose the most desirable location available given the choices already made by households with a greater housing budget. Such a model requires explicit accounting of both supply (i.e. available dwellings) and household preferences, as well as a means of reconciling the mismatch between these (i.e. of sorting households into available dwellings given 2



clashing preferences). Importantly, however, it does not require price information. This may seem somewhat counter-intuitive, but price is the mediator of supply and demand, and when supply and demand are explicitly accounted for, price becomes unnecessary. In other words, by explicitly modelling the choice process (i.e. the sorting of households into dwellings), we show it is possible to avoid the need to know prices, provided one can specify the order in which households get to choose1 . This is an important development because limited availability of house price data often forces choice modellers to resort to coarse partitioning of the region/city under study into a small number of sub-regions. A price index, a hedonic price model, or something similar, is then estimated for each sub-region. The coarse partitioning results in valuable locational information being lost, that can be only partly mitigated through the use of locational attributes (crime rates, local school performance, etc.), which capture some of the within sub-region variation in prices and choice utility (see Bhat and Guo (2004) for a good example of this approach). The technique we propose makes it practical to estimate spatially fine-grained choice models for an entire metropolitan region in the presence of heterogeneous household preferences, using only widely available census-style data. The technique thus has tremendous potential to enable the widespread estimation of residential choice models. It can be used in isolation, in those instances where data unsuitable for a more traditional analysis is available, or in conjunction with more traditional methods involving cross-sectional or longitudinal data together with price information. We begin, in Section 2, with a brief review of some existing work on residential choice, before proceeding to develop our new technique in Section 3.
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Existing work



Despite the valuable information available in longitudinal data sets, the difficulties in obtaining and analyzing longitudinal panel data, and the spatial sparseness of such data, mean that there have been relatively few residential choice studies based on such data (but see Ioannides and Kan (1996), and Kan (2000)). Instead, most researchers have used cross-sectional data. The risks in doing so are well known, but there is often no more palatable alternative, and while it would be a brave soul who put a great deal of faith in the model coefficients obtained from such data, the consensus nevertheless seems to be that there are often valuable general insights to be gained, and so such analyses remain common. There are, for example, a large number of studies into residential location, dwelling, and tenure choice using multinomial logit choice models2 estimated on cross-sectional data. Examples include: Tu and Goldfinch (1996) in Lothian, U.K; Cho (1997) in Chongju, South Korea; Ben-Akiva and Bowman (1998) in Boston, U.S.A; Bayer et al. (2003) in San Francisco, U.S.A; Yates and Mackay (2006) in Sydney, Australia; Garci´a and Hern´andez (2007) in Spain; and de Palma et al. (2007) in Paris, France. Residential choice models are also part of larger land-use and transport models, such as UrbanSim (Waddell, 2000) and Anas’ RELU-TRAN (Anas, 2007). Regardless of whether longitudinal data or cross-sectional data are used to calibrate a model of residential choice, the spatial scale at which the analysis can occur is usually quite coarse. Information on house prices/rents is often unavailable, or unreliable without significant spatial 1 In 2 By



fact, we show that even a partial ordering will do, but more on this later. far the most common model structure employed in such studies.
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aggregation. Examples of studies with coarse spatial partition include: the cross-sectional Canadawide study by Skaburskis (1999) used city-wide dwelling price estimates; Ben-Akiva and Bowman (1998) used zonal median prices for eight zones in a cross-sectional study of households in Boston; Yates and Mackay (2006) used median prices and rents in a two-location (inner/outer city) model for Sydney; Cho (1997) used a low-quality/high-quality criterion for a binary spatial partition of location in Chongju, South Korea. Analysis at such coarse spatial scales is questionable when location, down to the neighbourhood level, can have a very large effect on house prices. While improvements in spatial data availability are already resulting in more disaggregated studies (see, for example, recent work by Bayer et al. (2003); Clark et al. (2006); Bhat and Guo (2007); de Palma et al. (2007)), data availability continues to be a major constraint on the development of spatially disaggregated discrete choice models. For studies interested in general inter-city or inter-regional household location decisions (such as Skaburskis (1999); Duncombe et al. (2001)), the use of spatially coarse rent/price measures seems to be the only practical option, and it is at least plausible that the use of such measures will not distort analyses of general inter-city trends too much. Within cities, however, it is difficult to accept that the location decision is adequately characterized by the subdivision of the city into only a small number of regions. Certainly, studies that include detailed dwelling specific variables (such as number of bathrooms), but resort to coarse spatial subdivisions, will likely suffer from significant contamination of non-locational parameter estimates due to the inadequate treatment of location. The technique we now develop provides a means of retaining such fine-grained spatial information.
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A residential sorting model



The conventional approach to analysis of residential choice is to adopt a random utility discrete choice framework. Under such an approach, there are a fixed number (say I) of distinct choices, each of which has an associated utility value Ui . The probability Pi of making choice i is taken to be the probability that Ui > Uk



(∀k ∈ [1 . . . I], k 6= i). The utility values of each choice are



themselves determined by variables describing the chooser and the choice, as well as a random error term3 . The key to such models is that each household’s observed choice is assumed to be their utility-maximizing choice. Having made this assumption, observed choices can be used to recreate (i.e. estimate) the underlying utility function being maximized. In this way it is possible to estimate that, say, a household is indifferent between paying $600,000 for a 3 bedroom detached house in a low-crime suburb with a good local school, or $350,000 for a 3 bedroom apartment in a medium-crime suburb with a poor local school. Given the utility-maximizing assumption underpinning discrete choice models, it is not possible (at least in a straightforward way) to talk about the degree to which households are able, or unable, to satisfy their preferences. It makes no sense, for example, to say that poor households are ‘displaced’ from their preferred dwellings or locations: they are instead just seen as more price-sensitive, and so ‘prefer’ cheaper dwellings. We approach things differently by separating underlying preferences from capacity to afford/obtain those preferences. Underlying preferences (i.e. choice probabilities Pi ) indicate which choices a 3 This is a necessarily terse description; a fuller treatment can be found in a number of standard references, such as Koppelman and Bhat (2006).
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(b) Reduced Choice/Chooser set after more privileged choosers have made their choice



Figure 1: A simplified illustration of an alternate choice modelling approach, where supply and budget constraints obviate the need for house price data. (a) shows 8 households ‘queuing’ to (probabilistically) select houses, (b) shows the remaining choices for the poorest 3 households after the first 5 households have made their choice. Though the initial (underlying) choice probabilities are fixed, because some choices are unavailable, choice probabilities for the remaining choices do change, as they must be normalized.



household would prefer, absent financial/budget constraints. In reality of course there are budget constraints, and so some choices will be unavailable because other households (with a higher budget for housing) have already taken them. Thus, our model is a sorting model where households with a greater budget for household get to choose first, and poorer households, though they may have the same underlying preferences, will be less able to satisfy those preferences if they overlap with those of richer households. They are thus ‘displaced’ from their preferred choices, and it is straightforward to talk about (or measure) how displaced households are from their preferred choices. Figure 1 gives a simple illustration of the basic idea, where the choice set consists of a complete enumeration of all choices, and households are sorted by housing budget. Given the preceding discussion, it should be clear that if households can be arranged by housing budget, and underlying preferences are known, then households can be allocated to the available dwellings. The task is to be able to reverse this, and infer underlying probabilities (the Pi ’s) given the final observed choice of each household, and the order in which those households got to choose. The discussion that now follows rests on the observation that if we can specify a likelihood function linking preferences and observed choices, preferences can be estimated by maximizing this likelihood function. Thus, the following sections (3.1-3.4) concentrate solely on the specification of likelihood functions. We begin the exposition by specifying a likelihood function for the case of homogenous preferences and completely observable choices. These unrealistic assumptions are progressively relaxed until we reach the point where a likelihood function is formed that can account for heterogeneity of preferences and can be evaluated with commonly available data. Choice probabilities are then estimated using both synthetic and real data (Sections 4 and 5), to demonstrate the applicability of the technique.
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3.1



Homogenous preferences, completely observable choices



Households are viewed as having a fixed housing budget, within which they pay for the most desirable house they can afford. Assume that there are N households ordered by housing budget (i.e. the jth household can outbid the kth household if j < k). In practice, the simplest way to do this is to order households by income. More sophisticated orderings are possible, taking into account household structure, age, or wealth, but these details are unimportant here – we require only that some such ordering is possible. Assume there are N dwellings (we ignore vacant dwellings), and let Pi be the probability that a household would choose the ith dwelling in the absence of competition (i.e. if all dwellings were available to them for selection). This is actually only the case for the first household (j = 1), but for each household it represents a ‘free choice’ probability. Given a free choice each household would select a dwelling and so we have N X



Pi = 1.



(1)



i=1



In practice however the ordering between households does not allow free choice and so these probabilities are modified by the distribution of available dwellings at the time the choice is made. If we let the function c(j) represent the dwelling actually chosen by household j, then the 0 probability that the jth household chooses the c(j)th dwelling for the constrained case, Pc(j) , is



given by 0 Pc(j) =



1−



Pc(j) Pj−1 l=1



Pc(l)



.



(2)



The denominator in this expression takes into account the gradual removal of dwellings from potential selection by households with a greater housing budget. Since the choices of each household, c(j), (j = 1, . . . , N ) are assumed known then the likelihood function for all selections is simply the product of the constrained choices of each household: L(P1 , P2 , . . . , PN ) =



N Y



0 Pc(j) =



j=1



N Y j=1



1−



Pc(j) Pj−1 l=1



Pc(l)



.



(3)



Here the likelihood is a function of the N variables Pi (i = 1, . . . , N ). It is important to note that because the choice of each individual household changes the choice set for subsequent households, it is not possible to calculate choice probabilities for an individual household without taking into account the choices of all households with a greater housing budget.



3.2



Heterogeneity of preferences



Housing preferences vary between households. This variation is usually modelled through variables describing a household’s age, income, education, and so on. Our approach is instead to segment the population (i.e. the choosers) into disjoint subgroups, within which preferences are assumed to be homogeneous. Heterogeneity of tastes is modelled by dividing households into M << N subgroups. As before we define free choice probabilities for each class of household and dwelling. Specifically let Pk,i be the probability that the kth household group would choose the ith dwelling
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in the absence of any competition, i.e. if all dwellings were available to them for selection. Given a free choice each household group selects a dwelling and so we have N X



Pk,i = 1,



(k = 1, . . . , M ).



(4)



i=1



Again the ordering of households limits the choices available. If we define the function g(j) to represent the household group containing the jth household then the probability that the jth household choose the c(j)th dwelling becomes Pg(j),c(j) . Pj−1 1 − q=1 Pg(q),c(q)



0 Pj,c(j) =



(5)



In this case the likelihood function becomes L=



3.3



N Y



Pg(j),c(j) . Pj−1 q=1 Pg(q),c(q) j=1 1 −



(6)



Partially observed choices



Thus far, we have assumed that each household’s specific choice is observable. In particular, we have assumed that c(j) is known, and this defines precisely the individual dwelling chosen by that household (i.e. c(j) takes values in the range 1 to N ). While this may be the case for panel and survey data, it is not the usual case for aggregated census data, which is the type this is most readily available. Thus it would be extremely useful if we were able to calibrate our model using such data. We now proceed to show that this is indeed possible. Suppose that we know, instead, only which of D classes of dwelling each household chooses (with D << N ). We define the function d(j) as the dwelling type selected by the jth household4 . (Note that 1 ≤ d(j) ≤ D for j = 1, . . . , N .) Let the total number of dwellings of type i be ni . Then D X



ni = N.



(7)



i=1



Since both households and dwellings are now grouped it is convenient to recast probabilities in terms of groups. Let Pk,i now represent the free choice probability of a household in group k selecting a dwelling in group i. We have then D X



Pk,i = 1,



(k = 1, . . . , M ).



(8)



i=1



Note that there are now D × M free probability variables. As usual, when individual households make selections, the number of dwellings reduces. If we let n0i,j represent the number of dwellings 4 Dwelling type is meant loosely here. Dwellings types may be defined by actual dwelling form (apartment, detached house), location (i.e. suburb), or other features. Provided that dwellings can be usefully grouped into D << N categories, the nature of the subdivision does not matter for the purposes of defining a likelihood function.
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in group i after j individual households have made their selections, then we have n0i,j



= ni −



j−1 X



δd(l),i



(i = 1, . . . , D)



(9)



l=1



where δij is the Kronecker delta. If the jth household belongs to the kth group (k = g(j)) and selects a dwelling in the ith dwelling group (i = d(j)),then the probability of this occurring is Pk,i n0i,j 0 . Pk,i = PD 0 l=1 Pk,l nl,j



(10)



As before, each selection is made independently and so the combined likelihood as a function of all M × D probabilities is



L(P1,1 . . . P1,M . . . PD,M ) =



N Y j=1



Pk,i n0i,j PD



l=1



Pk,l n0l,j



(11)



where it is understood that both household group, k, and dwelling group, i, indices inside the product are functions of the household index j (i.e. k = g(j), i = d(j)). This likelihood function represents the probability that the actual observed data d(j) would have occurred by chance given the free choice probability variables, Pk,i , (k = 1, . . . , M ; i = 1 . . . , D). It is worth further examining the dependence of L on the probability variables, as some simplifications can be made. First examine the numerator in (11) which can be written as the product of two terms N Y



Pk,i n0i,j =



j=1



N Y



Pk,i



j=1



N Y



n0i,j .



(12)



j=1



For the second term we can combine with (9) and show that N Y



n0i,j =



j=1



D Y



ni !



(13)



i=1



This expression follows because as every individual household, j, makes a selection, say a dwelling in group i, then the number left in that group reduces by one. After all N selections, all ni dwellings are taken and so the product over j in the left hand side of (13) must be proportional to ni !. The same argument holds for each group (i = 1, . . . , N ) and so the product over j is equal to a product of factorials over the dwelling groups. Note that this term is independent of both the selections of individual households and the free choice probabilities, Pk,i and does not influence the maximum likelihood solution. The first term in (12) can be simplified by introducing the term mk,i to represent the number PM of households in group k that select a dwelling in group i. (Note k=1 mk,i = ni .) Again the product over households can be broken down into a product over household and dwelling groups. Specifically we have N Y j=1



Pk,i =



M Y D Y k=1 i=1
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m



Pk,ik,i .



(14)



Combining (14), (13) with (12) the numerator of the likelihood function in (11) becomes N Y



Pk,i n0i,j =



j=1



M Y D Y



! m Pk,ik,i



k=1 i=1



D Y



! ni !



(15)



i=1



This expression is useful as an explicit dependence on individual selections, (i.e. product over j), is removed. It shows that the numerator in the likelihood expression only depends on the total number of selections of each household-dwelling group pair, through the variables mk,i which are measurable from the data. This expression for example can easily be differentiated with respect to variables, Pk,i , for use, say in a gradient optimisation algorithm. The combined expression for the likelihood can then be written QD m Pk,ik,i i=1 ni ! . QN PD 0 j=1 l=1 Pk,l nl,j



QM QD L(P1,1 . . . P1,M . . . PD,M ) =



k=1



i=1



(16)



In the denominator of the likelihood expression the product over individual selections j can also be rewritten using similar arguments, but in this case we have found no useful simplification. Indeed, unlike with the numerator, the denominator’s value will always depend on particular selections of individual households.



3.4



A practical approximate likelihood maximiser



There is one remaining obstacle that prevents us from evaluating the likelihood function in (11) on readily available data sets. Specifically, (11) requires that we know the functions g(j) and d(j) that specify the household group and dwelling type choice of the jth household. The most commonly available data, however, only provides aggregate count information for groups of households, not information about the dwelling choices of individual households. If we assume for simplicity that household income is our sorting variable,we then will only know the values in a table Hq,k,s (1 ≤ q ≤ D; 1 ≤ k ≤ M ; 1 ≤ s ≤ B), with the (q, k, s)th entry giving the number of dwellings of type q chosen by households in group k with household income falling within income bracket s. Given that income is reported only within particular brackets, it should be clear that the best that can be achieved is a partial ordering of households – by income bracket rather than by income. More formally, if we let b(j) specify the income bracket of the jth household, it should be clear that b is uniquely determined by H. This is so because we know that households are arranged by income bracket, and we can work out the exact number of households in each bracket by summing the relevant values in H. Our task now is to find a way to estimate P (free-choice probabilities) with the table H as the only observable. The ground-work we have done in Section 3.3 will aid us here, as we will show that with some simplifications, the problem can be reduced to essentially the same form as described in that section. At first glance, it appears that since we only know H (and not g or d), estimating P is more difficult than in Section 3.3. In Section 3.3, we showed that the likelihood of any particular P is obtainable provided one knows g and d. But knowing H is clearly not equivalent to knowing g and d: there are many g, d that are consistent with any given H. Treating g and d as unknowns,
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queue = [ ]//the queue of households, initially empty for s ∈ [1 . . . B]//for each sorting bracket subqueue = [ ]//the queue of households in this sorting bracket for k ∈ [1 . . . M ]//for each household type for q ∈ [1 . . . D]//for each dwelling type for n ∈ [1 . . . Hq,k,s ] //append household of type k in dwelling type //q and sorting bracket s to subqueue subqueue = subqueue + [(k, q, s)] endfor endfor endfor jumble(subqueue)//jumble up the subqueue into random order queue = queue + subqueue//now append the subqueue to the main queue endfor Figure 2: Pseudo-code for selecting an ordering of households and values for g, d consistent with 17. the problem could be treated as one of finding maximum likelihood P, g, d given observed H. But doing this in a straight-forward way is infeasible, as it requires the estimation of M × D × N × N parameters: M × D for the probability matrix P ; and N for each of g and d. While na¨ıvely treating g and d as unknowns is not useful, we can place constraints on g and d and make the task easier. In particular, we can require that g and d be consistent with observed H by making them satisfy Hq,k,s =



N X



δd(j),q δg(j),k δb(j),s



(17)



j=1



Equation 17 simply requires that g and d produce the same aggregate counts found in H. In other words, it ensures that if there are Hq,k,s households of type k and income bracket s observed in dwelling type q, then d and g are consistent with this. Requiring that (17) is satisfied greatly reduces the allowable values of the functions g and d, but there are still far too many allowable combinations (of P, g and d) to estimate jointly. A further simplification is required. Let us assume that, for fixed P , all g, d consistent with (17) are equally likely. This assumption reduces the problem to a form that can be easily tackled. With all consistent g, d equally likely, we can estimate the likelihood of any chosen P by simply averaging (11) over multiple ‘random samples’ of such g, d. All that is required to do this is a means of efficiently drawing g, d satisfying (17). Pseudo-code to draw a random g, d consistent with (17) is shown in Figure 2. The code in Figure 2 explicitely builds up a ‘queue’ of households to be sorted into dwellings. In the code, households are represented by the triple (h1 , h2 , h3 ), where h1 gives the household type (i.e. value of g(j)), h2 gives the dwelling type (i.e. value of d(j)), and h3 gives the income bracket. Generating such an ordering of households is clearly equivalent to specifying g and d. The routine produces random queue ordering subject to the constraints imposed by (17) by forming a queue consistent with (17) and then shuffling this queue (via the jumble function) within each income bracket. Shuffling within each income bracket is required to ensure that higher-income households always choose before lower income households. Having now developed and described a practical method of estimating free choice probabilities
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P given only aggregate count information H, we will now show the results of applying the technique to some synthetic data, where the underlying (true) probabilities and household ordering are known. This allows us to check whether the technique can recover underlying choice probabilities given only aggregate count information.
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Applying the technique – synthetic data



We conducted numerous synthetic experiments to determine how well underlying parameter values could be re-captured using the approach outlined in the previous section. Due to length constraints, we report on just one such synthetic experiment here, the results of which are consistent with other unreported synthetic experiments. A synthetic data-set was generated in the following way: 1. The number of dwellings of each of 121 different dwelling types was determined by drawing a value uniformly from the range [30, 1000]. There are 59292 dwellings in total. 2. There are three household groups of equal size, making



59292 3



= 19764 households in each



group. 3. Households within each group are divided evenly into three ‘housing budget’ brackets, with equal numbers of households in each bracket. 4. ‘True’ choice probabilities for each of these 121 dwelling types were randomly generated5 , for each of 3 different household groups. Figures 3a-3c show the true unconstrained free-choice probabilities for each of the three household groups. 5. Households of all types are arranged according to their ‘housing budget’ bracket, with the ordering of households within each bracket being randomly determined. 6. Each household is assigned (one at a time) to a particular dwelling group, by calculating the constrained choice probability of each dwelling group, and then drawing a dwelling choice from this distribution. Once this choice is determined, the choice probabilities for subsequent households are adjusted accordingly (to reflect the fact that a particular dwelling is no longer available). It is important to note that while in these synthetic examples, dwelling groups are defined purely by location (i.e. all dwellings in each ‘zone’ form a single dwelling group), this is done purely for ease of illustration. In practice, dwelling groups could be defined based on location and dwelling characteristics, as is the case for the non-synthetic example in the following section. Following the six steps described above allows us to determine the values in the table Hq,k,s . (For this particular case, note that 1 ≤ q ≤ 121, 1 ≤ k ≤ 3, and 1 ≤ s ≤ 3.) Once the synthetic data set is generated (producing H), estimates of choice probabilities can be obtained as outlined in the previous section (i.e. maximizing (11) for an ordering consistent with H). This is done by initially setting all choice probabilities equal, and then using a standard numeric optimisation 5 The exact scheme for doing this is a little involved, and in any case not important here, as Figures 3a-3c provide all the necessary information.
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(a) Household group 1



(b) Household group 2



(c) Household group 3



(d) Scales



Figure 3: True free-choice dwelling choice probabilities for three household groups, for each of 121 different dwelling groups. Values shown are actually proportional to choice probabilities, having been multiplied by the number of households of each type (19764) to avoid reporting numbers in scientific notation.
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(a) True probabilities



(b) Estimated probabilities



Figure 4: True and estimated free-choice dwelling choice probabilities for household group 1, for each of 121 different dwelling groups. Note: scale is identical to that in Figure 3a.



algorithm to find the maxima of (11)6 . The dwelling type choice probability estimates for each household group are shown in Figures 4-6, along-side the ‘true’ values. For those preferring numerical measures of fit, Table 1 reports the mean error in preference rankings, showing that on average, estimated preference rankings are ≈ 10 positions different to their true rankings, with rank errors reducing significantly (down to less than 3) for more preferable locations. We can see that while the exact values are not recaptured, they are recaptured at least well enough to closely approximate the true preference order, especially for highly rated preferences. This is especially impressive given that the data used to obtain the estimates is itself only one possible outcome from the stochastic process whereby households are allocated to households. That is, because synthetic households are allocated not deterministically, but according to draws from a probability distribution over possible choices, re-running the allocation procedure in step 6 with the exact same choice probabilities would result in different allocations, and, hence, different values in the table H. Top % of Preferences 100% 50% 20% 10%



Mean absolute rank difference 10.33 7.72 3.96 2.42



Table 1: Measures of how well true preference rank order is recovered in the synthetic examples shown in Figures 4-6. Table shows the estimated ranks of the top 10% of preferences are on average different by ≈ 2.42 positions from the true ranks. While the synthetic example presented in this section is not as complex as we would expect with real data, it is far from trivial. It requires, for example, the joint estimation of 363 choice 6 We use a simple gradient-free optimization algorithm. More sophisticated methods would doubtless result in faster convergence, but these proved unnecessary due to the acceptable convergence speed of the simpler method.
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(a) True probabilities



(b) Estimated probabilities



Figure 5: True and estimated free-choice dwelling choice probabilities for household group 2, for each of 121 different dwelling groups. Note: scale is identical to that in Figure 3b.



(a) True probabilities



(b) Estimated probabilities



Figure 6: True and estimated free-choice dwelling choice probabilities for household group 3, for each of 121 different dwelling groups. Note: scale is identical to that in Figure 3c.
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(a) True probabilities



(b) Estimated probabilities



(c) Scale



Figure 7: True free-choice dwelling choice probabilities for the first of four household groups, for each of 484 different dwelling groups. Values shown are actually proportional to actual per-dwelling probabilities, having been scaled up as in Figure 3.



probabilities (121 dwelling-type probabilities for each of the three household groups). More complex synthetic experiments were conducted (i.e. with more dwelling types, household groups, and sorting brackets), but presenting results for these more complex experiments would require a large number of figures, and for this reason, we have presented this simpler example. We should note though, that in all synthetic experiments, the technique was always able to approximately recover the ‘true’ underlying choice probabilities provided that: the number of dwellings of each dwelling type was not too small; the number of households in each household group was not too small; and the choice probabilities for each household group were not too heavily concentrated on a small number of dwelling types. In other words, the ability to recover the ‘true’ underlying choice probabilities is dependent not on the total number of parameters to be estimated (D × M ), but on the sparseness of the table H. Regions of H that are sparse (i.e. have low counts) will result in poorly recovered values. To give just some indication of the ability to recover underlying free-choice probabilities in a more complex example, Figure 7 shows the true and recovered/estimated choice probabilities for just one of the household groups in a larger synthetic experiment requiring the estimation of 1936 choice probabilities (484 dwelling types, by 4 household groups), with 5 sorting brackets. Although the true and recovered probabilities for only one household group are shown, choice probabilities for other household groups are recovered to a similar level of accuracy.
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5



Applying the technique – real data



The technique we have developed is a general one, and could be applied to any city or region where aggregate cross-sectional census-style data is available. To demonstrate this applicability, and to make the potential of the technique more tangible, we now apply the method to estimate dwelling-choice probabilities for the city of Sydney, Australia. As our primary aim is to describe and illustrate the general applicability of our method, we take as uncomplicated an approach as possible. A proper analysis of residential choice in Sydney, for example, would require a more detailed treatment than we provide here, but for our illustrative purposes, this simpler approach is preferable.



5.1



Data



We use census data collected by the Australian Bureau of Statistics (ABS) for the 2006 Census of Population and Housing, for households in a large sub-area of the Sydney Statistical Division7 . This data, after some pre-processing8 , gives us ≈ 1.1 million household records, each of the form [hhtype, incomebrak, dwelltype, location], where hhtype is one of {young single, old single, young couple, old couple, single parent, couple with all children under 15, couple with child 15+, other}, incomebrak is weekly household income in the ranges {under $650, $650 − $999, $1000 − $1399, $1400 − $1999, $2000 − $2999, $3000+}, dwelltype is one of {detached, townhouse/terrace/semidetached, apartment}, and location is a number in the range [1 − 615], which is an identifier for which of 615 zones the household resides in. Because this is an illustrative application, we assume, for simplicity, that a household’s housing budget is proportional to household income. While other variables, such as equivalized income, equivalized wealth, or ‘human capital’ (see B¨ orsch-Supan et al. (2001)) are perhaps preferable, the best choice of budget constraint variable is a modelling issue, which, for clarity of exposition, we wish to avoid detailed consideration of. So, with household income as our sorting variable, we define 1845 different dwelling types (3 possible dwelling structures by 615 possible locations), and assume dwelling preferences are homogenous within each of the 8 household types (i.e. household groups are defined solely by the hhtype variable, so there are 8 different household groups). Using the same terminology as that used in developing the likelihood function, D = 1845, M = 8, and B = 6. Collating the census data gives the number of dwellings of each type in each zone, and also the number of households (of each group and income) in each zone. That is, simple collation of the available census data gives us the entries in the table H required to estimate choice probabilities. Vacant housing is excluded, and so the number of households and the number of available dwellings match exactly. Figure 8 provides some basic information on the geography of Sydney, and also shows the boundaries of the 615 zones used for analysis, as well as a few of the metropolitan centres of Sydney. The main geographic features are the harbour, running roughly horizontal across the 7 See Australian Bureau of Statistics (2001) for reference to exact geographical boundary defined by the Sydney Statistical Division. The sub-area used covers most of the Sydney metropolitan area, but excludes the Central Coast, Blue-Mountains, and some other peripheral areas. 8 We have spatially aggregated the finer-scaled data the ABS provides, and have made other minor modifications such as reducing the number of income brackets and dwelling types. Some areas covering ‘unusual’ land uses, such as army barracks, were also excluded.
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Figure 8: Basic geography of Sydney. Scale shows population density (people per hectare). The CBD spans the harbour, roughly centre-right of picture.



centre of the figure, and the Pacific coastline running north-south along the eastern side of the figure.



5.2



Results



Rather than showing full results for all eight household types for each of the three possible dwellingstructures (requiring 24 figures), we report only selected results for some household group/dwelling structure combinations. In particular, we focus mainly on the spatial variation in choice probabilities for detached dwellings, as they are the most numerous and have the widest spatial distribution. Figure 9 shows the location choice preferences for couples with children, where all children are under the age of 15. Choice probabilities are shown only for detached dwellings – the most common dwelling structure for this household type. Choice probabilities for other dwelling types (not shown) are much lower, indicating that other dwelling types are less desirable to this household type. It is apparent from Figure 9 that this household group prefers detached dwellings in harbourside and beach-side suburbs, as well as the leafy low-density suburbs adjoining Sydney’s northern rail line. Note that white indicates here (as in all future figures) areas for which no choice probabilities could be estimated because dwelling counts were either zero (for that dwelling-structure), or else too low in those areas to obtain a reliable estimate of choice probability. 17



Figure 9: Location choice log-probabilities for couples with young children.The value plotted is ln(Pi ) where Pi is the choice probability for a single detached dwelling in region i.
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Figures 10a and 10b show the location preferences for lone-person households. Figure 10a shows that singles under the age of 55 have a notable preference for inner-city apartment living, which is in-line with other published research into the housing preferences of young professionals in Australia (Reynolds and Porter, 1998; Vipond et al., 1998; Yates and Mackay, 2006). Older loneperson households prefer coastal and harbour-side suburbs and those leafy low-density suburbs adjoining the northern rail line also favoured by households with children. There is a clear lack of willingness to inhabit the high-density urban areas immediately surrounding the central business district, compared with young lone-person households. This may be explained by the fact that the older households are less likely to be in the work-force, and so the access to employment provided by inner locations is of little value, with neighbourhood amenity factors instead dominating. Figures 11a and 11b show the location preferences for couple householdswithout children. The location choice preferences of younger couples are again markedly different from those of older households. In particular, young couple households, like young lone-person households, show a much stronger preference for suburbs adjoining the CBD, while older couples, like older lone-person households, show a preference for those suburbs with high amenity – particularly harbour-side suburbs and those adjoining the northern rail line. Figure 12a shows that single-parent households have preferences broadly similar to couples with children, while ‘other’ households, comprising mostly of group/share households prefer locations with good access to the CBD and the other major employment locations in Sydney, as shown in Figure 12b. This makes sense, given that such households are likely to have multiple full-time workers. In general, the results for housing preference fit not just with the common understanding of preferences in the Sydney property market, but also with academic studies into the preferences of households. Younger childless households, for example, show a strong preference for inner areas with good accessibility and recreation and consumption opportunities (as in Reynolds and Porter (1998); Vipond et al. (1998); Yates and Mackay (2006)) with most other households having a notable preference for the leafy low-density suburbs along Sydney’s northern rail line. Older households in particular show stronger preferences than their younger counterparts for detached dwellings in traditional suburban locations, as suggested by Wulff et al. (2004). Households with children, unsurprisingly, have a preference for detached suburban dwellings, in line with international research (Tu and Goldfinch, 1996; Molin et al., 2000; Bhat and Guo, 2007). All household types value those harbour-side and beach-side suburbs with both good amenity and good accessibility, but the location preferences of young households without children suggest there is more of a willingness to trade off amenity for accessibility in these groups. For interest, and comparison, mean zonal 3 bedroom house prices for the period between January 2000 and December 2002 are shown in Figure 13. This figure also adds some support to the choice models shown in Figures 9-12, as the universally desirable harbour and inner beach-side suburbs are also the most expensive, with prices also being high in the northern suburbs preferred by all household types except young singles and couples. The strong spatial auto-correlation structure evident in Figures 9-12 can be taken as indirect evidence that the model is sufficiently constrained. No spatial correlation structure is forced during estimation, with each location-specific utility parameter being independently estimated, and yet the technique of maximizing the likelihood function developed in Section 3 produces an
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(a) Young singles in apartments



(b) Older singles in detached dwellings



Figure 10: Location choice log-probabilities for lone-person households. The values plotted are for apartments in the case of young singles, and for detached dwellings for older singles. The value plotted is ln(Pi ) where Pi is the choice probability for a single dwelling in region i.
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(a) Young couples



(b) Older couples



Figure 11: Location choice log-probabilities for couple-without-children households. The value plotted is ln(Pi ) where Pi is the choice probability for a single detached dwelling in region i.
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(a) Single parents



(b) Other



Figure 12: Location choice log-probabilities for single-parent and ‘other’ households (comprising principally of group/share households). The value plotted is ln(Pi ) where Pi is the choice probability for a single detached dwelling in region i.
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Figure 13: Mean 3 bedroom house prices in Sydney, from sales in calendar years 2000-2002. Source: Residex Pty Ltd.
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obvious spatial structure. We should also note that, just as in the synthetic experiments, it is possible to achieve repeated stable convergence to (approximately) the same choice probabilities, for multiple runs of the technique, given different initial conditions (i.e. different starting guesses for the free-choice probabilities). This is further good evidence for the stability and robustness of the technique, and against any claims that the model is over-parameterised. In fact, it suggests that the likelihood function used is, at least approximately, globally convex, although we are not able to prove anything to this effect.



6



Limitations



Some of the limitations in our analysis relate to the data used. It seems unlikely, for example, that the coarse division into household types will actually result in sub-groups that can be reasonably construed as having homogeneous preferences. At the very least, we expect that further dividing households based on age, education, ethnicity, or labour-force status would be required. More promising still would be the use of cluster analysis to divide households into subgroups. We acknowledge the limitations imposed by our particular use of data, but will not discuss these further, as they can be overcome by a more careful analysis with better chosen data. As our focus is on demonstrating the general applicability of the technique, we will, in the remainder of this section, concentrate on the inherent limitations of the technique, rather than any specific limitations brought about by the manner in which it was applied. Several limitations are shared with traditional cross-sectional discrete choice approaches, and so are not specific to the technique. In particular, a cross-sectional approach that treats current household location as an observed choice requires housing market equilibrium. Even in the absence of direct search and moving costs, it is unreasonable to expect such an equilibrium. Instead, households are likely to display a degree of inertia, and opt to remain in ‘non-preferred’ dwellings. Another important unanswered question is whether the way in which the choice model is structured is a useful approximation of reality. Can one reasonably segregate households into groups, within which, underlying preferences are homogeneous? Tu and Goldfinch (1996) argue for just such an approach, but we are not aware of any comprehensive comparison of this approach with alternative approaches that estimate a single model and use descriptor variables to capture preference heterogeneity. For example, given that work location is household-specific, assuming homogenous preferences within household ‘groups’ does not allow commute time to be easily incorporated into the location decision. Another question that springs to mind is: how realistic is the assumption of a fixed housing budget required by our sorting model? Analysis by the Reserve Bank of Australia (2003) suggests that, for housing, the amount that a household can borrow is a strong determinant of how much they do borrow, which is embodied in our fixed budget ‘capacity-to-pay’ assumption. The significant variance in house prices that are not explained by changes in income, inflation, and interest rates allow for the possibility that a ‘capacity-to-pay’ model may be more robust when used to predict future household distributions than will any choice model based on prices. A general change to community expectations of capital growth, for example, may alter real house prices, but the ability of higher income/wealth households to outbid lower income/wealth households will remain. Clearly the strength of both the budget constraint assumption and the within-group homogeneity assumption needs further investigation. 24



In most discrete choice models, there are a small number of ‘exemplar’ choices that are considered distinct, and all actual choices belong to an exemplar category, with within-category variation in utility being modelled by additional variables describing each choice. In our alternate approach, because the cardinality of the choice set can be so large, the additional variables become unnecessary. This aids model estimation, but also means that the estimated choice model, by itself, gives one very little information about ‘why’ a particular household finds one housing option preferable to another. In other words, model calibration, in our alternate approach, has been reduced to the estimation of a very large number of choice-specific parameters, which, by themselves, tell us nothing about the reasons behind household choices. For some applications, this limitation may be relatively unimportant; however, even in the common case where the underlying decision process is of primary interest, the limitation is less serious than it first appears. If the utility value of choice i is Ui , and the probability Pi of choice i is proportional to eUi , and one has a vector Vi of dwelling and location specific variables for dwelling i (i.e. accessibility, amenity, local traffic conditions, and so on.), one can estimate regression equations of the form ln(Ui ) = αi · Vi + , where α is a vector of coefficients to be estimated, and  is the error term. The significant difference is that, rather than estimating coefficients jointly with utility values as part of the model calibration process (the normal case), one instead estimates parameter coefficients afterwards from known utility values.



7



Discussion



We have developed and applied a new technique for estimating residential location preferences of households. Instead of adopting a standard utility-maximizing discrete choice framework, housing choice is cast as the result of a competition for housing where households with greater capacity to pay choose before households with lesser capacity to pay. This seems a potentially fruitful way to represent actual household behaviour. It is also useful as a comparison to results achievable with more standard analyses. There were two motivations driving us to develop an alternate method of residential choice. The first was a frustration born of the necessity of aggregating data over spatial regions so coarse as to make meaningless the real-estate mantra ‘location, location, location’. The technique developed in this paper obviates the need to aggregate in this way, by allowing for the independent estimation of a large number of parameters. This is not the only approach that could be taken, for while we estimate parameters for each zone/region without prescribing any spatial structure, there is perhaps much to be gained through explicitly representing spatial structure. Bhat and Guo (2004), for example, have made progress on this front, as have Cheshire and Sheppard (1995). The second motivation to develop this alternate technique was a general uneasiness about the stability of the income/price/utility relationship over time. As part of a larger modelling exercise, we required estimates of future distributions of households, and were reluctant to rely for this purpose on standard discrete choice models. It is difficult to accept, for example, that parameters relating house price and income to underlying utility will be of much use in any time period other than the one in which they were estimated. Easier to accept is the persistence of higher wealth households’ ability to out-bid lower wealth ones. On a practical front, the technique we have described is able to estimate a large number of 25



parameters, provided sufficient data is available to constrain the model. Given that the technique has less onerous data gathering requirements than a traditional discrete choice one, this will often be the case. In the particular application of the technique we describe (to residential choice in Sydney), we have used the resulting freedom to get spatially detailed results, but this is only one path. In principle, one could retain spatially coarse zones and instead have a fine-grained partition of households, or some compromise in-between. The very large choice set approach we take is in contrast to the usual method employed to capture local scale variation by employing a number of explanatory spatial variables, such as employment accessibility, local school performance, and the like. While less data is required to estimate such models, calculating and choosing which variables to include is itself a difficult process. In the case of the Sydney property market, for example, accurately capturing the variations in local amenity provided by ocean beaches (each of varying quality) is not possible with even complex proximity, accessibility, or amenity measures. An interesting feature of the alternate choice model described in this paper is that it is possible to directly calculate measures of how ‘displaced’ households are from their unconstrained choices. Given that the choice model specifies the free choice probability of each choice, and the housing allocation model determines the actual choice made by each household given budget and supply constraints, one could calculate measures of displacement (such as the difference between observed choices and those expected from free-choice probabilities). Other measures are of course possible, but the essential point is that such measures are relatively easy to calculate and interpret. In a traditional discrete choice model, such analysis is less straightforward, because each household, by definition, obtains a utility-maximizing choice. Of all the limitations mentioned in Section 6, we consider the reliance on housing equilibrium the most troubling. This is a problem with any model estimated on cross-sectional data. However, this assumption can be relaxed with some additional work. There is an extensive literature, by demographers and others, on household formation, household mobility, and demographic transition. Transition probability models, for example, have been developed (Zeng et al., 1997; McDonald et al., 2006), which estimate the probability of a given household type changing to another household type in a fixed time period. In addition to transition probabilities between household types, estimates of the propensity to move for each household type would also be required. Such a task does not seem to be difficult, and much work has already been done in this area (Deurloo et al., 1994; Goodman, 2003; Clark et al., 2006). Combining a demographic transition model with a mobility model and a discrete choice model would allow for the specification of a detailed household level model of residential choice. Such an approach is taken in Waddell’s UrbanSim model (Waddell, 2000). The additional advantage of our approach is that it would allow a model of similar complexity to be extimated using only census data. Given two consecutive census datasets, one could begin with the observed distribution of households, demographically transition individual households, and determine whether they move in the inter-censal period. The competition for housing would then only take place amongst newly formed households (whether internal or through in-migration), and those who elected to move. One could also include existing household equity to some degree, allowing one to model the ability of even moderate income households with significant home-equity to out-compete those without home equity. While we have only sketched some thoughts on how it might be done, we are hopeful that a useful integration of the work of demographers and housing-career researchers can be made, and will result in a more reliable
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model of describing, and particularly forecasting, residential choice. A computer program, with source code, that implements the technique described in this paper, is available from the first author.
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