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ABSTRACT A learning-based approach integrating the use of pixel level statistical modeling and spiculation detection is presented for the segmentation of mammographic masses with ill-deﬁned margins and spiculations. The algorithm involves a multi-phase pixel-level classiﬁcation, using a comprehensive group of regional features, to generate a pixel level mass-conditional probability map (PM). Then, mass candidate along with background clutters are extracted from the PM by integrating the prior knowledge of shape and location of masses. A multi-scale steerable ridge detection algorithm is employed to detect spiculations. Finally, all the object level ﬁndings, including mass candidate, detected spiculations, and clutters, along with the PM are integrated by graph cuts to generate the ﬁnal segmentation mask. The method was tested on 54 masses (51 malignant and 3 benign), all with ill-deﬁned margins and irregular shape or spiculations. The ground truth delineations were provided by ﬁve experienced radiologists. Area overlap ratio of 0.766 (±0.144) and 0.642 (±0.173) were obtained for segmenting the whole mass and only the margin portion, respectively. Williams index of area and contour based measurements indicated that segmentation results of the algorithm well agreed with the radiologists’ delineation. Most importantly, the proposed approach is capable of including mass margin and its extension which are considered as key features for breast lesion analyses.



1. INTRODUCTION Clinically, shape and margin characteristics of a mammographic mass are regarded by radiologists as two most important features for breast cancer diagnosis. While malignant masses usually have ill-deﬁned margin and irregular shape and/or spiculation, benign masses usually have well-deﬁned margin. More speciﬁcally, a spiculated mass consists of a central mass body with “extensions”, hence the resulting stellate shape. From medical image analysis perspectives, the image features (e.g., texture and intensity patterns) associated with the extended regions and ill-deﬁned borders are important information for the mass analysis. Therefore, a segmentation algorithm, that is tailored to delineate the mass body and periphery including its irregular details or spiculations, is technically desirable. Many algorithms have been proposed for automatic mammographic mass segmentation. Kupinski and Giger [1] proposed two region-growing approaches based on the radial gradient index and a probabilistic model. Kinnard et al. [2] extended the probabilistic model based method by further analyzing the steepest change of the cost functions. Their method was found to be able to further include some of ill-deﬁned mass boundaries. Te Brake and Karssemeijer [3] proposed a discrete dynamic contour model, which began as a set of vertices connected by edges (initial contour) and grew the subject according to internal and external forces. Li et al. [4] developed a method that employed k-means classiﬁcation to categorize pixels as belonging to the region of interest (ROI) or background. Sahiner et. al [5] proposed a method consisting of segmentation initialization by a pixelintensity based clustering algorithm followed by region growing to improve the boundary shape; then the initial result was further augmented by an active contour algorithm for shape reﬁnement. Recently, Shi et al. [6] proposed a level set based approach for mass segmentation. The segmented masks were found to be able to improve the performance for discriminating benign and malignant masses in comparison with their previous work. Dominguez and Nandi [7] proposed a method based on contour tracing using dynamic programming. A review of mammographic mass segmentation algorithms can be found in the literature [8]. While encouraging results have been obtained in the aforementioned works, fully automatic segmentation of mammographic masses ∗ Contact:
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Figure 1. Flow chart of the proposed approach.



remains challenging, especially, for how to eﬀectively include ill-deﬁned margin and spiculations. In this work, a multi-level learning-based segmentation technique is proposed for segmenting various types of masses. The approach speciﬁcally tackles the challenge of mass margin and associated extension, while minimizing the risk of over-segmentation.



2. MATERIALS AND METHODS The proposed segmentation method is composed of three major components (shown as rounded rectangles) in Fig. 1: (1) pixel-wise soft labeling and segmentation, (2) object-scale mass and noisy clutters detection, and (3) segmentation integration by the graph cuts [9] algorithm to integrate all the object level ﬁndings and the pixel-level probability map (PM). The pixel-level mass and non-mass class labeling and segmentation works as follows: given a candidate ROI, our system will label each pixel with the probability likelihood of whether it comes from a non-mass (particular glandular tissues) or mass tissue by examining a 2D sliding window centered at that pixel; this labeled or probability weighted image can be viewed as a segmentation map of the mass region in the original image. After this, the object-level image classiﬁcation or detection module takes the label map along with other raw information, and then locates the mass candidate and possible noisy clutters from the labeled image. Finally, the graph cuts algorithm is applied to ensure accurate and clean mass segmentation by integrating the pixel level PM and all the object-level ﬁndings. Spiculation map generated by the spiculation detection module may also be integrated into the ﬁnal graph cuts segmentation algorithm in order to include faint spiculations.



2.1 Segmentation by Pixel-Level Labeling We treat the segmentation of mammographic mass as a probabilistic pixel-level labeling problem. Our system ﬁrst computes a comprehensive collection of pixel-wise features from a squared sub region of interest (sROI) across 11×11 pixel in the large ROI. These features include texture features computed using gray level co-occurrence matrix [10] and 2D local binary patterns [11], shape features of Vesselness and Blobness computed based on the eigen-analysis of hessian matrix, and a group of ﬁrst order gray-level statistics features. A total 30 dimensional features (denoted as x0 ) are calculated for each scanned sROI. Based on our ground truth annotation maps of mass and non-mass, feature vectors are split into positives and negatives and fed into an oﬀ-line classiﬁer learning process. For the pixel-level classiﬁcation problem, the size of training samples (as scanned region of size 11×11) can be really large (greater than 100,000). This requires the choosing classiﬁer with good scalability. We choose



linear discriminant analysis (LDA) along with Gaussian Mixture Models (GMM) as our classiﬁer, i.e., GMM is used to learn the distribution of the classes in the LDA projected subspace. For each of the binary mass and non-mass class, LDA is ﬁrst exploited to further project the extracted feature vector x0 into a vector of x in a lower dimension. Then, the Expectation-Minimization (EM) algorithm with multiple random initialization trials is used to determine the parameter set θ = {αi , μi , Σi }ki=1 in GMM consisting of k-Gaussian distributions. Here, αi is the prior, μi is the mean, and Σi is the covariance matrix of the ith distribution. Here, we brieﬂy describe the steps of the EM algorithm. Assume the distribution of random variables X ∈ Rd (d is the dimensionality in the LDA projected space) is a mixture of k Gaussians given by:



f (x|θ) =



k 



1 1 αi  exp{− (x − μi )T Σ−1 i (x − μi )} 2 (2π)d |Σi | i=1



(1)



Given a set of observations x1 , x2 , ..., xn , the maximum liklihood estimation of θ is θML = arg max f (x1 , ..., xn |θ) θ



(2)



The EM algorithm iteratively converges from the initial estimation of θ to θML according to two steps: 1) Expectation step:



αi f (xt |μi , Σi ) wti = k i = 1, ..., k t = 1, ..., n j=1 αi f (xt |μj , Σj ) 1 wti n t=1



(3)



n



α ˆi ←



(4)



n n   μ ˆi ← ( wti xt )/( wti ) t=1



(5)



t=1



n n   ˆi ← ( Σ wti (xt − μ ˆi )(xt − μ ˆi )T )/( wti ) t=1



(6)



t=1



The ﬁrst step computes the probability that an instance xt is generated by the ith normal distribution. Then, the maximization step uses the probabilities to update the current value of θ. The process is repeated until the log-likelihood is increased by less than a predeﬁned threshold from one iteration to the next. As there are many diﬀerent types of tissues inside the mammogram, such as vessel, glandular tissues, etc., the single-layer LDA classiﬁer may have many false positives originating from this multi-tissue background. To reduce these mass false positives, a multi-phase classiﬁcation approach is adopted. It starts with the positive class output PM from single phase, and treats it as a new image. This output image contains for each pixel a probability that it belongs to the structure to be enhanced (mass). Next, another round of pixel-level feature extraction (and selection) and LDA-GMM training process is conducted using both the original image and the output image from the previous phase(s). All these intensity-texture-shape features, in the joint image and PM domain, are used to train a new classiﬁer. This process can be iterated many times, as a simpliﬁed “Auto-Context” [12]. The rationale behind this approach is that the structure to be enhanced will be more distinctive in the (intermediate) enhanced image than in the original image. Therefore, adding features from these weighted images will result in potentially more discriminative features between the positive regions and the spurious responses from the previous phase(s). Illustrative examples of generated PMs are shown in Fig. 2. It can be clearly seen the generated PM is able to enhance the mass tissue structure, meanwhile suppress the false responses of breast tissues.
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Figure 2. Results from the pixel-level classification: (a) the original ROI image, (b) the mass probability map produced by the two-phase pixel-scale classifiers, (c) the segmentation ground truth generated from multiple radiologists (see section 3 for detail), (d) the contours superimposed on the original ground truth image of the ground truth with three radiologists’ consensus (white contour) and the joint mask with all radiologists’ annotation (black contour).



2.2 Object-level Labeling and Detection At this stage, the goal is to locate and extract mass candidate along with possible noisy clutters on the computed 2D PM. The multi-scale blobness ﬁltering, with a larger smoothing kernel (than the pixel-level Blobness feature computation step) is used to capture the mass shape again. It is applied on each pixel to obtain a blobness likelihood map. Then, we multiply the pixel-level PM with this blobness likelihood map to obtain another probability map which we refer to as shape-prior reﬁned probability map (SPM). The SPM helps to suppress spurious responses (false positives). The Otsu thresholding method [13] is applied for discrete quantization of SPM. To further break the possible connection between the candidate and noisy clutters caused by spiculation connections, a morphology operation using a rotating structuring element (the ROSE algorithm [14]) is applied on the quantized binary image. Finally, connected component labeling is used to obtain disjointed objects. Simple size based rules and position prior information are used to select one mass candidate per ROI. And the remaining disconnected components are regarded as noisy clutters.



2.3 Spiculation Detection For accurate segmentation of spiculated masses, spiculation detection is essential for further inclusion of the (potential) spiculation margin. In this work, the steerable ridge detection approach of Jacob and Unser [15] is adopted and further generalized into a multi-scale analysis framework to detect the presence of radiating linear structures as potential spiculations. We employ steerable ridge detectors constructed by Gaussian kernels and their derivatives up to the fourth order. Because of the property of steerable functions (e.g., Gaussian kernels and their derivatives), the optimized ridge detection could be implemented in a very eﬃcient manner. Speciﬁcally, the optimal orientation θ and the maximum line-strength response at each pixel position could be computed eﬃciently as a linear combination of the responses of the convolution results of un-rotated kernels with the image. Fig. 3 shows an example of the ridge detection on a synthetic image† . In order to obtain spicules at diﬀerent widths, we extend the ridge detection algorithm with a multi-scale analysis approach. Speciﬁcally, we achieve this by progressively increasing the scale (σ = 3, 5, 7) of ridge detector. An estimate of the ridge scale at each pixel is obtained by normalizing the line-strength obtained at each scale, and choosing the scale that gives the largest response. The line-strength and orientation along with the chosen scale are taken as the representative of the pixel in the image. Non maximal-suppression, i.e., thresholding with hysteresis, is then used to extract the backbone of each linear structure, followed by thinning to simplify the connectivity of the resulting image. To reduce the false positive spicule candidates generated from other linear structures in the mammogram (e.g., ligaments, ducts, blood vessels, etc.), we use several geometric rules for postﬁltering based on position, direction relationship of the spicule candidates with the extracted mass candidate. After obtaining the ﬁltered spicule candidates, a spiculation map is obtained by applying the region growing technique (using the detected spicules as seed) on the multi-scale line-strength image. The ﬁnal output of the spiculation detection module is a binary mask, where the foreground object(s) represents the detected potential spicule pixels. Fig. 4 shows an example of the detected spicules and the obtained spiculation map. †



The image is obtained from the literature of Zwiggelaar et al. [16].
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Figure 3. Example of spiculation detection on synthetic image: (a) synthetic linear structures superimposed on a fatty mammographic background, (b) the ridge detector response, (c) the extracted backbone of the spiculation, and (d) the superimposed backbone on the original image.
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Figure 4. Results of multi-scale spiculation detection: (a) the original images, (b) the multi-scale line-strength image, (c) the detected spicules, (d) the detected spicules superimposed on original image, and (e) the final spiculation map.



Using the detected spiculation pixels, we compute the ratio between the area of detected spiculation to the area of extracted mass candidate as the spiculation measurement. If the ratio is larger than a pre-deﬁned threshold, we determine the mass as spiculated. This classiﬁcation decision will be used in the ﬁnal segmentation integration stage (see section 2.4) to determine whether to include these spicules.



2.4 Segmentation Integration by Graph Cuts At the ﬁnal stage, we employ graph cuts [17] to integrate all the object-level ﬁndings, including mass candidate, noisy clutters and spiculations, along with the pixel level PM to generate the ﬁnal segmentation mask. We construct an undirected graph G = υ, ε deﬁned by a set of nodes υ (image pixels) and a set of directed edges ε which connect these nodes. In this graph, there are two distinct nodes (or terminals) s and t, called the source and sink, respectively. The edges connected to the source or sink are called t-links, such as (s, p) and (p, t). For the segmentation problem, an energy function E is deﬁned based on the graph G by considering two criteria: (1) the segmentation is guided both by the foreground (i.e. mass) and background (i.e. non-mass) appearance probabilistic statistics; (2) the segmentation is smooth, reﬂecting a tendency to a solidity of objects. Therefore, we seek a labeling system f , which assigns one label to each pixel in the image, to minimize the energy function E as follows: E = Edata (f ) + Esmooth (f ) =







D(p, fp ) +



p∈P







V (p, q)T (fp = fq )



(7)



(p,q)∈N



where Esmooth is a piecewise smoothness term, Edata is a data error term, P is the set of pixels in the image, V (p, q) is a smoothness penalty function, D(p, fp ) is a data penalty function, N is a four-neighbor system, fp is the label of a pixel p, and T (•) is 1 if its argument is true and 0 otherwise. In this bipartioning problem, if fp = 1, the pixel belong to the mass, otherwise, the pixel is not the mass. We deﬁne V (p, q) as follows: V (p, q) = exp(−



(Ip − Iq ) ) 2δ 2



Regarding the data penalty term, we use the negative log-likelihoods function as:



(8)



D(p, fp ) = − ln Pr(Ip |fp )



(9)



where Pr(Ip |fp ) is the probability of pixel p belonging to class fp = 1. In our case, the Pr(Ip |fp ) corresponds to the value in the PM. A very attractive property of graph cuts is that it can easily incorporate topological constraints into the ﬁnal segmentation by setting appropriate weights of t-links in the graph. These constraints indicate some image pixels a priori known to be a part of the foreground or background. In our scenario, on one hand, we have extracted a mass candidate along with spiculation map (if the mass is determined to be spiculated), which must be included in the ﬁnal segmentation of a mass. On the other hand, we regard the noisy clutters as regions must be excluded from the ﬁnal segmentation. We use the weights of edges deﬁned in (10) and (11) to completely deﬁne the graph G (see [17] for detail derivation). ⎧ ⎨ ∞ w(p, s) = 0 ⎩ D(p, fp = 1)



p ∈ Foreground p ∈ Background otherwise



(10)



⎧ ⎨ 0 ∞ w(p, t) = ⎩ D(p, fp = 0)



p ∈ Foreground p ∈ Background otherwise



(11)



where w(p, S) and w(p, T ) are the weights of edges connecting the pixel p to the source s and the sink t respectively. By integrating the object level detections along with the mass PM into the graph cuts framework, the optimal segmentation of mammographic mass could be obtained in one single step by ﬁnding the minimum cost cut C on the graph G. The cut c, determining a unique labeling function f in the image, can be computed exactly in polynomial time via a standard max-ﬂow algorithm for two terminal graph cuts.



3. EXPERIMENTS AND RESULTS Image Database: In this study, we used a dataset containing a total of 54 (51 malignant and 3 benign) ROIs. The spatial resolution of the image was re-sampled to 100μm×100μm. All selected masses were described by radiologists as possessing ill-deﬁned margins and irregular or spiculated shapes. In this study, we collected a total of 5 radiologists’ delineated masks independently for each mass. We then deﬁned the ﬁnal ground truth mask for each mass by setting the pixel as the foreground (i.e. mass) where at least three radiologists reached censuses. The remaining pixels were regarded as the background (i.e. non-mass). Pixel-Scale Classification Results: For the pixel level classiﬁcation, we ran a three-fold cross-validation experiment using the database. A two-phase classiﬁcation scheme was adopted after experiments, since we found that using more phases did not substantially improve the classiﬁcation performance. The classiﬁcation accuracy could be improved from 86.15% by using the single layer LDA-GMM classiﬁer to 87.81% by using the multi-phase classiﬁer. The eﬀect of the multi-phase approach is illustrated by the enhancement results shown in Fig. 5. It is evident that the further reduction of false positive samples, with increasing classiﬁcation phases, thus improves the overall pixel-scale classiﬁcation performance. Segmentation Results: To measure the level of agreement between radiologists’ annotation and the segmented masses, we adopted three measurements including the area overlap measure (AOR), and two contour-based measurements of the average minimum distance (AM IN DIST ), and the Hausdorﬀ distance (HSDIST ). Detailed mathematical deﬁnitions of these measurements can be found in the literature [5]. The box and whisker plots of the corresponding distributions of these segmentation measurements are shown in Fig. 6, with AOR of 0.766 (±0.144), AM IN DIST of 9.79 (±10.12), and HSDIST of 58.38 (±31.25). The ROIs shown in Fig. 7 demonstrate the eﬀectiveness of our algorithm. It can be seen that the contour produced by our algorithm is capable of accurately delineating the mass body contour and include suﬃcient
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Figure 5. Example outputs of the multi-phase pixel-scale classification: (a) the original ROI, (b) the PM generated by the first phase classifier, (c) the PM generated of the two-phase classifiers, and (d) the ground truth provided by the radiologists. Notice that the noisy responses generated from the chest border tissues (see the up-right corner of the image) has been clearly suppressed by the two-phase classifiers.



Figure 6. The box and whisker plots of the distribution of the segmentation metrics. The vertical lines of the boxes correspond to the lower, median and upper quartile. Outliers are represented by cross.



amount of mass margin portion. It is robust in segmenting masses in the presence of ill-deﬁned texture patterns and unsmooth intensity changes inside the mass. In addition, our method is robust in segmenting masses surrounded by bright tissues (as shown in the second and third rows in Fig. 7) on one or more sides within ROI. Conventional region growing based methods have notorious “leaking” problems, where the segmented contours may leak into bright areas which are not actual mass tissue. In cases shown, it is clearly seen that our algorithm produces acceptable segmentation contours, in comparison to the manual segmentation. Multi-Observer Agreement: To measure the consistency of our segmentation with multiple radiologists and the consistency within multiple radiologists themselves, we adopted the Williams index (W I) [18]. The W I is a ratio of the agreement of rater j = i to the group versus the overall group agreement and is deﬁned mathematically as follows:  W Ii =



n−2 2







n  j=1,i=j n−1 



sij



n 



j=1,j=i k>j



(12) sjk



where sij is a measure of similarity or agreement between raters i and j. We used AOR, the reciprocal of AM IN DIST , and the reciprocal of HSDIST as the similarity measurements. If the upper limit of the conﬁdence interval (CI) of W I is greater than the value one, we can conclude that the measurement data are consistent with the hypothesis that the individual observer agrees with the group at least as well as the group members agree with each other (i.e., the individual observer is a reliable member of the group). The CI is estimated with a jack knife scheme [18]. The W I of the three segmentation measurements are shown in Fig. 8. Margin Segmentation Results: In this study, we also evaluated the segmentation performance of our algorithm on the margin part. The mass margin part is deﬁned by subtracting the mass core part from the complete ground-truth mask. The mass core part is obtained through a series of morphological operations on the mask: ﬁrst, we use the ROSE algorithm to remove the connected spicules and boundary jaggings; then, morphological erosion of the mask with a circular element of size max(4, 0.15∗req ) is carried, where req is the radius of equivalent



Figure 7. Segmentation results: from left to right, they are the original ROI, segmentation result of our algorithm, manual segmentation, and the contours superimposed on the original image of our algorithm (black contour) and manual segmentation (white contour). The margin and shape BI-RADS descriptors of a mass provided by one radiologist is also shown in label under images in the first column.



Figure 8. The W I for the algorithm and the radiologists using the AOR, AM IN DIST and HSDIST .
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(b)



Figure 9. Margin segmentation results: (a) Box and whisker plots of the distribution of M AOR, (b) the W I for the algorithm and the radiologists using the M AOR.



circle‡ of the mass, and the remaining mask is deﬁned as the mass core part. We measured the margin area overlapping ratio (M AOR) of the segmented masses produced by our algorithm with the ground truth margin mask. Box and whisker plot of the distribution of the segmentation results are shown in Fig. 9 (a), with M ARO of 0.642 (±0.173). We also measured the W I of M ARO between the algorithm and multiple radiologists, which is shown in Fig. 9 (b). It is observed that our method agreed with multiple radiologists in segmenting mass margin portion.



4. CONCLUSIONS Our method proposed a multi-level segmentation framework by ﬁrst generating a mass class PM at the pixel scale, then extracting the mass candidate and noisy clutters from the PM; spiculation detection based on a multi-scale steerable ridge detection algorithm was also investigated to locate spiculation pixels; ﬁnally, we used the graph cuts segmentation algorithm to integrate all the object level detections to obtain the ﬁnal mass segmentation. This approach was validated using a dataset containing masses with ill-deﬁned margins and irregular or spiculated shapes. W I of 1.002±0.010 (95% conﬁdence interval) and 0.9815±0.021 were obtained respectively for segmenting the whole mass and the margin portion. This indicated that the results of our algorithm agreed with the ground truth provided by multiple experts. The proposed approach is appealing and has the following advantages: • By supervised image sub-patch level modeling (ISLM), the algorithm could enhance the mass structure to be segmented, while substantially suppressing the inﬂuences from irrelevant tissues. Thus, the algorithm could accurately and robustly segmenting masses in the presence of overlapping or surrounding dense glandular tissues and chest borders. Traditional region growing based methods (e.g., [2]) may easily leak into these unwanted areas, if they are designed to include more mass margin portions. • The ill-deﬁned margin appearance and large visual variations of the masses are normalized in the intermediate output through the ISLM step. Since the intensity and texture inconsistency within the mass and its margin part is reduced in the intermediate output, more mass margins could be included relatively easily in comparison with methods directly using the image intensity and gradient information (e.g., [6, 7]). • With the help provided by spiculation detection, our method could more accurately delineate the irregular or spiculated shape of a mass, which would beneﬁt the mass characterization module, i.e., classiﬁcation of benign and malignant masses, in mammographic CAD/CADx systems, and thus to improve their positive predictive ability. The mass segmentation (soft) mask was a desired by-product of our approach, which could be used as the image content descriptors for analyzing the characteristics of the mammographic mass. These features would be useful for automatic diagnosis of malignancy of breast lesions and to retrieve mammograms with similar image patterns in a content-based image retrieval system. We plan to investigate the use of these features in the future study. Acknowledgment This project was supported in part by an NIH/NCI grant (No. R33CA102960). ‡



The equivalent circle is defined as the circle with the same area as the mass.
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