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Corollary 3.3.3. If M is a subspace of V and dim(M ) = dim(V ) < ∞, then M = V . Proof. Apply the Rank-Nullity Theorem to the inclusion map ι : M → V .







The following is one of the most useful results about linear operators on finite-dimensional vector spaces: Corollary 3.3.4. Suppose V is finite-dimensional. Then for a linear operator T : V → V , the following are equivalent: • T is injective. • T is surjective. • T is an isomorphism. We conclude this section with an important definition and result: Definition 3.3.5. Let A ∈ Ml×m (F). We define the row rank (column rank ) of A to be the dimension of the space spanned by the rows (columns) of A. Proposition 3.3.6. For any matrix A, the column rank of A is equal to the row rank of A. For a proof, see Theorem 7, page 57, of Petersen [6]. 3.4. Quotient spaces. In Section 3.1, we learned that the kernel of a linear transformation is always a subspace of the domain vector space. In this section, we will consider the converse; namely, given a subspace M of a vector space V , is there is a vector space W and a linear transformation T : V → W such that ker T = M ? We will answer this question in the affirmative by considering quotient spaces. We first review equivalence relations. Definition 3.4.1. Given a set S, a relation on S is a subset R ⊂ S × S. If (a, b) ∈ R, we write a ∼ b. We say that a relation on S is an equivalence relation if it satisfies the following the three properties: for all a, b, c ∈ S, (1) (Reflexivity) a ∼ a (2) (Symmetry) a ∼ b ⇒ b ∼ a (3) (Transitivity) a ∼ b and b ∼ c ⇒ a ∼ c. For a ∈ S, we define the equivalence class of a to be [a]∼ := {b ∈ S : b ∼ a}. Remark 3.4.2. Suppose ∼ is an equivalence relation on S. For any a, b ∈ S, [a]∼ = [b]∼ or [a]∼ ∩ [b]∼ = ∅. This means that any two equivalence classes are either equal or disjoint. Definition 3.4.3. Fix subsets S, T ⊂ V and α ∈ F. We define αS := {αs : s ∈ S}. S + T := {s + t : s ∈ S, t ∈ T }, For x ∈ V , we define the translate of S by x to be x + S := {x + s : s ∈ S}.
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Definition 3.4.4. (Quotient Space) Let V be a vector space and M ⊆ V a subspace. We define the quotient space V /M := {x + M : x ∈ V }. We sometimes write [x]M for x + M . This becomes a vector space with the operations α(x + M ) := (αx) + M (x + M ) + (y + M ) := (x + y) + M. One can show that these operations are well-defined, i.e., the operations are independent of the chosen representatives of the equivalence classes. Remark 3.4.5. Let M ⊆ V be a subspace. We can define an equivalence relation on V by v ≡ w if v − w ∈ M . Then, V /M is the collection of equivalence classes. Remark 3.4.6. We have an isomorphism V → V /{0}, identifying x ↔ [x]{0} . Example 3.4.7. View C as a real vector space of dimension 2, and identify x + iy ∈ C with (x, y) ∈ R2 . View R as a subspace of C by identifying R with {(t, 0) : t ∈ R}. For (x1 , y1 ), (x2 , y2 ) ∈ C, we have the following equivalent statements: (x1 , y1 ) ≡ (x2 , y2 ) ⇐⇒



[(x1 , y1 )]R = [(x2 , y2 )]R



⇐⇒



(x1 , y1 ) + R = (x2 , y2 ) + R



⇐⇒ ⇐⇒



(x1 , y1 ) − (x2 , y2 ) ∈ R y1 = y2 .



This implies C/{(t, 0) : t ∈ R} = {(0, y) + R : y ∈ R}. Definition 3.4.8. Fix a subspace M ⊆ V . Define the linear transformation π : V → V /M by π(v) := v + M . It is easy to see that π is surjective, and ker(π) = M . The Rank-Nullity Theorem (Theorem 3.3.2 applied to π gives us the following result: Proposition 3.4.9. Fix a finite-dimensional vector space V and a subspace M ⊆ V . Then, M and V /M are finite-dimensional with dim(V ) = dim(M ) + dim(V /M ). Remark 3.4.10. Besides the last proposition, note all of this discussion holds for infinitedimensional vector spaces. In fact, we can go a bit further if V is a Banach space (a complete normed space) and M ⊂ V is a closed subspace. In this case, V /M becomes a Banach space when equipped with the norm ||x + M || := inf ||x + m||V . m∈M



Moreover, the projection map π is an open mapping in this case, i.e., open sets are mapped by π to open sets.
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4. A minor determinant of your success While some may view the history of rock and roll as a tedious sum of parts, it is actually quite fascinating. Rock and roll experienced an expansion in interest in the United States in the 1940’s and 1950’s. One can use record sales to measure the growth in volume of rock and roll albums throughout the 20th century. While some believe that rock and roll grew in popularity among all ages, the expansion by minors really set this music genre apart. While Axl Rose and Guns N’ Roses changed the landscape of rock and roll, I believe that the operations of Rose really made all the difference. Guns N’ Roses’s long-term ability to stay inverse was a major determinant in their eventual nontrivial legacy. Other than Guns N’ Roses, there were a number of other great rock and roll bands. There were the Rolling Stones, the Who, AC/DC, Pink Fl. . . wait  a minute . . . AC/DC. . . that sounds a lot a b like ad − bc, the determinant of the (2 × 2)-matrix ! And that happens to be what c d this chapter is about: determinants! We will interpret determinants as measuring how linear transformations distort volumes and show how to compute determinants somewhat easily. (I hope the reader has realized I have no knowledge of rock and roll.) 4.1. Determinant of a matrix. Recall the definition of a group from Definition 2.7.9. Definition 4.1.1. Fix n ∈ N. We define the nth group of permutations Sn to be the collection of all bijections σ : {1, . . . , n} → {1, . . . , n}. This forms a group under composition: (τ σ)(j) := τ (σ(j)). The elements of Sn are called permutations. Definition 4.1.2. We call an element σ ∈ Sn an interchange if there exist 1 ≤ i < j ≤ n such that f (i) = j, f (j) = i, and f (k) = k whenever k 6= i and k 6= j. Lemma 4.1.3. Every element σ of Sn can be written as the product (i.e., the composition) of permutations. Moreover, any two products equal to σ have the same parity of factors. Proof. Imagine ordering a shuffled deck of cards by suit then number. We can first find the 2 of ♣ and switch it with the first card of the deck. Then, we can find the 3 of ♣ and switch it with the second card of the deck. Repeating this, we see the first part of the lemma holds. The second part of the lemma will be left as an exercise to the reader, i.e., I don’t remember this proof and I’m just stating this lemma to set up the formal definition of the determinant.  From the lemma, we can make the following definition and have it be well-defined. Definition 4.1.4. Let σ ∈ Sn . If we can write σ as the product of an even number of permutations, we say that σ is an even permutation and define (−1)σ := 1. Otherwise, we say that σ is an odd permutation and define (−1)σ := −1. Definition 4.1.5. Fix a matrix A = (aij ) ∈ Mn (F). We define the determinant of A to be det A :=



X σ∈S n



σ



(−1)



n Y i=1



aiσ(i) .
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The next proposition lists the main properties of the determinant. Statements (1)-(3) below can be deduced not so badly from the definition. I believe statement (4) is a bit more tedious, if I remember. I will not prove these statements as it is much more important you remember the statements and apply them. Proposition 4.1.6. Fix A = (aij ), B = (bij ) ∈ Mn (F), and c ∈ F. The determinant det : Mn (F) → F, A 7→ det A, satisfies the following properties: (1) det(Idn ) = 1, where Idn is the n × n identity matrix. (2) If cA := (caij ), det cA = cn det(aij ). (3) If the matrix A˜ is obtained from A by switching two rows, then det A˜ = − det A. The same statement holds for switching two columns. (4) If the matrix A0 is obtained from A by adding a multiple of one row to another row, then det A0 = det A. Equality also holds when adding a multiple of one column to anothe column. (5) det(AB) = det(BA). (6) det(AB) = det(A) det(B). (7) det(At ) = det A, where At is the transpose of A. We will use this proposition and Proposition 2.7.12 to prove the following theorem. Lemma 4.1.7. A matrix A is invertible if and only if det A = 0. Moreover, if A is invertible, then det A 6= 0 and det(A−1 ) = 1/ det A. Proof. If A is invertible, det(A) · det(A−1 ) = 1, which implies det A 6= 0. On the other hand, if det A = 0, det(AB) = det(A) det(B) = 0 for all B ∈ Mn (F). In particular, A is not invertible. The second part of the lemma follows from Proposition 4.1.6.  We have the following equivalent statements for n × n-matrices. Proposition 4.1.8. For A ∈ Mn (F), the following statements are equivalent: (1) (2) (3) (4) (5) (6)



A is invertible. A ∈ GLn (F). The rows of A are linearly independent. The columns of A are linearly independent. det A 6= 0. A is the product of elementary matrices.



Proof. (1) ⇔ (2) is by definition. (1) ⇔ (5) is by Lemma 4.1.7. (1) ⇔ (6) is the content of Proposition 2.7.12. Observe (3) holds if and only if A has rank n, if and only if the row reduced echelon form of A is In , if and only if A is invertible. This implies (3) ⇔ (1), and (4) ⇔ (1) follows from a similar argument.  Random Thought 4.1.9. Did you hear that downtown, there’s a marketplace selling homemade crafts? I just think it’s a little bazaar. We end this section by showing that we can define the determinant of a linear operator. Fix a finite-dimensional vector space V with bases B, C. Define S = [Id]B,C . From Theorem
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2.4.3, [T ]B = S[T ]C S −1 . Using (4) of Proposition 4.1.6, det[T ]B = det([Id]C,B [T ]C [Id]B,C ) = det[Id]C,B · det[T ]C · det[Id]B,C = det[Id]C,B · det[Id]B,C · det[T ]C = det Idn · det[T ]C = det[T ]C . Thus, we may define det T = det([T ]B ), and this is well-defined. We present one final result (without proof). This result will be used when we talk about cyclic subspaces and the Jordan canonical form. By ?, I refer to a (possibly nonzero) matrix, and by 0, I refer to a zero matrix of some size. Proposition 4.1.10. Suppose A1 , . . . , Ak are square matrices. Then   A1 ? · · · ?  0 A2 · · · ?    det  .  = det(A1 ) det(A2 ) · · · det(Ak ).  0 0 . . . ..  0 0 · · · Ak 4.2. Computing the determinant of small matrices. This is the most important section of this chapter. We will review how to reasonably compute the determinant of matrices of small size, say of size at most 5 × 5. This will be very important for the next chapter, where we compute the eigenvalues of linear transformations. Recall that a hyperplane of Rn is the linear span of n − 1 linearly independent vectors in n R . In this vein of thought, I make up the following definition. Definition 4.2.1. Let A ∈ Mn (F). For 1 ≤ i, j ≤ n, we define Aij to be the (n − 1) × (n − 1) matrix obtained from A by removing the ith and j th column. We call Aij a hypermatrix. Example 4.2.2. Define 



11 12 A =  21 22 31 32 We compute some of the hypermatrices:    22 23 11 22 A = , A = 32 33



 13 23  ∈ M3 (R). 33 11 13 31 33



 ,



A



32



 =



11 13 21 23



 .



On another note, by subtracting the first row of A from its second and third rows, we obtain the matrix   11 12 13 A˜ =  10 10 10  . 20 20 20 By (3) of Proposition 4.1.6, det A˜ = det A. As the rows of A˜ are linearly dependent, det A˜ = 0 by Proposition 4.1.8. Applying Proposition 4.1.8 again, this implies A is not invertible. Definition 4.2.3. Let A ∈ Mn (F). A minor of A is the determinant of a k × k-submatrix obtained from A by removing n − k rows and n − k columns, k < n. We wil use Laplace expansion to express the determinant of a matrix as a linear combination of the minors of its hypermatrices:
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Theorem 4.2.4. (Laplace expansion) Let A ∈ Mn (F). Fix 1 ≤ i, j ≤ n. We may compute det A by expanding A into hypermatrices along its ith row: det A =



n X



(−1)i+j aij det Aij .



j=1



We may also compute det A by expanding A into hypermatrices along its j th column: det A =



n X



(−1)i+j aij det Aij .



i=1



We see that it is wise to expand A along rows or columns with many zero entries to make computations easier. I will not prove this theorem as the proof is a bit tedious using the defintion of the determinant. Rather, I’ll show how to use it. Remark 4.2.5. (The determinant of 2×2-matrices) Using the definition of the determinant, we immediately obtain   a b det = ad − bc for all a, b, c, d ∈ F. c d Using this, we can compute the determinant of 3 × 3 matrices. Example 4.2.6. Let  3 0 −2 A =  −4 5 −1  . 2 3 1 



As the second column of A has a zero, it is smart to expand A along its second column. By Laplace expansion (see Theorem 4.2.4),       −4 −1 3 −2 3 2 1+2 2+2 3+2 det A = (−1) 0 det + (−1) 5 det + (−1) 3 det 2 1 2 1 −4 −1 = 5(3 · 1 − 2 · (−2)) − 3(3 · (−1) − (−4) · 2) = 35 − 15 = 20. We conclude this section with an example of using Laplace expansion to find the determinant of a matrix with several zero entries. Example 4.2.7. Let 



 3 2 0 4  0 −4 2 3  . B=  5 0 −1 0  −3 −1 0 2 As the third row of B has two zeros, we will expand B along this row. By Laplace expainsion (theorem 4.2.4),     3 0 4 3 2 4 (4.2.8) det B = (−1)1+3 5 det  −4 2 3  + (−1)3+3 (−1) det  0 −4 3  . −1 0 2 −3 −1 2
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 3 0 4 By expanding  −4 2 3  along its second row, −1 0 2    3 0 4 3 det  −4 2 3  = 2 det −1 −1 0 2   3 2 4  0 −4 3  along its first column, By expanding −3 −1 2      3 2 4 −4 3 2   0 −4 3 det = 3 det − 3 det −1 2 −4 −3 −1 2



4 2







4 3







= 20.



= 3 · (−5) − 3 · 22 = −81.



Plugging back into 4.2.8, det B = 5 · 20 + 81 = 181. 4.3. Geometric interpretation and the special linear group. Recall that we have the following change of variables formula for R: Proposition 4.3.1. (Change of variables formula) Let f : R → R be a continuous function and φ : [a, b] → [c, d] a differentiable, onto, increasing function. Then Z b Z d f (φ(y))φ0 (y) dy. f (x) dx = c



a



We can generalize this to functions of multiple variables. The determinant of a matrix A gives us intuition on how A distorts the volume of regions. More specifically, we have the following change of variables formula: Theorem 4.3.2. (Change of variables formula) Let T : Rn R→ Rn be an invertible linear transformation and f : Rn → Rn an integrable function (i.e., Rn f (x) dx < ∞). Then Z Z f (T (x)) det(T ) d¯ x= f (¯ y ) d¯ y. Rn



Rn



Using measure theory (Math 540), we can make sense of lengths, areas, and volumes of regions that aren’t simple intervals and rectangular prisms. This more general notion of volume agrees on simple elementary regions. Here, by elementary, I don’t mean regions constructed without the use of complex analysis; rather, I’m talking about regions that were discussed in-depth in grades K-5. We can use Theorem 4.3.2 to obtain the following corollary: Corollary 4.3.3. (Distortion of volumes) Let T : Rn → Rn be an invertible linear transformation and A ⊆ Rn a “nice” region. Then Volume(T (A)) = | det(T )| · Volume(A), where T (A) = {T x : x ∈ Rn }. We can now define the special linear groups. Recall the definition of a group in Definition 2.7.9. Definition 4.3.4. We define the nth special linear group SLn (F) to be the collection/group of matrices A satisfying det(A) = 1.
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Remark 4.3.5. SLn (F) forms a subgroup of the general linear group GLn (F). In light of Corollary 4.3.3, SLn (R) can be thought of as the collection of matrices that preserve volumes of regions in Rn (up to orientation).
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5. Eigenstuff: of maximum importance No one really loves the IRS and taxes. To many, it seems like paying taxes involves blocks of tedious calculations with no real gratification at the end of it. But think about the enormous task put before the Internal Revenue Service. There are over 300 million people in the United States and many different occupations. Why, I can count 20 different jobs just using my fingers and toes! And it must be very difficult to construct a comprehensive system to determine how to collect taxes from citizens of varying statuses. That is the beauty of certain tax forms, like the 1040-EZ and the 1098-T. They provide the IRS with a relatively easy way to compare different people. In this chapter, we will similarly be interested in a couple simple forms for linear operators: the rational canonical form and the Jordan canonical form. While opponents of the IRS may obsess over characteristic root problems of the agency, we will be interested in finding roots of the characteristic polynomials of linear operators. While some may see the IRS as the sum of decomposing, never-changing parts, we will show that we can decompose finite-dimensional vector spaces as the direct sum of invariant subspaces. To conclude, some may see the IRS as evil and useless. But perhaps, the agency’s inefficiency is mainly due to its severe recent budget cuts, losing about 20% of its funding over the past 5 years. And while some students may hate the Jordan canonical form, perhaps they have never been taught it with enthusiasm and perspective. So much like how the IRS has been underfunded, studying of the Jordan canonical form has been underfun did. I recommend all to watch John Oliver’s more formal and less taxing take on the IRS on Last Week Tonight [5]. 5.1. Facts about polynomials. Just to make sure all terms are defined, we recall the following definitions: Definition 5.1.1. Fix a polynomial p(t) = an tn + an−1 tn−1 + · · · + a0 ∈ F[t]. • If an 6= 0, we define n to be the degree of p(t). We write n = deg(p). • q(t) ∈ F[t] divides p(t), and we write q(t)|p(t), if there exists d(t) ∈ F[t] so that p(t) = q(t)d(t). • λ ∈ F is a root of p if p(λ) = 0. • λ ∈ F is a root of degree d ∈ N if (t − λ)d divides p(t) but (t − λ)d+1 does not divide p(t). Note for each λ ∈ F, p(λ) is an element of F. We recall a few results concerning polynomials (without proof): Proposition 5.1.2. (The division algorithm) For all p(t), q(t) ∈ F[t], there exist d(t), r(t) ∈ F[t] such that • p(t) = d(t)q(t) + r(t) • deg r(t) < deg q(t) or r(t) = 0. Proposition 5.1.3. (The greatest common divisor) For given p, q ∈ F[t], there is a unique monic polynomial d = gcd(p, q) with the property satisfying: • d divides p and q. • If d0 divides p and q, then d0 divides d. Moreover, there are r, s ∈ F[t] such that d = p · q + r · s. Definition 5.1.4. We call d from Proposition 5.1.3 the greatest common divisor of p and q, and write d = gcd(p, q). We say p and q are relatively prime if gcd(p, q) = 1.
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Using the division algorithm, we have the following lemma: Lemma 5.1.5. Given p(t) ∈ F[t] and λ ∈ F, λ is a root of p(t) if and only if (t − λ) divides p(t). This leads us to the statement that C is algebraically closed. Theorem 5.1.6. (Fundamental Theorem of Algebra) Every polynomial p(t) ∈ C[t] has a root. Equivalently, every polynomial p(t) ∈ C[t] splits, i.e., if n is the degree of p(t), there exist a, λ1 , . . . , λn ∈ C (not necessarily distinct) such that p(t) = a(t − λ1 )(t − λ2 ) · · · (t − λn ). Random Thought 5.1.7. What did 1 + x2 say when it left R[x] for C[x]? It’s been real, but I’ve gotta split. Definition 5.1.8. Fix a linear operator T : V → V . Define T 1 = T and inductively define T i+1 = T ◦ T i for each i ∈ N. Given a polynomial p(t) = a0 + a1 t + · · · + an tn , we define the linear operator p(T ) : V → V by p(T ) = a0 1V + a1 T + · · · + an T n . Given another polynomial q(t), we define the linear operator on V p(T )q(T ) := p(T ) ◦ q(T ). Remark 5.1.9. Fix a linear operator T : V → V . We will frequently use the fact that if p(t), q(t) ∈ F[t], then p(T )q(T ) = q(T )p(T ). Moreover, if a subspace W ⊆ V is T -invariant, i.e., T x ∈ W for all x ∈ W , then p(T )x ∈ W for all p(t) ∈ F[t] and x ∈ W . 5.2. Eigenvalues. The identity operator of a vector space is special in that it sends every vector to itself. This makes it very easy to study the behavior of this operator. We are interested in analyzing more complicated operators. To do this, we aim to find special vectors of a linear operator. The treatment of eigenstuff in this section will be very typical. Vector spaces are not necessarily finite-dimensional unless specifically noted. Definition 5.2.1. Let V be a vector space and T : V → V a linear operator. We say a scalar λ ∈ F is an eigenvalue of T if there exists a nonzero vector x ∈ V such that T (x) = λx. We call such a vector 0 6= x ∈ V an eigenvector of T corresponding to λ. Definition 5.2.2. For every eigenvalue λ of a linear operator T : V → V , we define the subspace Eλ := {x ∈ V : T x = λx} of V . We call Eλ the eigenspace for λ. Observe dim(Eλ ) > 0 and Eλ = ker(T − λId). Given a linear operator T : V → V , note that a scalar λ is an eigenvalue of T if and only if ker(T − λId) 6= {0}. If V is finite-dimensional, we can talk about matrix representations of linear operators with respect to an ordered basis. Definition 5.2.3. Let V be a finite-dimensional vector space, and fix a basis B for V . Let T : V → V be a linear operator. We define the characteristic polynomial of T to be χT (t) = det([T ]B − tId).
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Arthur Bachus, Mike Brestel, McKenzie Darr, Pete Huie,. Olivia Schronce. Faculty. David Blum, Ron Turner. Redmond Technology. Center TOD Proposal.
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applied. Surcharge = 12% , If the total income exceeds ` 1crores. Education Cess: 2% on Total Tax. Secondary Higher Education Cess: 1% on Total Tax.
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Last day of Regular Classes for Grades 7-11 Friday June 17. CTS & Option Course marks due on June 20. Page 1 of 1. June 16 Exam Sched.xlsx - Sheet1.pdf.
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Jun 16, 2016 - Regulations Part A, it is hereby notified that the list of securities further ... designated security codes thereof shall be as specified in Annexure.
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Jun 10, 2017 - Bachelor of Business. Administration: It is a three- year undergraduate degree pro- gramme that equips students. with an understanding of the.
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998 Large Square Straw 29.42 $ 25.00. Average $ 40.50. Whoops! There was a problem loading this page. June 02 16 SC Hay Auction.pdf. June 02 16 SC Hay ...
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Page 1 of 4. 7th (Tue) Association Meeting, 6:30pm. 8th-10th JSH Final Exams / Blue Jeans Day $1. 10th (Fri) Preschool & Kindergarten Field Day. 1st-6th Eagle Olympics (Field Day) &. Last Day of School (Half Day: Noon Dismissal). 11th (Sat) Senior Gr
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