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Introduction • Dialogue systems adapting to unknown users based on their domain expertise. • Choose appropriate referring expressions. – Jargon or descriptive expressions – Proper names or descriptive common names



• REG policy – Which RE to choose in a given state? • Learning REG policies that adapt dynamically. • Use Reinforcement Learning for NLG. (Lemon 2008) 03/05/2009
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Why adaptive policies? • Humans do it. Helps in grounding. – Audience design. (Issacs & Clark, 1987) • Improves usability. (Molich & Neilsen, 1990). • Analyse your audience – Technical writing.
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Dialogue system Dialogue policy ∏: Ss -> As



User Dialogue Act



Dialogue Manager



System Dialogue Act



NLG module



System Utterance



Dialogue State Ss



03/05/2009



Srini Janarthanam - Second Year Review



4



Adaptive Dialogue System Dialogue policy ∏: Ss -> As



User Dialogue Act



Dialogue Manager



NLG policy ∏: UMs,u -> RECs



System Dialogue Act



NLG module



System Utterance



Dialogue State Ss User Model UMs,u 03/05/2009
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NLG module: decision problem Retrieve the utterance template



Choose REs based on policy



Replace RE handlers with REs



E.g. “Do you see a $broadband_filter$ connected to the $modem$?” User = Novice, $broadband_filter$ - small white box $modem$ - big black box with flashing lights “Do you see a small white box connected to the big black box with flashing lights?”



Can we learn an optimal adaptive NLG/REG policy using Reinforcement Learning? 03/05/2009
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Dialogue task • To troubleshoot an Internet connection at the user’s house. Problem reporting Diagnosis Repair instructions Verify & Close



03/05/2009
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NLG policy Learning Reinforcement Learning



(Janarthanam & Lemon 2009a)



(Sutton & Barto 1998)



Reward



Dialogue system



User Simulation As, RECs



Au



Hand-coded Dialogue script



Observe/ Manipulate



Update state



Dialogue state 03/05/2009



Simulated User Environment
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Dialogue System state • User model is a part of the dialogue state • Records the user’s domain knowledge during the conversation.



• The system decides what REs to use based on its dynamic user model.



03/05/2009
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Dialogue System Action set



03/05/2009
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User simulation • • • •



Different from previous user simulation models. Sensitive to referring expressions. Simulates different domain knowledge profiles. Takes as input • System dialogue act • System’s choice of referring expressions.



• Outputs • User dialogue act • User environment act. 03/05/2009
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User action selection – PoC model As, RECs



User knows RECs ?



No



Au = Request clarification



Yes



User knows Location of domain objects?



No



Au = Request location



Yes



User knows how to manipulate them?



No



Au = Request procedure



Yes



Observe/Manipulate them. Done



Au = Provide Info/ Acknowledge 03/05/2009
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PoC - Training the NLG module • 50000 cycles (1500 dialogues) using SARSA RL algorithm. • Shorter dialogues get more reward.



• Learned policies (RL1 & RL2) adapt very well to given population • Produce tailored, short dialogues for their respective user groups (oracle performance is 13 moves). 03/05/2009
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PoC – Testing in simulation • Do the learned policies (RL1 & RL2) perform well with other user groups as well? • Tested using a different user simulation simulating more groups. • Learned policies were compared to baseline policies. • 250 dialogues per policy were produced.
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Baseline policies (hand-coded) • • • •



Random – choose REs randomly. Descriptive only – Use only descriptive expressions. Jargon only – Use only technical terms. Adaptive 1 – Start with descriptive, change to technical terms if user requests verification. • Adaptive 2 - Start with technical terms, change to descriptive if user requests clarification. • Adaptive 3 – Switch between technical and descriptive expressions based on previous user requests. 03/05/2009
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Evaluation



• RL (1 & 2) are significantly better than other baseline policies. • RL2 is significantly better than RL1. • Learned policies adapted well to unseen profiles (because of Linear Function Approximation). 03/05/2009
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Why Learned Policies are better? • Did not use ambiguous expressions like “black box”. • Used descriptive terms only for complete novices and only jargon for experts. • Appropriately chose between descriptive and jargon terms for intermediate users. • For example, • If users knew “modem”, the system uses “dsl light” else it uses “second light”. • System uses “Network Connections” only when user knows “Modem” and “Network Icon”
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Data? - Wizard of Oz!



03/05/2009



(Janarthanam & Lemon 2009b)
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Wizard interpretation tool



03/05/2009
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Data collection • • • • •



Fill-in background information Take pre-test (recognition of domain objects) Do the dialogue task Take post-test Review system performance (questionnaire)
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Corpus • 17 participants • • • • • • •



Logs of interaction Participants’ background Pre-test recognition scores Post-test recognition scores Final environment state Participants’ feedback (Likert scale) Audio of the conversations
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User simulation models Advanced n-gram simulation (Georgila et al. 2005) P(Au,t | As,t, RECs,t, H, DKu) P(EAu,t | As,t, RECs,t, H, DKu) Au,t - User’s Dialogue action EAu,t - User’s Environment action As,t - System’s Dialogue action RECs,t – System’s choice of Referring Expressions H – History of Clarification Requests DKu- User’s Domain Knowledge



- Models real users very closely - Breaks down in contexts not seen in the corpus (data sparsity) 03/05/2009
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User simulation models Two-tier model Tier 1: P(CRu,t | As,t, REs,t, HRE, DKu,RE) Tier 2: P(Au,t | As,t, CRu,t) P(EAu,t | As,t, CRu,t) - Trained on dialogue corpora - RE recognition and Environment interaction are divided in to two steps instead of one - Works well in unseen contexts 03/05/2009
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User simulation models Bigram model – trained on corpora P(Au,t | As,t) P(EAu,t | As,t) Trigram model – trained on corpora P(Au,t | As,t, As,t-1) P(EAu,t | As,t, As,t-1) Equal Probabilty model - Same as Bigram, but assigns equal probability to all possible responses. 03/05/2009
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Evaluation • Which one is close to the ideal simulation? • Dialogue similarity measure (Cuayahuitl et al 2005, Cuayahuitl 2009) based on Kullback-Leibler divergence.



P, Q – probability distributions N – Total number of contexts M – Number of responses per context 03/05/2009
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Evaluation • All models were compared to the ideal simulation in observed contexts (N = 175). • All models were smoothed using a modified version of Witten-Bell discounting. Model



Au,t



EAu,t



Two-tier



0.078



0.018



Bigram



0.150



0.139



Trigram



0.145



0.158



Equal Prob.



0.445



0.047



Two-tier model simulates real user data more faithfully. 03/05/2009
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Milestones • Learn REG policies with hand-coded simulation(Janarthanam & Lemon 09a) – DONE • Build WoZ setup(Janarthanam & Lemon 09b) – DONE • Build dialogue corpora from human users – 50% DONE – Need more for reward modelling



• Build user simulation from data - DONE
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Schedule for the third year Month/Year



Task



July 2009



More data collection



Aug 2009



Learning REG policies using Simulation models, Evaluating learned policies with Simulated users



July / Aug 2009



Release shared task – alternative models to build adaptive REG systems – For comparison with our RL framework



Sep 2009



DDD



Oct – Nov 2009



Evaluation with real users



Dec - Feb 2009



Final writing up
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Thesis plan Chapter



Title



1



Introduction ☺



2



Review of related work ☺



3



RL framework to learn adaptive NLG policies ☺



4



Corpus collection ☺



5



Building user simulation model from data ☺



6



Training/Testing the NLG module using user simulation model



7



Testing with real users



8



Conclusion and Future work



Appendix



Sample dialogues References
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Relevant publications •



SEMDIAL 08 –



•



Srinivasan Janarthanam and Oliver Lemon. 2008. User simulation for knowledge-alignment and online adaptation in Troubleshooting Dialogue Systems. In proc SEMDIAL 2008 (LONDIAL), London. (CHAPTER 3)



ENLG 09 –



–



Srinivasan Janarthanam and Oliver Lemon. 2009a. Learning Lexical Alignment Policies for Generating Referring Expressions for Spoken Dialogue Systems. In proc. ENLG 2009 (Athens). (CHAPTER 3) Srinivasan Janarthanam and Oliver Lemon. 2009b. A Wizard-of-Oz Environment to study Referring Expression Generation in a Situated Spoken Dialogue Task. In proc. ENLG 2009 (Athens). (CHAPTER 4)



Forthcoming • Book chapter – “State-of-the-art in NLG” (to be edited by E. Krahmer and M. Theune)
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Extra slides
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Witten-Bell discounting



N – Total number of events V – Total number of distinct events (types) T – Number of observed event types C(e) – Frequency of event e E.g. Provide_info (3, 0.75), other (1, 0.25), request_clarification(0, 0) Smoothed: Provide_info (0.5), other (0.167), request_clarification(0.33) 03/05/2009
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Modified Witten-Bell discounting Divide the extracted mass amongst all the event types (V) instead of just the unobserved events (V-T)



Smoothed with modified Witten-Bell discounting: Provide_info (0.44), Other (0.28), Request_clarification(0.11)
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